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Chapter 6 Automatic mesh optimization, reference solutions and



hp-adaptivity



Assuming that the reader is familiar with the basic principles of higher-order nite element discretization that were presented in Chapters 2 and 3, we can proceed now to more advanced topics related to automatic mesh optimization and adaptivity. In this chapter we present a class of automatic goal-oriented h-, p-, and hp-adaptive strategies based on automatic optimization of the nite element mesh. This methodology was rst proposed in [162] and further elaborated in [64, 62, 65]. Recently it was coupled with goal-oriented adaptivity in [185] with very promising results. The adaptivity is guided by a robust error indicator based on the dierence uref uh;p where uh;p is the solution on the current (coarse) mesh Th;p and uref is a suitable reference solution on Th;p (reference solutions are very accurate approximations of the exact solution on coarse grids based, e.g., on sophisticated postprocessing techniques, or obtained in some other \inexpensive" way). Our approach to the design of reference solutions will be discussed in Paragraph 6.2.1. The point is that by omitting conventional equation-speci c error indicators the adaptive strategy is less sensitive to particular types of solved problems. The adaptive strategy itself is then based on automatic construction of a next optimal mesh via minimization of projection-based interpolation error of the reference solution uref . Projection-based interpolation operators introduced in Chapter 3 play an essential role in this kind of adaptive strategy. It has been stated in [162, 64] and con rmed also by other sources (e.g., [19, 117, 185]) that the method is capable of delivering optimal convergence rates not only in the asymptotic sense, but also more importantly in the preasymptotic range of error. This is important for the solution of real engineering problems, since due to generally limited means (human resources, time, computing equipment...) one always achieves results on some limited level of accuracy only. The asymptotic level h ! 0, where various unknown constants C in theoretical convergence rates do not matter anymore, is never reached in practice. Almost all commercial applications of hp-adaptive nite element schemes use a priori information about corner and edge singularities [15, 172] or boundary layers [135, 172] to design advantageous initial meshes. After this, either uniform or adaptive p-re nements are made. Such methods are very eÆcient © 2004 by Chapman & Hall/CRC
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if the nature of the singularities of the solution is known in advance, and can lead to exponential rates of convergence even without the use of higher-order discretizations (see, e.g., [118]). However the situation changes if we do not have at our disposal a priori information about the solution. It is known that general initial meshes can lead p-adaptive schemes to less satisfactory results than standard h-adaptive methods. For many practical problems, quadratic elements combined with h-adaptivity oer a favorable balance between the quality of results and the complexity of implementation. Recall that with p = 2 in the H 1 -conforming case we do not have bubble functions on triangles, tetrahedra and prisms, and only one bubble function appearing on quadrilaterals and hexahedra is orientation-independent. There have been several attempts to correct inoptimal initial meshes by hre nements, which lead to methods proposed in [62, 149, 147] performing hand p-re nements interchangeably. But still, in general, the resulting meshes do not lead to optimal results. We hope that this brief survey illustrated why we are convinced that a fully automatic method that works without any a priori information about the solution is a real breakthrough in the adaptive nite element solution of engineering problems. We present the method in a mathematically precise but at the same time also intuitive way, in order to provide the reader with a deep understanding that he/she can use in his/her own applications. We con ne ourselves to H 1 conforming schemes in this presentation, as for edge and face elements the principles are the same. It is convenient to split the presentation into several successive steps: First, we introduce algorithms capable of automatic adjustment of the nite element mesh toward an a priori given, xed function u (mesh optimization algorithms) in Section 6.1. This automatic adaptivity will be performed oline, independently of the nite element scheme. Next, in Section 6.2 we incorporate the automatic mesh optimization algorithms into the nite element scheme, utilizing the concept of reference solutions. Goal-oriented adaptivity will be implemented into the automatic adaptive strategies in Section 6.4, and the whole methodology will be extended into two spatial dimensions in Section 6.5.



6.1



Automatic mesh optimization in one dimension



In this section we will deal with a class of automatic h-, p- and hp-mesh optimization strategies capable of progressive minimization of projection-based interpolation error © 2004 by Chapman & Hall/CRC
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= ku kh;p ukH (6.1) of a function u 2 H 1 ( ), where is a one-dimensional domain, by means of k a sequence of nite element meshes Th;p , k = 1; 2; : : : (the one-dimensional projection-based interpolation operator h;p was introduced in Section 3.1). Depending on the type of adaptivity that one selects, the sequence of opk timal meshes Th;p , k = 1; 2; : : : will be obtained by successive h-, p- or hpre nements. 0 = fK1 ; K2 ; : : : ; K g, We begin with an initial nite element mesh Th;p N (0) consisting of N disjoint subintervals Ki such that errk



1 0



(0) 



=



(0) N [



=1



Ki:



i



Each element Ki is assigned an order of polynomial approximation 1  pi = ( ).



p Ki



6.1.1



Minimization of projection-based interpolation error



The basic idea of the algorithm is to determine the next optimal mesh in such a way that a controlled increase in the number of degrees of freedom brings the maximum decrease of the projection-based interpolation error. We proceed in two steps. Step 1 { determining the optimal re nement type for all elements



The rst step is local, done for each element independently of the rest of the mesh. Step 1, h-adaptivity: There are, of course, many possible ways a one-dimensional element can be h-re ned. We con ne ourselves only to subdivision into two equally long subelements, which generalizes most naturally into two and three spatial dimensions. With this simpli cation, we end up with only one re nement option per element. By coarse;i u = h;i u we denote the projection-based interpolant of the function u on a coarse mesh element Ki . According to Section 3.1, this is a p(Ki )th order polynomial matching the values of u at the endpoints of the element Ki . Similarly we de ne the projection-based interpolant f ine;i u = h=2;i u on the h-re ned element as a function that matches u at both endpoints of Ki and at its midpoint, and which is a polynomial of the order p(Ki ) on both the element sons. We compute the projection-based interpolation error decrease rate © 2004 by Chapman & Hall/CRC
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4erri = ku coarse;i ukH ;K ku optimal;i ukH ;K with optimal;i = f ine;i (obviously the single re nement option is optimal). As in this case polynomial spaces corresponding to the coarse and re ned element are nested (h-re nement produces a polynomial space that contains the whole polynomial space corresponding to the original coarse element), this reduces to 4erri = kf ine;i u coarse;i ukH ;K : (6.2) Decrease of projection-based interpolation error for h-re nement is illustrated in Figure 6.1. 1 0
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1 0



i
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Ki



FIGURE 6.1: Decrease of projection-based interpolation error {



-re nement of a linear element.



h



Step 1, p-adaptivity: For the sake of simplicity, in the case of p-re nements we also con ne ourselves to a single re nement option { the order of polynomial approximation will only be allowed to increase by one per element in each step of the algorithm. By coarse;i u = p;i u we denote the projection-based interpolant of the function u onto the space of polynomials of order p or lower on the element Ki , which is a polynomial function of order p(Ki ) matching the interpolated function u at the endpoints of Ki . Analogously, the ne mesh interpolant f ine;i u = p+1;i u, de ned in accord with Section 3.1, is a polynomial of order p + 1 in Ki matching u at the element endpoints. Projection-based interpolation error decrease rate is computed similarly to the previous case using the relation



4erri = ku coarse;i ukH ;K 1 0
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with optimal;i = f ine;i . This again reduces to (6.3) 4erri = kf ine;i u coarse;i ukH ;K ; as polynomial spaces corresponding to the coarse and re ned element are nested. The situation is depicted in Figure 6.2. 1 0



i



x2



Ki



x1



FIGURE 6.2: Decrease of projection-based interpolation error {



-re nement of a linear element.



p



Step 1, hp-adaptivity: The situation is much more interesting in the case of hp-re nements. In harmony with simpli cations made for h- and p-re nements we allow that the order p may only be increased by one and the element may only be subdivided into two equal subintervals during one step of the algorithm. Hence, we consider a p-re nement together with a sequence of competitive h-re nements (h-re nements that result in the same increase in the number of DOF on the mesh element). Speci cally in 1D it means that orders pL ; pR corresponding to the element sons satisfy the condition + pR = p + 1; 1  pL; pR ; where p is the polynomial order associated with the coarse element. Thus we have p possible ways an element of the polynomial order p can be hre ned plus one option of pure p-re nement. For a linear element the choice is between a quadratic element and two rst-order subelements. A quadratic element can either become a cubic element or two equally long subelements with linear+quadratic or quadratic+linear polynomial orders, etc. Projectionbased interpolation error decrease rates are computed for each of these p + 1 hp-re nement possibilities separately using the relation pL



4erri = ku coarse;i ukH ;K 1 0
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ku optimal;i ukH ;K ; 1 0
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(6.4)
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which in this case does not simplify as the polynomial spaces corresponding to the coarse and re ned element are in general not nested. We choose hpre nement, which brings the maximum decrease rate 4erri , and by optimal;i we denote the corresponding projection-based interpolation operator. REMARK 6.1 Although the application of nonnested spaces in general com-



plicates the theoretical analysis of adaptive nite element procedures, they are crucial for automatic hp-adaptivity. Only in this way is the ow of degrees of freedom in the computational domain fast enough to allow for exponential convergence of the adaptive scheme { we will have a chance to discuss this feature in more detail and observe it in concrete examples. Step 2 { selection of elements that will be re ned



In this global step we compute the maximum element projection error decrease rate in the mesh 4errmax. Here additional information must enter the decision process to quantify the number of elements to be re ned. In accord with an optimality criterion derived in [162], which corresponds to an integer version of the steepest descent method, we select elements whose error decrease rates satisfy 4erri  31 4errmax: (6.5) Obviously this is one of many possible ways the optimization process can be driven. It is based on the selection of candidates with most signi cant projection-based interpolation decrease rate. Although the criterion is optimal within one step of the algorithm, due to the nonlinear nature of the optimization problem it is not necessarily globally optimal. Simply put, globally optimal adaptive strategies may involve decisions that are locally nonoptimal. Since the criterion (6.5) completely neglects the information about the actual magnitude of the interpolation error, it is practical to add one more criterion



 10erraverage : (6.6) This criterion selects for re nement elements whose projection-based interpolation error magnitude is signi cantly larger than the average (we choose concretely one order of magnitude in (6.6); similar to the factor 1=3 in (6.5), this constant is somehow arbitrary). Motivation for (6.6) is illustrated in Figure 6.3. erri



6.1.2



Automatic mesh optimization algorithms



Let us now summarize the contents of the previous paragraph into a mesh optimization algorithm. We consider a suÆciently smooth function u de ned © 2004 by Chapman & Hall/CRC



Mesh optimization, reference solutions and hp-adaptivity



303



x2 B C
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FIGURE 6.3: Motivation for the second criterion (6.6). The solid line represents the function u on a linear mesh element Ki , p(Ki ) = 1. The dashed line shows both the coarse and ne mesh interpolants which lie very close to each other if the point C happens to lie close to the midpoint (A + B )=2. Thus, 4erri = kf ine;i u coarse;i ukH ;K  0 although the magnitude of the projection-based interpolation error itself is large, and criterion (6.5) leaves this element untouched. 1 0



i



0 . The goal of the in the domain and an initial nite element mesh Th;p k algorithm is to construct a sequence of nite element meshes Th;p , k = 1; 2; : : :, that minimizes the projection-based interpolation error of the function u, err



k



= ku kh;p ukH



(6.7)



1: 0



ALGORITHM 6.1 (Automatic mesh optimization in 1D)



1. Put k := 0 and consider a function u and an initial nite element mesh k k Tcoarse = Th;p . 2. Compute elementwise projection-based interpolant kcoarse u = kh;p u. 3. Construct a uniformly re ned grid (a) (b) (c)



Tfkine :



Tfkine = Th=k 2;p (h-adaptivity), k Tfkine = Th;p +1 (p-adaptivity), k k Tf ine = Th=2;p+1 (hp-adaptivity).



4. Compute elementwise projection-based interpolant kf ine u corresponding to the mesh Tfkine . 5. If the projection-based interpolation error errk



= ku kcoarse ukH



satis es a given tolerance T OL, stop. © 2004 by Chapman & Hall/CRC
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k 6. Select optimal re nement type for all elements Ki 2 Tcoarse (with our simpli cations the decision is nontrivial only in the case of hp-adaptivity), and compute projection-based interpolation error decrease rates 4errik , using (6.2), (6.3) or (6.4). Compute maximum error decrease rate k 4errmax = K 2T max 4errik : i



k coarse



7. Determine which elements will be re ned, using the values 4errk , errk , corresponding element contributions and criteria (6.5) and (6.6). 8. Perform (optimal) re nement of selected elements, by denote the new coarse mesh. Put k := k + 1.



k+1 k+1 Tcoarse = Th;p



9. Go to 2.



Let us now illustrate this mesh optimization algorithm on a few concrete examples. 6.1.3



Automatic h-adaptive mesh optimization



Let us begin with the h-version of the above automatic mesh optimization procedure. To challenge the algorithm, we use a function u of the form exp( 500(x 0:4)2 ) ; x 2 [0; 1] u(x) = (6.8) 2 (depicted in Figure 6.4). By the local exponential peak we want to simulate multiscale behavior of the solution that the automatic adaptivity (and automatic mesh optimization in the rst place) is supposed to handle. We may 0 consisting of N (0) = 3 choose, for example, a quite inoptimal initial mesh Th;p equally long linear elements. 0.5 0.4 0.3 0.2 0.1 0 0
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FIGURE 6.4: Example function u forming a local peak at x = 0:4. © 2004 by Chapman & Hall/CRC
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with linear elements



Figures 6.5 { 6.101 correspond to h-re nements with linear elements. On the left we depict the interpolant on the coarse grid (solid line) together with the function u (dashed line). On the right we show the corresponding decrease rates for the interpolation error that determine which elements will be re ned. The value err2 = ku kcoarse uk2H means the total projectionbased interpolation error on the coarse mesh (squared). The values of the interpolants at the endpoints x = 0; 1 are determined by the function u. 1 0
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FIGURE 6.5: Step 1: initial mesh interpolant and projection error decrease rates on the initial mesh; number of DOF = 2, err2 = 6:98862. Elements K1 and K2 selected for re nement.
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FIGURE 6.6: Step 2: interpolant after one h-re nement and corresponding projection error decrease rates; number of DOF = 4, err2 = 6:97306. Only element K3 selected for re nement. 1 The 1D results presented in this chapter were obtained by a C++ code MESHOPT, which for noncommercial purposes can be downloaded free of charge from the website of the rst author, http://www.iee.cas.cz/staff/solin/ (or http://www.caam.rice.edu/~solin/), together with a few additional numerical software packages related to mesh generation, computational uid dynamics, computational electromagnetics and higher-order nite element methods.
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FIGURE 6.7: Step 3: interpolant after two h-re nements and corresponding projection error decrease rates; number of DOF = 5, err2 = 3:00938. Elements K3 ; K4 selected for re nement.
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FIGURE 6.8: Step 4: interpolant and error decrease rates after three hre nements; number of DOF = 7, err2 = 1:51809.
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FIGURE 6.9: Step 5: interpolant and error decrease rates after four hre nements; number of DOF = 8, err2 = 0:648154.
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FIGURE 6.10: Step 6: interpolant and error decrease rates after ve hre nements; number of DOF = 12, err2 = 0:280355. \Long" element K2 nally selected for re nement. We can observe that despite the inoptimal initial mesh the algorithm fully automatically recovers the shape of the function u. h-re nements



with quadratic elements



In the second example we remain with the h-version of the automatic meshoptimization Algorithm 6.1, but this time we apply quadratic elements. Figures 6.11 { 6.14 depict the same quantities that were shown in the previous paragraph. 3 0.5 2.5 0.4 2 0.3 1.5 0.2 1 0.1 0.5 0 0 0
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FIGURE 6.11: Step 1: piecewise quadratic interpolant on the initial mesh and corresponding projection error decrease rates; number of DOF = 5, err2 = 6:67628. Element K2 selected for re nement (compare with Figure 6.5).
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FIGURE 6.12: Step 2: piecewise quadratic interpolant after one hre nement and corresponding projection error decrease rates; number of DOF = 7, err2 = 3:94301.
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FIGURE 6.13: Step 3: piecewise quadratic interpolant after two hre nements and corresponding projection error decrease rates; number of DOF = 9, err2 = 1:20319.
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FIGURE 6.14: Step 4: piecewise quadratic interpolant after three hre nements and corresponding projection error decrease rates; number of DOF = 11, err2 = 0:171832.
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Convergence of h-adaptive version of the mesh optimization algorithm



Convergence of the projection-based interpolation error with respect to the invested number of degrees of freedom is an essential piece of information about the quality of a mesh optimization algorithm. In Figure 6.15 we show four curves corresponding to the h-version of the automatic mesh optimization Algorithm 6.1 with linear, quadratic, cubic and fourth-order elements, respectively, in decimal logarithmic scale. The horizontal axis represents the number of degrees of freedom. 10 ’LINEAR’ ’QUADRATIC’ ’CUBIC’ ’FOURTH-ORDER’
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FIGURE 6.15: Automatic h-adaptive mesh optimization. Convergence of projection-based interpolation error err2 with respect to the number of degrees of freedom for linear, quadratic, cubic and fourth-order elements.



Notice that all the presented convergence curves are monotone { this follows from the fact that the h-version of the mesh optimization Algorithm 6.1 produces a sequence of nested nite element spaces. Further notice that the most signi cant improvement of the convergence occurs between linear and quadratic elements. This aspect, together with a relative simplicity of the computer implementation of quadratic elements, is the main reason for their great popularity in the framework of h-adaptive schemes.
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6.1.4



Automatic p-adaptive mesh optimization



Next in the line is the p-version of the automatic mesh optimization Algorithm 6.1. For the sake of comparison we begin with three equally long linear mesh elements as in Paragraph 6.1.3. A few decisions of the adaptive procedure are shown in Figures 6.16 { 6.18. 0.3
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FIGURE 6.16: Step 1: piecewise linear interpolant on the initial mesh, projection error decrease rates and polynomial orders; number of DOF = 2, err2 = 6:98862. Element K2 selected for re nement (compare with Figure 6.5).
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FIGURE 6.17: Step 4: number of DOF = 5, err2 = 3:26507. This is the



rst time element K1 is selected for re nement. 2.5e-05
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FIGURE 6.18: Step 29: number of DOF = 33, err2 = 3:66016  10 5.
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Comparing these results with Figures 6.5 { 6.10, we observe that the simple -adaptive strategy works better than the p-adaptive version illustrated here. This con rms the well-known fact that purely p-adaptive schemes can lead to less satisfactory results than standard h-adaptive methods when starting from inoptimal initial meshes. h



6.1.5



Automatic hp-adaptive mesh optimization



Finally, we come to an example illustrating performance of the hp-version of the automatic mesh optimization Algorithm 6.1. Figures 6.19 { 6.25 document some of its decisions, showing the corresponding interpolant (solid line) with the interpolated function u (dashed line) in the background, and with the interpolation error decrease rates and the distribution of the polynomial order in the mesh. It is suÆcient to start with Step 3, since the rst two steps are identical to those of the p-version. 2 0.5



12



1.8 10



1.6



0.4



1.4



8



1.2



0.3



1 0.2



6



0.8 4



0.6



0.1



0.4



2



0.2



0



0 0



0.2



0.4



0.6



0.8



1



0 0



0.2



0.4



0.6



0.8



1



0



0.2



0.4



0.6



0.8



1



FIGURE 6.19: Step 3: number of DOF = 4, err2 = 3:96569; quadratic element K2 (second from the left) selected for genuine hp-re nement with



pL = 2; pR = 1. Here we touch on the very origin of exponential convergence of hp-adaptive schemes { the ow of degrees of freedom allowed by pure hand p-re nements can never be this fast.
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FIGURE 6.20: Step 4: number of DOF = 5, err2 = 2:08843; elements K2



and K3 selected for pure p-re nement.
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FIGURE 6.21: Step 5: number of DOF = 7,
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= 0:199365 (at this number of DOF, this result beats both the h- and -versions by one order of magnitude). Elements K1 and K3 selected for pure -re nement. 0.06
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FIGURE 6.22: Step 6: number of DOF = 9,



elements K1 and K3 selected for pure p-re nement.
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FIGURE 6.23: Step 7: number of DOF = 11,
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element K1 selected for genuine hp-re nement with 1.8e-10 0.5
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= 0:0785747; cubic = 1, pR = 3.
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FIGURE 6.24: Step 26: number of DOF = 49, err2 = 7:52046  10 10.
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FIGURE 6.25: Step 27: number of DOF = 53, err2 = 2:63415  10 10.



Comparison of h-, p- and hp-adaptive mesh optimization procedures



Figure 6.26 compares the performance of h-, p- and hp-adaptive versions of the mesh optimization Algorithm 6.1. 100 ’H-ADAPTIVE-1’ ’H-ADAPTIVE-2’ ’P-ADAPTIVE’ ’HP-ADAPTIVE’
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FIGURE 6.26: Convergence of projection-based interpolation error



err2



in decimal logarithmic scale. The horizontal axis represents the number of degrees of freedom. The four curves correspond to the h-adaptive version with linear and quadratic elements, and p- and hp-adaptive versions starting from linear elements. Notice that the convergence curve related to the p-version ends abruptly after the polynomial order of approximation in our algorithm achieves its maximum, pmax = 23, in our code. The almost straight line corresponding to the hp-algorithm documents its exponential convergence. The convergence curves for the h- and p- adaptive mesh optimization procedures have to be monotone because in both cases the resulting sequence of nite element spaces is nested. Since for the p-adaptive scheme this is not quite obvious, we show the appropriate values of err2 in Table 6.1. © 2004 by Chapman & Hall/CRC
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Projection-based interpolation error err2 for the -adaptive scheme.



TABLE 6.1: p



# DOF



2 3 4 5 6 7 8 9 11 12



6.2



# DOF



err2



6.98862 6.69879 4.74929 3.26507 3.24255 3.21539 3.19222 3.17716 3.1656 1.80304



13 14 15 16 18 19 20 21 22 23



# DOF



err2



0.656073 0.63802 0.325973 0.0793164 0.0735678 0.0301057 0.00624085 0.00551845 0.00542142 0.00542056



24 25 26 27 29 30 31 32 33



err2



0.00541498 0.00540822 0.00540527 0.00540465 0.00540449 0.00142186 0.000300026 0.000258359 0.000036602



Adaptive strategies based on automatic mesh optimization



In Section 6.1 we presented a strategy capable of automatic progressive adjustment of the nite element mesh to an a priori given function u by adaptive minimization of its projection-based interpolation error (6.1), = ku kh;p ukH : (6.9) The next natural step is to generalize this technique to a strategy for automatic adaptive adjustment of the nite element mesh to an unknown function u representing the solution of an investigated variational problem. Hence, our model problem is to nd a solution u lying in a Hilbert space V and satisfying the equation errk



1 0



( ) = f (v) for all v 2 V: (6.10) Here b is an elliptic bilinear form de ned on V  V , and f 2 V 0 . If the form b is positive de nite, we can de ne the standard energy norm, b u; v



kuk2e = b(u; u) for all u 2 V: (6.11) If the form b is not positive de nite the situation becomes more delicate, and we may try to split it into a positive de nite part and a compact perturbation that can be neglected { see, e.g., [185] for more details. Here we will assume that b is positive de nite. Hence, from now on, the symbol u stands for the unknown exact solution of the underlying variational problem. Instead of minimizing projection-based interpolation error (6.9), we are interested in the minimization of the dis-



cretization error
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= ku ukh;p ke ; (6.12) k where uh;p stands for approximate solutions obtained on the sequence of opk timal nite element meshes Th;p , k = 1; 2; : : :. Although obviously we cannot provide the mesh optimization procedure with the exact solution u, at least we can supply a good estimate. There are several ways this can be done based on the evaluation of reference solutions (see, e.g., [64]). k



eh;p



6.2.1



Reference solutions



By reference solution uref we mean an approximate solution that lies signi cantly closer to the exact solution u than the approximation uh;p on the current (let us call it coarse) nite element mesh. The reference solution uref should satisfy the following requirements:  it should be computable using only the coarse mesh, coarse mesh solution uh;p , and the data to the problem,  its evaluation should be signi cantly faster than the solution of the original nite element problem,  the dierence uref uh;p should provide good approximation of the discretization error eh;p . Usually we are interested in reference solutions that are at least by one order of accuracy better than the coarse mesh approximation (here we mean in h for h-adaptive procedures, in p for p-adaptive ones, and both in h and p for hp-adaptive algorithms). Solution on globally uniformly re ned grids



The situation is simpler for pure h-adaptivity where, for example, highly accurate approximations based on Babuska's extraction formulae (see, e.g., [162]) can be used. More diÆcult are p- and hp-adaptive methods since the extraction techniques fail for higher ps. A robust way to obtain a reference solution originally proposed by Demkowicz [64] is to use globally uniformly re ned grids. For h-adaptivity this means h ! h=2 re nement where all edges are divided into half (and triangles and quadrilaterals are subdivided into four subelements, hexahedra into eight, etc.). In the case of p-adaptive schemes one increases the order of approximation in all elements by one with no spatial re nement. For hp-adaptive methods one performs an (h; p) ! (h=2; p + 1) re nement. The reference solution uref = uh=2 , uref = up+1 or uref = uh=2;p+1 , respectively, is then the approximate nite element solution on the ne mesh. The ne mesh problems are usually several times larger than the original ones. Their size rises most signi cantly on hp-meshes that already contain a © 2004 by Chapman & Hall/CRC
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number of higher order elements. However, the point is that we do not need to start from scratch to resolve the ne mesh problem. In fact, the coarse mesh solution already represents a lot of valuable information on lower frequencies that we can (and have to) use. This is a textbook situation for the application of a multigrid solver. Speci cally in our case, as we deal only with one coarse and one ne grid, we need a two-grid solver (see Paragraph 5.2.6). In this way the time needed for obtaining the ne mesh solution becomes only a fraction of the time that would be needed to compute it from scratch. Moreover, since we use the ne grid solution as an error indicator for the adaptive algorithm only, we do not need to resolve it extremely accurately. Recent experiments show that most of the time just a few smoothing iterations on the ne mesh can drive the adaptive scheme reliably. 6.2.2



A strategy based on automatic mesh optimization



Enhancing the automatic mesh optimization Algorithm 6.1 by the error indicator obtained as the dierence between the reference and coarse mesh solution, we arrive at the following automatic adaptive algorithm: ALGORITHM 6.2 (Automatic adaptivity in 1D) k k 1. Put k := 0 and consider an initial nite element mesh Tcoarse = Th;p . k = uh;p on the current mesh Tcoarse . 3. Construct a uniformly re ned grid Tfkine :



2. Compute approximation (a) (b) (c)



uk coarse



Tfkine = Th=k 2;p (h-adaptivity), k Tfkine = Th;p +1 (p-adaptivity), Tfkine = Th=k 2;p+1 (hp-adaptivity).



4. Compute approximation ukf ine on the ne mesh Tfkine , optimally using a two-grid solver starting from the coarse mesh solution ukcoarse . 5. If the approximate discretization error within a given tolerance T OL, stop.



errk



= kukf ine



k



uk coarse e



lies



6. Replace the original (global) nite element problem of minimizing the discretization error,



ku



k



uk coarse e ;



(6.13)



by (elementwise local) problems of minimizing projection-based interpolation error,



ku kcoarse uke;K ; 1  i  N (k) ; i
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by neglecting the dierence between the coarse mesh solution ukcoarse and coarse mesh interpolant of the exact solution kcoarse u,



kukcoarse kcoarse uke;K  0; 1  i  N (k) :



(6.15)



i



Notice that here the locality property of the projection-based interpolation operator turns out to be essential. 7. Replace the exact solution u by the reference solution uref , u := uref = uk f ine . Minimize elementwise contributions to the projection-based interpolation error



kukf ine koptimal ukf ine ke;K ; 1  i  N (k) ; i



as explained in Step 1 of Paragraph 6.1.1:



 



Select optimal re nement type for all elements Ki , 1  i  N (k) . Compute corresponding projection-based interpolation error decrease rates,



4erri = kukf ine kcoarse;i ukf ine ke;K kukf ine koptimal;i ukf ine ke;K ; (6.16) for all elements Ki , 1  i  N (k) . Analogously as in Section 6.1 it is optimal;i = f ine;i for pure h- and p-adaptivity, and the i



i



previous relation therefore reduces to



4erri = kkf ine;i ukf ine kcoarse;i ukf ine ke;K



i



in these cases. 8. Determine which elements will be re ned, using criteria (6.5), (6.6). k+1 9. Re ne selected elements, by Tcoarse (coarse) mesh. Put k := k + 1.



k+1 = Th;p denote the new optimal



10. Go to 2. 6.2.3



Model problem



Let us have a look at how the automatic adaptive strategies introduced above perform in practice. In order to preserve the possibility of comparison with results of the automatic mesh optimization procedures from Paragraphs 6.1.3 { 6.1.5, we will choose a model equation in such a way that the function u from (6.8), exp( 500(x 0:4)2 ) ; u(x) = 2 © 2004 by Chapman & Hall/CRC
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which was depicted in Figure 6.4, is its exact solution. For simplicity let us consider a positive de nite elliptic problem



4u + k2 u = f in = (0; 1) (6.17) p with, for instance, k = 5. At endpoints we prescribe Dirichlet conditions that coincide with the exact solution u. 6.2.4



Automatic h-adaptivity



Figures 6.27 { 6.31 show a few rst steps of the h-version of the adaptive Algorithm 6.2, starting from three equally long linear elements as in the previous cases (compare with Figures 6.5 { 6.10). The value err2 means now the total projection-based interpolation error of the ne mesh solution ukf ine with respect to the coarse mesh interpolant (squared), err2



= kukf ine kcoarse ukf ine k2e :
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FIGURE 6.27: Step 1: initial coarse and ne mesh solutions, projection error decrease rates; number of DOF = 2, err2 = 0:0232704. Elements K1 and K2 selected for re nement. 4 0.5
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FIGURE 6.28: Step 2: after one h-re nement; number of DOF = 4, err2 =



3:97743. Element K3 selected for re nement. © 2004 by Chapman & Hall/CRC
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FIGURE 6.29: Step 3: number of DOF = 5,



K3 ; K4



selected for re nement.
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FIGURE 6.30: Step 4: number of DOF = 7, err2 = 1:09153.
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FIGURE 6.31: Step 5: number of DOF = 8, err2 = 0:408867. Observe in



the last four gures the growth of the error decrease rate of element K2 { it will cause its re nement in the next step.
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6.2.5



Automatic p-adaptivity



Next let us observe the performance of the p-version of the automatic adaptive Algorithm 6.2 applied to the problem (6.17). Figures 6.32 { 6.35 again start from three equally long linear elements (compare with Figures 6.16 { 6.18). 0.3
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FIGURE 6.32: Step 1: coarse and ne mesh solutions corresponding to the initial mesh, projection error decrease rates and distribution of the polynomial order in the coarse mesh; number of DOF = 2, err2 = 0:322116. Element K2 selected for re nement. 2 0.5
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FIGURE 6.33: Step 2: number of DOF = 3, err2 = 1:97128. Element K2



selected for re nement.
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FIGURE 6.34: Step 4: number of DOF = 5,



K1



selected for re nement.
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FIGURE 6.35: Step 29: number of DOF = 33, Element K2 selected for re nement. © 2004 by Chapman & Hall/CRC
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Automatic hp-adaptivity



At last we come to the hp-version of the automatic adaptive Algorithm 6.2. The algorithm starts from the same initial mesh as in the previous cases. Compare Figures 6.36 { 6.43 with Figures 6.19 { 6.25. 0.3
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FIGURE 6.36: Step 1: selected for pure p-re nement. 3
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FIGURE 6.37: Step 2: = 4:05918. Element K2 selected for genuine hp-re nement with pL = 2; pR = 1. 2 0.5
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FIGURE 6.38: Step 3: = 3:82452. Element K2 selected for genuine hp-re nement with pL = 2; pR = 1. 1.2
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FIGURE 6.39: Step 4: number of DOF = 5, err2 = 1:9912. Elements K2 ,



K3



selected for pure p-re nement.
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FIGURE 6.40: Step 5: number of DOF = 7,



K1 ; K3



selected for pure p-re nement.
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FIGURE 6.41: Step 6: number of DOF = 9,



K1 ; K3



selected for pure p-re nement.
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FIGURE 6.42: Step 7: number of DOF = 11, err2 = 0:0733345. Element



K1



selected for hp-re nement. 1.4e-10
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FIGURE 6.43: Step 27: number of DOF = 53, err2 = 2:62835  10 10.
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strategies



Convergence curves of the approximate discretization error err2 = kukf ine 2 uk coarse ke for the h-, p- and hp-versions of the automatic adaptive Algorithm 6.2 are shown in Figure 6.44. The h-version is considered with both linear and quadratic elements. 100 ’H-ADAPTIVE-1’ ’H-ADAPTIVE-2’ ’P-ADAPTIVE’ ’HP-ADAPTIVE’
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FIGURE 6.44: Convergence of the approximate discretization error err2



with respect to the number of degrees of freedom in decimal logarithmic scale. Notice that the convergence curves are not monotone { this is not in contradiction to the theory because we depict approximate discretization error err instead of the true error eh;p = ku uh;pke . Convergence curves of eh;p would have to be monotone for the h- and p-adaptive schemes, since nite element subspaces in the resulting sequence are nested. Due to the nonnestedness of genuine hp-re nements this is not the case for hp-adaptivity. It is interesting to compare the convergence curves of the approximate discretization error err2 shown in Figure 6.44 with the convergence curves from Figure 6.26, related to mesh optimization schemes that \knew" the function u in advance.
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6.3



Goal-oriented adaptivity



During the last two decades, goal-oriented adaptivity for partial dierential equations has been subject to ongoing scienti c and engineering eort, and several basic methodologies have been proposed (see, e.g., [29, 30, 164, 48, 152, 153, 23, 148]). In comparison with adaptivity in energy norm, which is designed to minimize the energy of the residual of the approximate solution, the goal-oriented approach attempts to control concrete features of the solved problem { quantities of interest. Goal-oriented adaptive techniques achieve precise resolution in quantities of interest with qualitatively fewer degrees of freedom than energy-driven adaptive schemes. 6.3.1



Quantities of interest



Quantities of interest are speci c properties of the solution, in the precise resolution of which we are interested. Often they can be represented by bounded linear functionals of the (generally vector-valued) solution u. In nite element computations it is convenient to de ne the quantities of interest in the form of an integral over the domain , since integration lies at the heart of all nite element codes. Boundedness of the interest functional is obviously crucial for the success of the goal-oriented adaptive procedure. We may be interested, e.g., in the precise resolution of the average of the solution u in a selected subdomain s  . Then, the linear functional of interest can be written in the form 1 Z  (x)u(x)dx; (6.18) L(u) = j s j 



where  stands for the characteristic function of the domain s , i.e., s



s
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