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34.1 Introduction Many natural physical processes can be described by conservation laws that can be expressed as integral equations. Conservation, in this instance, implies that these equations must account for local changes of dependent quantities, for the effect of fluxes of these quantities across the chosen domain surface, and for any resulting forces, changes in energy levels, etc. An exact evaluation of these integral equations would require complete functional knowledge of the temporal and spatial distribution of the conserved quantities on domain interiors and boundaries. Since such a priori physical knowledge of a given problem is unlikely, available information must be used to obtain as complete an approximation to the exact solution as is practical. This statement identifies the two central opposing issues in the process of obtaining a description of an unknown physical process: accuracy versus practicality. To illustrate these issues, consider that the integral statements of those conservation laws are formulated based on consideration of the fluid as a continuum. Since we do not usually know the continuous distribution a priori, we could, instead, assign a location and appropriate kinematic and state variables to each molecule in the fluid. The integrals could then be evaluated, including appropriate interactions between the molecules. The problem is that a vanishingly small domain in even low density fluids would immediately overtax the largest available computers (given that we had sufficient knowledge of interactions). The most accurate approach to our problem is immediately tempered by practical considerations. This leads to a “tool-driven” approach to evaluation of conservation laws that involves choosing discrete domains of the fluid and using statistical averages of the properties and locations of these discrete domains in order that our “tool” (the digital computer) will be able to produce results in a reasonable temporal period. Our task then is to balance the need for the averages to be representational of the fluid in the discrete domains versus the need to limit the number of domains that can be stored and processed in
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the computer. Note that the requirements will be similar whether we consider the fluid as a continuum that we divide into discrete domains or as collections of particles existing in discrete domains (such as the direct simulation Monte Carlo method). The task is then to distribute the discrete domains in which we define our fluid properties such that those associated with each domain are accurately resolved, both spatially and temporally, to the extent permitted by the available resources. The remainder of this chapter will present a process for evaluating how adequately we distribute the domains and will present dynamic solution adaptive mesh procedures that will automatically redistribute cell volume based on solution interpolation and grid quality measures. The discussion will be restricted to body-fitted structured meshes, although the ideas apply locally to unstructured meshes and to Cartesian mesh interfaces with general geometries.



34.2 Problem Statement Mathematical statements of the above issues can be obtained from considering an integral statement for the conservation of linear momentum in a fluid system defined in a domain with surface S and volume V:



∂ ˆ =0 U dV + ∫ F ⋅ ndA s ∂t ∫v



(34.1)



where the quantity to be conserved is U = U ( x i, t ) and the tensor F = F ( U ) contains terms that describe surface stresses on V and the flux of U across S. A differential statement of the conservation law can be obtained by invoking Gauss’ theorem and requiring Eq. 34.1 to be valid for arbitrarily small volumes:



∂U + ∇⋅F = 0 ∂t



(34.2)



A discrete statement of either Eq. 34.1 or Eq. 34.2 can be obtained by subdividing V and defining values of U either as averages over the smaller subdivided volumes or at nodes. In either case, the discrete form of the equations leads to similar issues of accuracy. Divided differences of the dependent variables occur in either case. The fundamental issue that results can be illustrated by examining an exact expression for a derivative obtained by a Taylor series expansion between two spatial points located at xi and xi+1:



u = u( x, t ) ux i =



ui +1 − ui ∆x ∆x 2 uxx i − uxxx i − ... − ∆x 2! 3!



(34.3)



where ∆x = xi+1 – xi. We obtain an approximate form of the first derivative by truncating the higher derivative terms on the RHS of the expression. If u(x, t) is continuous and the approximation is consistent, then this approximate value will approach the exact value of the derivative as ∆x → 0. Since we cannot in general afford small ∆x everywhere, then a reasonable compromise would be to make ∆x small only where the derivative terms in the truncation error are large. This example illustrates the most basic fundamental issue, which affects the accuracy of our solution and points to a possible beneficial approach. However, other issues must be addressed, especially when two-dimensional and three-dimensional solutions are considered. Brackbill and Saltzman [1] developed a fundamental means of optimizing mesh smoothness and orthogonality with the basic property of cell volume distribution to the maximum extent possible through the use of variational calculus. Within the precepts of a structured mesh, this excellent work illustrates the interrelational issues and demonstrates that they are not independent. This approach has been further developed by others as noted in the references cited by Luong, Thompson, and Gatlin ©1999 CRC Press LLC



[16]. As an alternative to solving the Euler–Lagrange equations in order to obtain the mesh as done in [1], Luong et al. add cell aspect ratios to the issues considered and develop weight functions based on a generalization of the equidistribution principle by Eiseman [5].



34.3 Theory and Principles The adaptive grid techniques set forth below require the following conditions for full implementation. Exceptions, qualifications, and current research will be noted as appropriate. 1. Dependent variables are defined at discrete structured grid nodes in the physical domain. If the grid is divided into contiguous blocks, no hanging blocks or “singular” locations must be present. (This may be relaxed in 2D, [9].) 2. The boundaries of the physical domain must be stationary. (Moving boundary research is in progress.) 3. The basic techniques require the existence of a one-to-one transformation to a parametric/computational space. This requirement can be made local rather than global by a more advanced implementation. 4. The solution is always considered to be known relative to an inertial coordinate system. Any changes to the mesh should preserve the solution in the inertial system. 5. Mesh changes will be accomplished by grid node relocation only (i.e., r-refinement). As noted above, our approach to achieving the goal of reducing mesh spacing dynamically, where needed, relies on the concept of the solution being defined relative to a known inertial coordinate system. If we then superimpose an additional coordinate system in motion relative to the inertial system, the vector and scalar dependent variables as referenced to the moving system remain unchanged in the inertial system. This implies that, at any given time, we can transform the solution from one system to the other by a simple interpolation. Since we are considering vector quantities, further explanation is required.



34.3.1 Fundamentals Consider the 1D conservation law



u = u( x, t ) f = f (u)



ut + fx = 0



(34.4)



subject to a transformation to a “computational” coordinate system



τ =t ξ = ξ ( x, t ) for which, according to the usual requirements, the inverse exists:



t =τ x = x (ξ , τ ) Performing the transformation and returning to conservation law form,



(x U) ξ



τ



+ ( f − xτ U )ξ = 0



(34.5)



The quantity xτ can be interpreted as a “mesh velocity.” This interpretation requires that the independent variable x also be allowed to indicate the present location of a grid node position vector in inertial space. The “mesh speed” is a temporal derivative of this position vector.
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FIGURE 34.1



Moving boundary velocity interface.



If we let f = cu, where c is a wave speed, then the second term of Eq. 34.5 is



(u[c − x ]) τ



ξ



We observe that the quantity xτ is in reality a correction of the wave speed (or the characteristic slope) for the movement of the mesh. Clearly, if the translating mesh is moving exactly at c, then the solution is stationary relative to this mesh. In case f is a more general flux, xτ can be considered to be a correction of the flux convective velocity for the relative motion of the translating mesh. Another perspective is revealed when the equation is discretized. Using backwards Euler as an example,



(x U) ξ



n +1 i



( )



n



= xξU − i



[



∆τ n ∆τ n n fi − fi −n1 + xτ U )i − ( xτ U )i −1 ( ∆ξ ∆ξ



[



n



If we know the local mesh movement x t i and x t into the last term:



]



n i–1



]



(34.6)



, then numerical approximations can be substituted



  xin−+11 − xin−1  ∆τ  xin +1 − xin  U − Ui −1   i    ∆ξ  ∆τ ∆τ    



(34.7)



The time step ∆τ cancels and the remaining terms can be considered to be an interpolation (or redistribution) of the solution to the n+1 mesh locations (for the linear wave equation, the ∆τ (cu)ξ term behaves similarly when c∆τ is interpreted properly). This redistribution is easier to relate to a physical process by considering a discrete finite volume integral. We have chosen to use the fact that “there is only a single solution in inertial space” in an algorithm that seeks to: (1) provide an appropriately resolved mesh at each time step, and (2) preserve the inertial solution (i.e., temporal accuracy). We have included mesh adaptation and solution redistribution in the integration of Eq. 34.5 in two different ways. In the first, Eq. 34.5 is integrated exactly as shown, with the time marching scheme determining the number of algorithm steps. The grid speed, xτ is found through use of information at the nth time level. When solved as a single, unsplit vector equation, the grid speed serves to modify the convective flux in the locally moving coordinate system (see Figure 34.1). If an explicit solver is used to integrate the equation in this form, mesh movement may have to be restricted in order to maintain stability. In PDE form, the second split-equation technique proceeds [2] as follows for the transformed conservation law:



(x U) ξ
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τ



+ fξ − ( xτ U )ξ = 0



(34.8)



First integrate



( x U ′) ξ



τ



(34.9)



= − fξ



Then, adapt the mesh to improve resolution of the U′ solution (note that the grid upon which U′ is obtained is fixed in time). Then to obtain the final solution distribution, integrate



( x U ) = ( x U ′) ξ



τ



ξ



τ



+ ( xτ U ′ )ξ



(34.10)



Note that the use of U′ in the last term introduces, for explicit solvers, a nonlinearity that is still an issue for debate and examination. The integral statement for conservation of a dependent variable U over a domain V can be obtained through application of Leibnitz’ rule [2] or through physical arguments. When generalized for changing V, with the exception of any nonlinear effects caused by use of U′ rather than U in Eq. 34.10 and the difference in xτ computation level, both approaches should produce the same mathematical result. However, as will be illustrated below, implementation of the two approaches may be dissimilar. The second two-step procedure serves to couple the mesh more closely to the solution, thereby ensuring that the mesh upon which the first step (i.e., the flow solver) of the procedure occurs resolves the nth level solution well. It then adapts the mesh to the results of this step and interpolates this solution to the new mesh such that temporal accuracy is preserved. The word “preserved” is appropriate, since the adaptive process only concerns spatial resolution; the task is to conduct this process (specifically, the interpolation to the new grid) such that the temporal accuracy inherent in the first step of the algorithm is carried forward to the new grid. As noted above, the issues are somewhat more complex for an integral conservation law but the task is exactly the same, i.e., to resolve spatially the solution while preserving time accuracy. The integral statement for conservation of a dependent variable U over a domain V when generalized for changing V becomes r r r ∂ U dV − ∫ U x˙ ⋅ d S + ∫ A⋅ d S = 0 ∫ s s ∂t V



(34.11)



where ⊥ U =  ρ, ρ V , Et     



T



and ⊥



˙ ˆ + yj ˙ ˆ + zk ˙ˆ A = Eiˆ + Fjˆ + Gkˆ E = E(U ), etc. x˙ = xi Note that Eq. 34.6 and Eq. 34.7 in Benson and McRae [2] are oversimplifications of the discretized form of this integral. The first and last integrals in Eq. 34.11 are the standard forms that we normally encounter. The second integral is the correction to the conserved quantity for the gain/loss due to movement of the cell sides independently of the fluid velocity. An illustration of this movement in both 1D and 3D is given in Figures 34.1 and 34.2. The value of the second integral in Eq. 34.11 for each cell is the sum of the conserved quantity U contained in the volume swept by the cell faces as the grid translates. The split form of the algorithm can be expressed as follows, using a multistage Runge–Kutta timestepping algorithm for solution Step (1) where i indicates the ith stage of the multistage Runge–Kutta algorithm: ©1999 CRC Press LLC



FIGURE 34.2



Cell at time levels n and n+1.



Step (1)



U ( i ) = U ( i −1) − α ( i )



{



∆t ∆ Eˆ ( i −1) + ∆ η Fˆ ( i −1) + ∆ζ Gˆ ( i −1) Vn ξ



}



(34.12)



The mesh is then adapted to the results of this step. The final step is (where (2) indicates the results of Step (1)): Step (2)



{



}



(UV )n +1 = V nU ( 2 ) + ∆ ξ (U ( 2 ) ∆nV ) + ∆η (U ( 2 ) ∆nV ) + ∆ζ (U ( 2 ) ∆nV )



(34.13)



In this equation, the term ∆nV represents the change in volume between the n and n+1 time level (Figure 34.2). As a cautionary note, care must be taken to insure that ∆nV includes all of the swept volume as indicated in Figure 34.2. If this final step is carried out with sufficient accuracy, the result will be the solution obtained at Step (1) expressed on a grid that will give very high spatial resolution for the next application of Step (1). This is the fundamental and only goal of grid adaptation when applied to an explicit solution technique.



34.3.2 Adaptive Algorithm Implementations (DSAGA, SIERRA) Within the framework noted previously, the next task is to set forth the versions of the adaptive algorithm and to examine their strengths and weaknesses. The original version of the adaptive algorithm was reported at the Third International Grid Conference in Barcelona [6]. This version was designated DSAGA (dynamic solution adaptive grid algorithm) and was developed for both 2D and 3D. The original adaptive algorithm (DSAGA) can be used with either the split or unsplit form of the conservation law. The only difference occurs in the choice of data upon which to base the adaption decision. Since the manner in which these data are processed such that a criteria for adaption results has been both controversial and widely differing among researchers, we will offer a brief rationale herein for the original approach. Also, DSAGA can be coded and implemented with relative ease. For this reason we will use it as a basis for introducing the new developments that followed. Although many successful time-varying solutions were obtained, DSAGA has limitations due to the need for weight function tailoring when both strong and weak flow features must be resolved simultaneously and due to problems with stability when large grid movement is necessary to resolve moving solution features.
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The two limitations noted above plus others are addressed in the new code SIERRA [13,14,15]. This new code replaces the solution redistribution step of DSAGA but retains the basic structure. Ease of use, stability, and feature resolution are much improved with SIERRA. The details of SIERRA will be presented in a later section. 34.3.2.1 DSAGA The steps of DSAGA are as follows: 1. Use an available grid generator (preferably elliptical partial differential equation based) to obtain an initial structured, body-fitted grid. 2. Obtain the numerical approximations to the metric derivatives that define numerically a one-toone transformation to a parametric space. These initial transformation metrics and their approximations remain temporally fixed. 3. A discrete source-term distribution is obtained based on selected parameters and criteria. This step is crucial to successful adaptation. 4. The discrete source term distribution is input to the Poisson solver (in our case Eiseman’s “mass weighted algorithm”) to find new solution-dependent node locations. 5. The new grid node locations are then used to find a “grid velocity” (finite difference) or input to a finite volume redistribution algorithm (split or unsplit conservation law). In either case, the final step results in a solution at the n+1 time step on a grid that has been adapted to the chosen criteria at the n or n+1 time level. Step 1 on the preceding list is standard. We must always define an initial mesh which, in most applications, is body conforming. The cartesian cut-cell meshes are not appropriate as initial meshes for this adaptation method. Step 2 is not always standard, as many modern finite-volume codes compute cell volume and surface areas in physical space, thereby negating the need for a computational or parametric space. However, the use of a coordinate transformation avoids expensive searches which may otherwise be needed to maintain structured connectivity after grid adaptation. The transformation is used in Step 5 and will also be important to the goal of developing “stand alone” versions of the adaptive algorithm. Step 3 involves first selecting the solution parameters and/or features that require increased resolution. Two obvious candidates are viscous layers and shock waves (note that any solution feature can be chosen). Once these features are chosen, then parameters must be selected that vary appropriately at the feature location. For instance, static pressure would not be an appropriate choice on which to base a viscous layer weight function. It is usually necessary to select more than one parameter in order to resolve multiple flow features. Once the parameters are chosen, first or second differences of each parameter are calculated to produce a set of raw weight functions. To respond to the obvious question as to why not divided differences, the problem is that a divided difference may become very large as the mesh spacing decreases. The usual stated goal for an adaptive mesh algorithm is to promote equal distribution of the approximation error such that the solution is uniformly accurate. This equidistribution concept must, however, remain a goal in most algorithms. Many such algorithms (including the present technique) use an iterative “solution” to a Poisson’s type differential equation in order to determine new mesh mode locations. Since the goal is equidistribution of error, it would seem reasonable to base the source term for Poisson’s equation on the truncated approximation error terms. Unfortunately, as revealed by a Fourier analysis, these terms are in general oscillatory and change sign depending on local solution behavior. A solution to Poisson’s equation depends on both the magnitude and sign of the source term on the RHS. Sign change alone will change locally the mesh obtained through Poisson’s type solvers from clustered to declustered in character. This effect will be dominant if the leading approximation error term is second order (i.e., third derivative for convective flux terms). Therefore, the grid solver imposes the requirement that the raw truncation error distribution be processed to create a source term distribution that will give an acceptable solution of Poisson’s equation. The first step involves the calculation of a solution (and grid quality, for SIERRA) dependent raw weight function at each mesh node. This, in its simplest form,



©1999 CRC Press LLC



may be composed of a linear combination of individual first or second differences of the dependent variables. This proceeds by first taking either a first difference, a second difference, or both at each mesh node in the domain. Next, the absolute value operator is applied to all values obtained. A normalization coefficient is then defined by



α k ≡ 1 / MAX (φ k ). k =1, m



If the final weight function is to include dependence on more than one dependent variable, a biasing coefficient γ k can then be chosen to determine specific influence of each term in the linear combination. The partially processed weight function at each node is then described by



ω = ∑ γ kα k φ k



(34.14)



k



This semi-raw weight function may contain values differing by many orders of magnitude. It also may contain very large spatial gradients which can result in unacceptable skewness or volume shear in the mesh. A procedure to limit the variation of the weight function which adjusts (somewhat) to the current distribution results from obtaining an average value of ω . The minimum value of ω is increased to a percentage of this average. All maxima greater than a chosen multiple of the average are truncated. The resulting distribution is then smoothed to reduce mesh skewness and shear. After these processing steps, there may remain regions of interest in which the weight function is small compared to the coordinate maximum. If this occurs, the multiple of the average weight used to truncate maximum can be reduced, thereby reducing the maxima relative to the small values. An expansion function is then used to return the weight function to a maximum level appropriate for the degree of adaptation desired. This step results in increasing the magnitude of the small value regions relative to the maximum. In Step 4 the weight function obtained above is input to a modified Eiseman’s mean-value relaxation algorithm. This algorithm begins with a designated stencil of mesh nodes (9 for 2D, or 27 for 3D) and associated weights from Step 3. The algorithm is then applied to locate the center of mass, which is the geometric location at which a body can be replaced by a point with the same total mass. This can be determined for the computational cell in three dimensions by applying the following equation for each coordinate in turn: k +1 j +1 i +1



ξcmi , j ,k =



∑ ∑ ∑ω



ξ



i, j ,k i, j ,k



k −1 j −1 i −1 k +1 j +1 i +1



∑ ∑ ∑ω



(34.15) i, j ,k



k −1 j −1 i −1



This determines the movement of the mesh node at i, j, k to the center of mass for each stencil. This calculation is repeated for every point in the parametric domain except that a reduced stencil is used at boundaries. the mesh nodes are locally redistributed until a movement criteria is satisfied. The problem of grid-point crossover needs to be addressed. Crossover occurs when the center of mass of the local cell is outside the cell boundaries. There are two cases in which this situation is likely to occur: in the vicinity of concave curved boundaries (which are not present in the parametric space for single block grids and for restricted arrangements of multiple-block grids) or in the interior of the mesh. Adapting the mesh in parametric space reduces greatly the possibility of crossover. At the beginning of each global adaption step, all stencils in parametric space describe rectangular figures, which implies that the center of mass will always be inside the stencil. The mesh in parametric space may become sufficiently distorted for crossover to occur in this case in 3D but this is seldom observed.
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FIGURE 34.3



Sample cell in parametric space after grid relocation.



Prior to application of the mass-weighted algorithm, the relationship between the forward and inverse space metrics is obtained by excluding the time terms in the unsteady mapping. Since the mapping defines a parallelepiped in the parametric space and ∆ξ = ∆η = ∆ζ = 1 by definition, the original nodes or grid points have integer values which correspond directly to the i, j, k that are used to reference the arrays, i.e., int (ξ o , η o ,ζ o ) = i, j, k



(34.16)



After application of the center-of-mass algorithm, the mesh node positions have been changed in parametric space and are no longer located at integer values of ξ, η, and ζ. This requires that a mapping to determine the new x, y, and z locations in physical space from the new ξ, η, and ζ positions in parametric space must be obtained. Beginning with the differential dx,



dx =



∂x ∂x ∂x dξ + dη + dζ ∂ξ ∂η ∂ζ



(34.17)



This differential can be approximated by finite differences:



∆x = xξ ∆ξ + xη ∆η + xζ ∆ζ



(34.18)



The differences are chosen to be just the new location of the mesh node, referenced with i, j, k, minus a nearest original position, denoted with the superscript (˚). The metric derivatives are also identified with the superscript (˚), since the transformation is only determined initially:



(



)



(



)



(



xi , j ,k − x o = xξo ξi , j ,k − ξ o + xηo ηi , j ,k − η o + xζo ζ i , j ,k − ζ o



)



(34.19)



If the mesh node at i, j, k is moved to a new position in the parametric space (Figure 34.3), the corresponding new position in physical space must be determined. Truncating the new coordinate locations to integer values identifies the vertex nearest the origin of the reference parallelepiped cell that now contains the mesh nodes:



(



l = int ξi , j ,k



)



( ) n = int (ζ ) m = int ηi , j ,k



(34.20)



i, j ,k



The vertex of the cube of the original parallelepiped that is closest to the new ξ, η, ζ position, shown in Figure 34.3, is given by the nearest integer function:
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( ) m = nint (η ) = m + 1 nn = nint (ζ )=n



ln = nint ξi , j , k = l + 1



(34.21)



i, j ,k



i, j ,k



Recall that the original ξ, η, and ζ were defined to be integers that corresponded directly to the reference coordinates i, j, k, and therefore, the values defined in Eq. 34.20 and Eq. 34.21 correspond directly to the array positions for x, y, z of the original grid point at those respective vertices. In order to completely define Eq. 34.19 the metrics xξ , xη , and xζ , are approximated such that they represent the distance between adjacent nodes in the ξ-, η-, and ζ-directions. The metrics are stored in arrays as forward differences and therefore, for the example cell in Figure 34.3, they are based at the point l, mn, nn for the ξ-direction, ln, m, nn for the η-direction, and ln, mn, n for the ζ-direction. By using the integer value of ln in place of ξ ˚ in Eq. 34.19, this will subtract the distance x ° x ( x – x ° ) if ξi,j,k is closer to the ξ-axis than the nearest original point and add the distance if ξi,j,k is greater than the nearest original point. The result is similar for η˚ and ζ ˚. Therefore, a final expression for the new value of x in the physical space is



(



)



(



o o o xin, j , k = xln , mn, nn + xξ l , mn ,nn ξi, j , k − ln + xη ln , m ,nn ηi, j , k − mn



(



+ xζo ln,mn,n ζ i, j , k − mn



)



)



(34.22)



which is simply a Taylor series expansion in three dimensions utilizing the initial grid as a reference grid. Similar equations can be derived for y and z by substituting for x. The above can be shown to preserve the original boundary shape. Choosing the boundary where η = const. = 1, note that a term drops out of Eq. 34.22 leaving



(



)



(



xin. j .k = xlno ,mn,n + xξoln ,mn ,nn ξi , j ,k − ln + xζoln ,mn ,n ζ i , j ,k − nn



)



(34.23)



Since the new position ξi,j,k, ηi,j,k, ζi,j,k is restricted to the plane in parametric space where ηi,j,k = const., the new position of xi,j,k, yi,j,k, zi,j,k in the physical space must also be restricted to the boundary surface defined by the mapping.



34.4 Grid Quality Obtaining a grid that will allow a well-resolved, accurate computational solution is the goal of all mesh generation efforts. However, determining whether you have generated such a grid remains an area for research. In the context of dynamic grid adaptation, we are effectively regenerating the grid as often as each time step as the solution evolves, which means that an initially “good” grid will have to be constantly reevaluated. Grid quality has been a topic of many previous investigations and discussions. Rather than survey prior work, some observations will be offered based on our own experience. This discussion is intended to focus on the primary issues that must be addressed in order to achieve our stated goal. The first observation, and most important, is that mesh “quality” cannot be determined with-out considering the function/solution to be resolved by the mesh. This statement underlies all of our adaptive mesh research. An example is provided by considering a shock wave crossing a 2D Cartesian mesh diagonally (i.e., 45˚ to cell face). If the shock wave is planar, both exact and approximate 1D Riemann solvers can be applied normal to the shockwave with accurate results. However, the Riemann solvers in most formulations are applied to fluxes projected on normals to cell faces, resulting in maximum misalignment with a shock wave at 45˚ to all cell faces.
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Recognition of this inaccuracy has led to research in so called “rotated” or “2D” upwind schemes, which either align a local axis with the largest gradient or seek to solve a 2D Riemann problem. This recognition, along with the discussion at the beginning of the chapter, points to the two main grid quality requirements of a structured adaptive mesh: (1) to reduce grid spacing where derivatives are large in the solver error structure, and (2) to align, to the maximum extent possible, the cell surfaces with large gradients in the flow. Note that we have made no mention, until now, of the grid attribute usually considered to be a fundamental problem of structured adapted grids: grid cell skewness. In our method, skewness inevitably results if the cell surfaces align with shock waves, for instance. As will be noted in the results section, the benefits of alignment far exceed any possible problems due to cell skewness. In fact, we have found that the resolution of a continuously defined shock wave solution becomes much poorer as the mesh changes from aligned with the shock wave but skewed in one region to near Cartesian but at 45˚ to the shockwave in another region along the same shockwave. The cell volumes were of similar order in both regions. The question of cell skewness was addressed by Thompson et al. [22] by evaluating analytically the leading truncation error for central difference representation of a first derivative on a skewed cell with parallel surfaces. Eq. 34.13 in Chapter V of [22] illustrates several points:



1 1 y  1 y  Tx = − xξξ fxx +  ξ  ynn fyy −  ξ  xξξ fxy 2 2  xξ  2  xξ 



(34.24)



The first term on the RHS is present in all cases in which xξ varies. The second and third terms represent contribution to the truncation error due to skewness for this restricted cell geometry. The ratio (yξ /xξ ) represents the cotangent of the included angle between the x and y coordinates. Analysis of this equation reveals that 1. Skewness has no effect on the solution when the metric derivatives of the transformation are constant or when the solution varies linearly. Note that constant metric derivatives correspond to even mesh spacing. 2. As noted in [10], yξ /xξ > 1 is required for the contributions from skewness to have a larger coefficient than the first term in Tx. This again supports the conclusion that mesh “quality” should be examined only together with the solution and agrees with the conclusion reached in [22]. The doctoral research [15] of the second author addressed mathematically the question of grid quality, stability, and accuracy of r-refinement adaptation (movement of grid locations rather than subdivision). The results of this research have been included in a solver-independent efficient r-refinement algorithm (SIERRA). Although this algorithm is evolved from DSAGA and uses the basic mass-weighted algorithm for node relocation, important advances have been made in the remainder of the steps.



34.5 SIERRA 34.5.1 Weight Function A weight function [9] that inherently includes grid geometry as part of an assessment of the solution resolution is given by



ω i = ∫ (φ (r ) − φi )dV Ωi
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(34.25)



where φi is the computed piecewise constant representation of the solution scaler function in the ith grid cell, as computed by the flow solver on the previous grid. It is assumed that φ(ri) = φi, where r i Œ W i and is the position vector of the cell center and Ωi is the domain of the ith cell. Using the mean-value theorem, this weight function can be expressed as



ω i = Vi (φi − φi )



(34.26)



where



φi ≡



1 Vi



∫



Wii



f (r )dV



(34.27)



is the volume-averaged value of φ(r) over the ith grid cell which has volume Vi. Eq. 34.26 shows that the weight function is a measure of how well conservation of the variable is predicted by the piecewise constant representation of the solution φ(r). In order to determine how the magnitude of this weight function is influenced by the behavior of the solution and the grid geometry, the solution scalar function φ(r) is expanded in a Taylor series about ri. The resulting expression is substituted into Eq. 34.25, and the volume integration is performed. This procedure results in



1 1 1 ω i = φ x I x +φ y I y + φ z Iz + φ xx I xx + φ yy I yy + φ zz Izz 2 2 2



(34.28)



+ φ xy I xy + φ yz I yz + φ xz I xz + O( ∆r 3 )Vi where



I x ≡ ∫ ∆xi dV Ωi



I xx ≡ ∫ ∆xi2 dV Ωi



(34.29)



I xy ≡ ∫ ∆xi ∆yi dV Ωi



are various moments of inertia of region Ω i about ri, and



∆xi = ( x − xi ) ∆yi = ( y − yi ) ∆zi = ( z − zi )



(34.30)



where xi, yi, and zi are the position coordinates of ri. The terms Iy , Iz, Iyy , Izz, Iyz, Ixz, … are defined similarly to Ix, Ixx, and Ixy. Eq. 34.28 shows that each term of the weight function is comprised of the product of a derivative of the solution function φ(r) and a moment of inertia of the grid cell. The derivatives of φ(r) are evaluated at the ri and the various moments of inertia, Ix, Iy , Iz, Ixx , Iyy , Izz, Ixy , …, are defined relative to point ri. The first moments of inertia multiply the solution gradient, and the second moments of inertia multiply the solution curvature. If it is assumed that the r-refinement adaptation process iteratively adjusts the grid so that the magnitude of the weight function is reduced to a minimum uniform value, then characteristics of the converged adapted grid can be determined by examining Eq. 34.28. ©1999 CRC Press LLC



The terms Ix, Iy, and Iz are the first moments of inertia of region Ωi. They give the relative displacement coordinates of the center of mass of region Ωi to the support point ri. These terms can be made zero by repositioning the support point so that it is coincident with the center of mass of Ωi. Therefore, the terms Ix, Iy, and Iz promote even grid-node spacing but will not discourage grid-cell skewing. The second moment of inertia term Ixy will vanish when the support point ri is coincident with the center of mass of Ωi and when Ωi exhibits x-y symmetry. Similarly, Iyz and Ixz will vanish when the support point ri is coincident with the center of mass of Ωi and when Ωi exhibits y–z and x–z symmetry, respectively. Note that Eq. 34.28 will result for any orientation of the orthogonal coordinate system with respect to an inertial frame of reference. Therefore, if region Ωi exhibits symmetry about three orthogonal axes, then Ixy, Iyz, and Ixz will vanish regardless of how the axes are rotated. The terms Ixy , Iyz , and Ixz influence the shape of the grid-cells and promote grid-cell orthogonality. The terms Ixx, Iyy, and Izz are second moments of inertia, that only vanish in the limit of zero spacing in the x, y, and z directions, respectively. The magnitude of the terms vary quadratically with grid-cell spacing. These terms effect grid-node clustering. From the above analysis, the minimum obtainable weight function for a fixed grid-node density is given by



1 1 1 ω i = φ xx I xx + φ yy I yy + φ zz Izz + O( ∆r 4 )Vi 2 2 2



(34.31)



which is obtained when the grid is orthogonal and evenly spaced. Further reduction of the magnitude of the weight function can only be achieved through decreases in the Ixx, Iyy, and Izz terms, i.e., through grid-node clustering. The relation expressing the minimum weight function for a fixed grid-node density given by Eq. 34.31 was found by considering evenly spaced orthogonal grids. This expression can also be obtained through proper orientation of the grid-cell with respect to the solution field. The dependency of ωi on the orientation of Ωi in the solution field is better examined by rewriting Eq. 34.28 in the equivalent form:



ω i = φ x I x + φ y I y + φ z Iz + ∫



Ωi



((∆r ) [Φ](∆r ))dV + O(∆r )V T



i



4



i



i



(34.32)



where φ xx  [Φ] = φ xy φ xz 



φ xy φ xz   φ yy φ yz  φ yz φ zz 



(34.33)



 ∆xi   x − xi  (∆ri ) =  ∆yi  =  y − yi   ∆zi   z − zi 



(34.34)



and



where (∆ri)T is the transpose of (∆ri). The matrix [Φ] is symmetric and is composed of the second derivatives of the solution field evaluated at ri. It is analogous to the point stress tensor of fluid [6] and solid mechanics [18]. Because [Φ] is symmetric, it satisfies certain properties [11], which include the fact that it can be diagonalized to ′ φ xx  0 φ = ′ [ ]   0 ©1999 CRC Press LLC



0 0 φ yy 0  ′ 0 φ zz ′ 



(34.35)



FIGURE 34.4 (a) Reference axes arbitrarily oriented in solution field, (b) Reference axes aligned with principal directions of solution curvature.



by rotating the (x, y, z) reference coordinate system of Figure 34.4a to coincide with the principal directions of the solution curvature, which coincide with the directions of the (x′, y′, z′ ) coordinate system of Figure 34.4b. Assuming that the principal directions of the solution curvature are nearly equal throughout region Ωi, the weight function will be reduced to



1 1 1 ω i = φ x ′ I x ′ +φ y ′ I y ′ + φ z ′ Iz ′ + φ x ′x ′ I x ′x ′ + φ y ′y ′ I y ′y′ + φ z ′z ′ Iz ′z ′ + O( ∆r 4 )Vi 2 2 2



(34.36)



when the sides of region Ωi are oriented so that they are normal to and parallel with the (x′, y′, z′ ) coordinate directions. If the support points are evenly distributed, then Ix′ = Iy′ = Ιz′ = and the resulting weight function is given by



ωi =
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1 1 1 φ I + φ I + φ I + O( ∆r 4 )Vi 2 x ′x ′ x ′x ′ 2 y ′y ′ y ′y ′ 2 z ′z ′ z ′z ′



(34.37)



where Ix′ , Iy′ , Iz′ , Ix′x′ , Iy′y′ , Iz′z′ , Ix′y′ , … are moments of inertia of region calculated in the (x′, y′, z′ ) coordinate system. Because



I1 = φ xx + φ yy + φ zz = φ x ′x ′ + φ y ′y ′ + φ z ′z ′



(34.38)



is invariant for a symmetric matrix, Eq. 34.31 and Eq. 34.37 are equivalent. It is concluded from this analysis that the adapted grid is expected to exhibit both grid-node clustering and grid-node alignment adaptation processes. When cell edges are not aligned normal to the principal directions of solution curvature, the grid cells are expected to exhibit orthogonality. An efficient discrete approximation of the weight function given by Eq. 34.31 is obtained by transforming the analytic expression of the weight function in physical space (x, y, z) to an equivalent expression in computational space (ξ, η, ζ). This is accomplished by transforming ∆xi, ∆yi, ∆zi, and each of the derivatives of φ(r) appearing in Eq. 34.31 into equivalent expressions in computational space, using the transformation ξ = ξ ( x, y, z ) η = η( x, y, z )



(34.39)



ζ = ζ ( x, y, z )



Upon performing the transformation and algebraic manipulations, the weight function expressed in computational space reduces to



Vi ˆ 2 ∇ φ + HOT i 2



( )



(34.40)



2 2 2 ˆ2 ≡ ∂ + ∂ + ∂ ∇ ∂ξ 2 ∂η 2 ∂ζ 2



(34.41)



ωi = where



is the Laplacian operator defined in computational space (ξ, η, ζ ) and HOT denotes higher-order terms. Eq. 34.40 is efficiently approximated by



ωi =



Vi 2 ( ∆ φ )i 2



(34.42)



ˆ . The quantity ( ∆ 2 f ) i reduces to an undividedwhere ∆2 is a discrete approximation of the Laplacian ∇ difference expression, because of the unit spacing of the computational grid. The discretized weight function given by Eq. 34.42 is expressed in terms of the discrete computed solution variables by the formula 2



ωi =



Vi 2



Nk



∑ (α φ ) − α φ k k



i i



(34.43)



k =1



where Nk



α i = ∑ (α k ) k =1
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(34.44)



(b)



(a)



FIGURE 34.5 (a) Five-point discrete approximation stencil of the Laplacian, (b) Nine-point discrete approximation stencil of the Laplacian.



Here, the number of distinct discrete values of the ith solution vector ( f k ≠ f i ) is used in the discrete approximation ( ∆ 2 f ) i , and αk are constant coefficients of the values φk that define the discrete approximation. The coefficient of the value φi is αi and is dependent on the values αk Eq. 34.43. Figures 34.5a ˆ 2 f ) i in two dimensions. The boxes and 34.5b show the stencils of two discrete approximations of ( ∇ represent the discrete values φk and the numbers in the box give the value of the coefficient αk associated with φk. The center box represents the discrete value φi and contains the value of –αi. If each of the discrete values φk = φ(rk) of Eq. 34.43 are expanded in Taylor series about the ri, in physical space, then



1 1 1 ω i = φ x Rx +φ y Ry + φ z Rz + φ xx Rxx + φ yy Ryy + φ zz Rzz 2 2 2 3 + φ xy Rxy + φ yz Ryz + φ zx Rzz + O( ∆r )Vi



(34.45)



results, where Nk



V Rx =  i  ∑ α k ( xk − xi ) ≈(Vi )∆xi ≡ ∫ ∆xi dV = I x Ωi  2  k =1 Nk



V 2 Rxx =  i  ∑ α k ( xk − xi ) ≈(Vi )∆xi xi ≡ ∫ ∆xi2 dV = I xx Ωi  2  k =1



(34.46)



V Nk Rxy =  i  ∑ α k ( xk − xi )( yk − yi ) ≈(Vi )∆xi ∆yi ≡ ∫ ∆xi ∆yi dV = I xy Ωi  2  k =1 The relations given by Eq. 34.46 show that the approximate discrete weight function will behave similarly to the analytic weight function, if the terms Rx, Ry , Rz , Rxx, Ryy , Rzz, Rxy , Ryz , Rxz , are close approximations of Ix, Iy , Iz, Ixx, Iyy , Izz, Ixy , Iyz , Ixz , respectively. Note that for the stencil given in Figure 34.5.a, the term will go to zero for an evenly spaced skewed cell. However, the term Ixy will not be zero unless the grid cell is orthogonal. Therefore, using the stencil of Figure 34.5.b to approximate the Laplacian may result in highly skewed cells. Orthogonality can be enforced by considering the stencil shown in Figure 34.5.b. For this stencil, Rxy will go to zero only if the cell is orthogonal. If the weight function is to be formed from a set of Ni dependent variables, φ (l)i , then it is defined as



ωi =



∑ (ω ( ) ) Nl



l



i



l =1



©1999 CRC Press LLC



2



= wi( l )



(34.47) 2



where



Vi 2 ( l ) ∆φ 2



ω i( l ) =



)



i



(34.48)



A large range in the magnitude of the variables may occur in the computational domain. Therefore, it may be desirable to scale the weight function by the solution. The weight function can be scaled by using the relation



∑ (ω ( ) ) Nl



l



2



i



ωi =



l =1



∑ (φ ( ) ) Nl



l



(34.49) 2



i



+E



l =1



where the constant Ε > 0 is a small number that prevents a division by zero if φ (l)i = 0. Control over the grid-node density distribution is gained by using the weight function given by Eq. 34.48 or Eq. 34.49 with ωi(l) defined as



(l )



ω i = Vi



1+ w1



 ( l )  V  w2  ∆  φ    + ω min   Vi   i 2



(34.50)



where ωmin, w1, and w2 are user specified parameters. The parameter w1 controls whether emphasis is placed on small or large volume grid cells. If w1 > 0, then larger cells will be weighted more heavily than smaller cells, relative to the non-modified weight function given by Eq. 34.48 or Eq. 34.49. Similarly, if w1 < 0, then small cells will be weighted more heavily than larger cells, relative to the nonmodified weight function. A consequence of choosing w1 > 0 is that weak solution features, e.g., shock waves, will be less resolved, than when w1 = 0 is specified. A consequence of choosing w1 < 0 is that smooth flow regions may be underresolved. The parameter w2 ≥ 0 allows control over the rate of change of the cell volumes in the grid. Setting w2 > 0 will tend to prevent the evacuation of grid nodes from regions of uniform flow and will promote grid cell orthogonality. Note that if the value of w2 is such that



V    Vi 



w2



> φ (l )



(34.51)



then adaptation to the solution will be lost. The parameter ωmin is the minimum allowable weight function value and is typically set to



10 X machine zero ≤ ω min ≤ 1 × 10 −2 The upper range of values are specified if it is desired to adapt the grid only to regions associated with prominent errors, as indicated by the weight function. Because of machine round-off errors, the weight function will contain noise that must be eliminated so that smooth grids can be produced. The noise is eliminated by applying an elliptic smoother to the weight function [14]. Typically, two to five passes of the weight function through the elliptic smoother are sufficient to produce a smooth grid.
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FIGURE 34.6



Weight function excessive smoothing procedure.



The weight function in uniform regions of the flow has a zero value. If an explicit method is used to reposition the grid nodes, then the movement of the grid nodes in these regions will be slight. In order to increase the movement of the grid nodes from nonactive regions of the computational domain to regions of interest, the following procedure is used [15]. The initial weight function values are smoothed excessively using the elliptic smoother. The excessively smoothed weight function values are then superimposed with the initial weight function values and again smoothed to eliminate any noise that might be present. This procedure is depicted in Figure 34.6.



34.5.2 Transformation to Physical Space The transformation from parametric space to physical space (Eq. 34.18) can also be written as



∆ri = rξ ∆ξ + rη ∆η + rζ ∆ζ



(34.52)



where



∆ri = ri( new ) − ri( old ) represents the change in the x, y, and z position coordinates of grid-node i in physical space, and



∆ξ = ξi( new ) − ξi( old ) ∆η = ηi( new ) − ηi( old ) ∆ζ = ζ i( new ) − ζ i( old )



(34.53)



are the grid-node position changes in parametric space. The transformation given by Eq. 34.53 can lead to grid-line crossover if the grid cell is distorted, i.e., if the grid-cell geometry significantly deviates from a parallelogram. The higher-order transformation



∆ri = rξ ∆ξ + rη ∆η + rζ ∆ζ + rξη ∆ξ∆η + rηζ ∆η∆ζ + rξζ ∆ξ∆ζ + rξηζ ∆ξ∆η∆ζ



(34.54)



which includes cross-derivative terms, can be used to reduce the occurrence of grid-line crossover.



34.5.3 Grid Adaptation Cut-Off Criteria The adaptation process is stopped when any one of a number of user specified tolerances is exceeded. For example, the adaptation process will stop if the maximum number of allowed adaptive iterations is exceeded; the maximum grid-node translation distance is below a specified value, e.g., the grid is converged; the standard deviation of the weight function is below a specified value, e.g., the weight function
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FIGURE 34.7



SIERRA flow chart.



is equally distributed; the maximum value of the weight function is below a specified value, e.g., the solution error measure is small; or the percent change in the global value of any of the solution variables exceeds a specified value, e.g., global conservation is violated.



34.5.4 Interim Steps An interim step procedure can been added to the solution-variable correction procedure to increase the accuracy of the variable corrections. The interim-step procedure is performed by dividing the time step n +1 n ∆t g = t gg – t gg into M smaller interim steps, δtg, i.e., ∆tg = Mδtg. If the change in position of a gridnode ν over the time step ∆tgis given by ∆r v = r vng + 1 – r vng , then the change in position of grid-node ν over the time step δtg is δrν = (∆rv)/M. Because the grid-node movement over each interim step is a fraction of the total grid-node movement, the magnitude of the cell side-sweep volumes (CSSV) associated with each interim step δtg is smaller than the magnitudes of the CSSVs associated with the time step ∆tg. The solution-variable correction U ng + 1 is obtained by iteratively applying the approximate CIE,



U



ng + β m



=



1 V



ng + β m



Np ng + β m   ng + β m −1 VU + (VU ) p n + β  ∑ ( ) p =1  g m −1 



(34.55)



M number of times. The interim step counter is denoted by m, where m = 1, 2, …, M. Here, βm = m/M and β0 = 0 so that U ng + b0 = U ng and U ng + b M + U ng + 1 .
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FIGURE 34.8



Spike-tipped body geometry.



n +b



n +b



n +b



n +b



In Eq. 34.55, the cell volume at time t gg m is V gg m , the cell volume at time t gg m – 1 is V gg m – 1 , ng + bm n +b n +b and V n + b is the volume swept out by cell side p from time V gg m – 1 to time t gg m . The cell volumes g m–1 and the CSSVs associated with the interim-step procedure are computed according to formulas presented in [9], using the grid-node locations defined at the appropriate interim step. The position n +b coordinates of grid-node ν at time t gg m are given by n + βm



xv g
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+ xv g − xv g / M



ng +1 v



ng v



(34.56)



which assumes that the grid-node moves with a constant velocity over the time step, ∆tg. In general, ∆L choosing the value of M so that δrn < ------- , where ∆L is the local dimension of the cell in the direction 8 of the grid-node movement, will produce accurate solution-variable corrections.



34.6 Results In order to illustrate the operation and effectiveness of DSAGA and SIERRA, we have included selected results. These are chosen in order to illustrate the adaptive techniques rather than to highlight the particular application. To begin, some observations based on our experience are offered: 1. Alignment of the mesh with physical features in the flow is more important than achieving minimum spacing. 2. If the mesh is aligned with the feature as in 1 (above), skewness does not noticeably degrade the solution. 3. Worst-case resolution of strong features, such as shock waves, occurs when they are diagonal to a low aspect ratio Cartesian-like grid. Note that upwind solvers may contribute to this behavior. We will indicate locations in these results that support these observations. The initial goal for DSAGA was to improve accuracy for unsteady flow calculations, with steady-state accuracy improvement as a converged result. Unfortunately, the body of detailed experimental data for unsteady flows is not large. One data set that is frequently used was obtained for supersonic flow over a spike-nosed bluff conical body at supersonic flow conditions for which a self-excited oscillatory flow occurs. Some high-frequency data [4,21] were obtained that we have used for comparison [10]. Figure 34.9 illustrates the shape of the spiked-nosed body. Figure 34.9 contains results at four time steps during the oscillatory cycle. In this case the 100 × 100 grid was mapped such that 100 points lie on the spike and 100 points on the cone [10]. This mapping also resolves the spike-cone junction well, which proved to be crucial for obtaining the correct oscillation frequency. Figure 34.10a gives the Fourier analysis of the pressure signal compared with experiment at a point on the bluff cone face, and the waveform is shown in Figure 34.10b. The ability of SIERRA to enhance solution quality is demonstrated first by numerical simulations of a laminar viscous supersonic channel flow [15], using both a static evenly spaced fine grid and an rrefined adapted grid. The static grid (121 streamwise by 91 crossflow, evenly spaced nodes) is used as the initial grid for the r-refined grid simulation. A 15 degree compression ramp and a 15 degree expansion corner are used as a shock and expansion wave generator. Volume weight parameters were w1 = 1, w2 = 0, and ωmin = 1 × 10–6. One interim step, a single RK procedure, third-order accurate cell side average flux values, and a conservative limiter were employed by SIERRA. Figure 34.11 illustrates the channel geometry and shows the SIERRA weight function distribution for a solution obtained on the initial 121 × 91 static grid. This plot is useful for determining where higher resolution would reduce interpolation error. The results of repeating this solution with the mesh adapted by SIERRA are shown in Figure 34.12. Figure 34.13 shows the weight function distribution for this case. It is apparent that use of SIERRA has resolved the solution to the extent that the density contours approach the detail present in a schlieren photograph. Of particular note is the manner in which the compression waves at viscous layer separations and reattachment coalesce to form shock waves. Also, the flow structure can be analyzed by examining the adapted grid alone. Figure 34.14 shows details of the vortical structure where the ramp shock wave interacts with the upper viscous layer. The resolution of the impinging shock wave and the alignment with the flow direction reveals three vortex structures with a full saddle point between two of them. The mesh independence of the adapted result was assessed by repeating the solution on a 533 × 721 evenly spaced static grid. This would place approximately 95 mesh lines in the vortical structure resolved by 17 to 18 lines in the adapted case. Figure 34.15 illustrates the streamlines for the same region
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FIGURE 34.9



Adapted grid and Mach contours series during oscillation cycle over spike-tipped body, 100 × 100 grid.



shown in Figure 34.14. Note that little change has occurred, indicating that the adapted solution may be approaching grid independence for this case with a relatively small total number of nodes. The adapted grid for this case provides excellent support for statements made in the grid quality section. The following observations are appropriate: 1. The grid lines have been aligned to a great extent with the strong features of the flow. 2. Because of this alignment grid, skewness has been increased in the shock transitions rather than decreased. In spite of this, it is obvious that an excellent solution has been obtained, hence our earlier statement that skewness does not degrade the solution appreciably if the mesh is aligned locally with the solution features.
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FIGURE 34.10a



Comparison of computed spectral data [17,18] with experiment [16], 100 × 100 grid.



FIGURE 34.10b



Computed pressure waveform on bluff face of cone, 100 × 100 grid.



3. Also due to the alignment, this well resolved solution was obtained with relatively large minimum cell volumes. For example, the large vortical structure on the upper surface was resolved by only 17–18 mesh lines in the direction normal to the surface. 4. For steady solutions, mesh cells can be evacuated from constant property regions without solution degradation. (Note that this may not be appropriate for unsteady flows with rapidly translating features.)
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FIGURE 34.11



FIGURE 34.12 number is 2.0.



Static grid weight function distribution for 2D viscous laminar supersonic channel flow.



r-Refined grid and density contours for 2D viscous laminar supersonic channel flow. Inflow Mach



The next demonstration of SIERRA will illustrate dynamic adaptation to an impulsively started inviscid flow in the above 2D geometry. The conditions are M = 1.8 and 97 × 31 grid nodes. The developing flow was adapted each time step with w1 = 0.50, w2 = 0, and ωmin = 1 × 10–6. As this solution begins (Figure 34.16), SIERRA moves nearly all of the nodes to the vicinity of the ramp. The initial development of the shock and expansion waves is highly resolved. As these features move into the outer flow, points are redistributed to maintain resolution in the disturbed portion of the domain. The constant property region remains nearly evacuated of nodes.
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FIGURE 34.13 r-Refined grid weight function distribution for 2D viscous laminar supersonic channel flow. Inflow Mach number is 2.0.



It is interesting to note that none of these meshes appear to meet conventional standards of quality. Skewness, high aspect ratio cells, rapid cell volume change, and large line curvature are present in each of the grids shown. Yet examination of the Mach contours for smoothness and resolution reveals that the grids are, in fact, allowing the solver to produce a continuously well- resolved dynamic solution.



34.6.1 Experimental Comparisons Numerical simulations of two experimental investigations were conducted using SIERRA with CFL3D [12] SIERRA was modified to read in the CFL3D grid and restart files, perform the r-refinement adaptation, and rewrite the new grid and redistributed primitive flow variables to the CFL3D grid and restart files. Grid adaptation was performed every tenth time-iteration step of the flow solver, as only steady state simulations were considered. This method of coupling SIERRA with CFL3D is not computationally efficient, but it illustrates how SIERRA can be used completely independently with a flow solver to provide r-refinement adaptation capability. No modifications of any kind were made to the CFL3D source code or input file. For both test problems, SIERRA employs one interim step with the one RK procedure, third-order accurate cell side average value (CSAV) approximations, and the conservative limiter. Grid-node movements were restricted such that the CSSV restrictions given in Section 34.5.4 were satisfied for the 2D and 3D simulation, respectively. The volume weight parameters of the first simulation were w1 = 1, w2 = 0, and ωmin = 1 × 10–12. The volume weight parameters of the second simulation were w1 = 0, w2 = 1 × 10–8, and ωmin = 1 × 10–15. 34.6.1.1 Hypersonic 2D Compression Corner The first experimental test problem is a Mach 14.1 2D flow over a compression corner that is formed by a wedge intersecting a flat plate at 18°. This test case was experimentally investigated by Holden and Moselle [7] in the Calspan 48-inch Shock Tunnel. The freestream conditions are M∞ = 14.1, T∞ = 160˚R, and Reynolds number of Re = 7.2 × 104 per foot, so the flow is considered to be laminar. The wall temperature is Tw = 535˚ R. The wedge begins xL = 1.0 foot from the leading edge of the plate. The results of a previous numerical investigation of this experiment that used CFL3D [19,20] led to the correction of the originally released experimental data. The present numerical results are compared with the corrected experimental data. As a test of how well a laminar viscous flow could be resolved with very few points, the simulation was first performed with a 49 × 33 evenly spaced initial grid. Results were adequate in all but heat transfer. The case was then repeated with an initial grid of 101 × 51. Relatively small changes occurred in surface pressure and skin friction but heat transfer is improved. Figures 34.17 and 34.18 show results of the 101 × 51 SIERRA-adapted grid and solution. Previous simulations of this flow used larger numbers of grid cells.
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FIGURE 34.14 tation.



Upper-surface shock induced boundary layer separation region predicted by adapted grid compu-



FIGURE 34.15



Streamlines in upper surface separated boundary layer obtained from fine static grid computation.
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FIGURE 34.16



Developing grid and solution of 2D inviscid supersonic channel flow.



34.6.1.2 Supersonic 3D Symmetric Corner Flow The final example is the supersonic flow in a 3D symmetric corner formed by the intersection of two 9.48˚ wedges. The freestream conditions are M∞ = 3.0, T∞ = 105˚ K, and the Reynolds number is Re = 0.39 × 106 per meter, with a wall temperature of Tw = 294˚ K. Experimental data were obtained for this
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FIGURE 34.17 Comparison of CFL3D r-refined 101 × 51 grid computations and experiment, Mach 14.1 flow over an 18-degree compression corner.



FIGURE 34.18
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r-refined grid for Mach 14.1 flow over an 18-degree compression corner.



FIGURE 34.19



Computed Mach contours at Re = 0.39 × 106, Mach 3.0 symmetric corner flow.



flow by West and Korkegi [24] The computations were started from freestream conditions and a uniform 57 × 57 × 57 initial grid. Experimental pitot tube pressure surveys and surface pressure distributions in the crossflow plane were obtained at Rex = 3.07 × 106 so that the flow was considered to be laminar. Computed crossflow plane Mach contours at this Reynolds number are shown in Figure 34.19 and are compared to the experimentally observed flow structure. Embedded internal shocks extend from the oblique corner and wedge shock intersections toward the wedge surface, where the boundary layer is separated. Weak separation induced compression waves from which intersect the embedded internal shocks. Also, curvature of the slip lines that extend from the intersection of the oblique corner shocks and wedge shocks toward the wedge intersection is induced by crossflow expansion. The computed flow structures are highly resolved and are in excellent agreement with the experimental pitot tube pressure survey observations. The agreement with wedge surface data is less adequate, but is better than previous fixed grid results and a fixed grid 57 × 113 × 113 solution with CFL3D. The reduced level of agreement is attributed to the fact that transition is evident just past the location at which data were collected, indicating that the data may have been transitional. The converged r-refined grid for this simulation is shown in Figure 34.20. Adaptation to the shocks and boundary layer are evident in the crossflow plane grid. Adaptation to the regions of weak compression waves can also be seen. Note that large nonorthogonal grid cells remain in the uniform flow regions where the spatial resolution of the flow is not required. The wedge surface grids indicate extensive gridnode clustering near the boundary layer reattachment point, just inside of the embedded internal shocks, and at the intersection of the wedges. Note that grid cells along the wedge surfaces where properties vary linearly exhibit orthogonality and have smoothly varying volumes.



34.7 Summary and Conclusions Two algorithms, DSAGA and SIERRA, for dynamic r-refinement adaption of structured grids have been described and demonstrated. The goal for these algorithms is to improve spatial resolution of numerical solutions to conservation laws while preserving temporal accuracy. This is accomplished by defining a ©1999 CRC Press LLC



FIGURE 34.20



r-Refined grid for Mach 3.0 symmetric corner flow.



grid which moves relative to the original inertially defined mesh. The transformed conservation law is then split into two steps in which a new solution is obtained on the last available initial or adapted grid. A weight function is calculated based on this new solution that is large where additional resolution is needed. This weight function is used in a mass-weighted algorithm to relocate points such that resolution is improved. The solution is then redistributed to these new node locations which becomes the input to the next marching step of the flow solver. Therefore, for each marching step that uses initial data from a previously adapted solution, the solution is well resolved and truncation error will be reduced. Temporal accuracy remains that provided by the solver. The original algorithm, DSAGA, was used to introduce the details of the parametric space upon which adaption occurs and the simple algorithm that allows transform of the new mesh locations to physical space without searches. The mass-weighted algorithm is also described. Results are shown for dynamic adaption of a self-excited excillatory flow with excellent agreement with experimental data from spectral frequencies of 2.8 KHz to 25 KHz. The new algorithm, SIERRA, contains important advances over DSAGA. Rather than using specific algorithm truncation error as a weight function criteria, SIERRA is based on a measure of how well the local cell volume and orientation resolves the solution. This solver-independent error criteria uses a determinant of local grid quality to form the weight function used to adapt the mesh. This means that mesh quality is based on the local solution, not a set of preconceived standards. SIERRA also contains an interim step algorithm for improving the accuracy and robustness of the redistribution of the solution to the new adapted grid. Improved techniques are included for ensuring that conservation is preserved when the conserved quantities contained in the swept volumes are calculated. Results obtained through use of SIERRA were shown for 2D viscous and inviscid flows and 3D viscous flows. A steady viscous laminar solution on a 101 × 51 grid adapted by use of SIERRA was shown to be extremely well resolved when compared with a 533 × 755 fixed grid solution. Density contour plots for this case approach Schlieren photograph resolution. A developing inviscid flow in the same geometry is shown to be extremely well resolved and clean, even though the grid appears to be of poor quality by conventional standards. As a further example, SIERRA was used for uncoupled adaption with the NASA code CFL3D. This interaction involved periodic output of the mesh and solution from CFL3D. The mesh was adapted and the solution redistributed by SIERRA after which the CFL3D restart file was overwritten. Excellent results were obtained as compared with experiment and fixed grid solutions. ©1999 CRC Press LLC



The r-refinement algorithms, DSAGA and SIERRA, were shown to greatly improve results on grids with few mesh nodes. Based on this and prior work, we offer the following observations and conclusions for the reader: 1. Grid quality can only be assessed in terms of the local solution variation. 2. Alignment of the grid with strong solution features is at least as important as the reduction of cell volumes at those features. 3. Skewness of the mesh cells causes problems only when inappropriate for the local solution or when some part of the solver is not transformed or projected accurately. 4. Dynamic adaption of both steady and unsteady flows with temporal accuracy preserved was demonstrated. 5. SIERRA, in stand-alone form, can be used to provide single-grid block mesh adaption for any code using a structured body-fitted mesh. Some work remains in the area of complex surface definition for moving surface nodes.



34.8 Research Issues, Current and Future Presently, various versions of these algorithms are being applied to simulate unstart of hypersonic aircraft inlets and to improve accuracy of environmental air quality models. Dynamic r-refinement for 2D unstructured meshes has been implemented and shown to improve mesh characteristics. A future task is the extension of SIERRA to allow adaption of 3D multiblock grids. We anticipate that this extension may reduce portability, since block numbering and structure, etc. tends to vary between codes and grid generators. This work will be based on a current 2D multiblock version of DSAGA. We also plan to develop further the weight function and redistribution routines presently in SIERRA. Finally, much work remains in the area of geometry definition and in the interaction between solvers, models, and moving grids.
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