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Chapter 33: Grid Optimization Methods for Quality Improvement
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33.8 Summary and Research Issues Appendix A Appendix B



33.1 Introduction All the mesh generation methods, in particular those presented in this handbook, have been developed over 30 years to construct, as efficiently as possible, grids with good quality. By quality, one often means purely geometric quality: the grid should be as regular and orthogonal as possible in order to limit the truncation errors introduced in nonuniform grids or in boundary condition computations on grids that are excessively deformed and skewed (see Chapter 32). One also wants to include the feature for the grid to fit to a physical field in the domain, which means that the points are located in accordance to the characteristics of the solution for the computation of which the grid is used. Unfortunately, grid generators do not necessarily produce the grids that satisfy all users’ requirements, and one is often interested in ways to a posteriori improve a grid for better quality or to better adapt it to a solution: grid optimization precisely consists in the improvement of an existing grid toward the best one with respect to given criteria resulting from the geometry or the physics of the problem it is constructed for. To come up with an optimization method, one needs to build a criterion σ , function of a mesh, that will drive the optimization process; besides obvious data concerning the overall domain shape, it is important to introduce in the criterion information on the refinements desired in the mesh. This information is twofold, either related to purely geometric refinements, or to adaptive ones. First, any code user is always able to foresee what type of grid refinement should be obtained, and where to place grid points in the domain before solving the associated governing equations. This can be a finer mesh in areas where the user wants to capture details on the domain geometry, close to some part of the body for instance in external fluid mechanics, or close to discontinuities in the boundary conditions (point forces, mixed free/fixed boundary) in strength of materials. This can also be a coarser mesh in the far field or in parts of the domain where the user a priori knowns that the solution will not vary significantly or, conversely, stretched cells (very refined in one direction in comparison to the other ones) where it varies rapidly in areas, such as a boundary layer, for which one has a reasonable idea about the location. However, when one has solved the problem equations and has gotten a physical solution, the adaptation of the grid will require that σ takes this solution into account; this requires that relevant information is first extracted from it, then transformed into adaptive refinement data and introduced into σ . In this chapter optimization criteria are introduced in a constructive way: basic functionals σ searching for uniformity and orthogonality of the grids are first described — two classes of functionals will be presented (Sections 33.2 and 33.3); then we show how this basic formulation can be enhanced in order to take desired refinements (Section 33.4) or adaptation (Section 33.5) into account and ways to modify these functionals are presented. Practical reference values that fix for each mesh cell its desired size are used to prescribe refinements: they can be defined either from an initial mesh only for quality improvement, or with the introduction of information from a solution for adaptation. There are two approaches to construct mesh optimization criteria: a first approach, only applicable to structured grids, is to consider the mesh as a transformation from the unit square or cube (depending on the space dimension) onto the computational domain, rather than a set of cells or points, and to define optimization criteria on this transformation; the book by Knupp and Steinberg [12] thoroughly describes this continuous approach. Here we have chosen the discrete approach: elementary quality measures are first constructed locally by study of the geometry of the cells (basically its shape); for that, we will use of so-called least square formulation (LSF),* enforcing desired geometric properties in such a weak sense. Then these local contributions are added to obtain a global criterion; continuous description can finally be recovered going back to the transformation from the unit square or cube. This latter more heuristic approach, though less formal, enables the discovery of a class of functionals impossible to put forward otherwise. Conversely to the discrete approach, which is meaningful only for structured grids, the discrete approach enables the extension of the variational method to unstructured grids: the mesh quality measure * A least-squares formulation replaces the problem “find x such that f(x)=0” by the formulation “find x that minimizes f(x)2.”
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and optimization criteria presented next have a meaning for unstructured meshes where the notion of grid line does not exist; this is shown in Section 33.7.



33.1.1 Notation and General Framework of the Chapter In this chapter we mainly consider the optimization of a single structured domain Ω; the way to handle multidomain configurations is described in Section 33.6.3. We consider a three-dimensional structured grid formed by imax × jmax × kmax nodes xijk of coordinates (xijk, yijk, zijk); we use ∆u = 1 (i max − 1); ∆v = 1 ( j max − 1); ∆w = 1 ( k max − 1)



(33.1)



ˆ . We also consider the mesh, i.e., a discrete set of points, The unit square or cube will be denoted by Ω in a continuous manner: each index (i,j,k) corresponds to a point



(



)



uijk = ui , v j , wk = ((i − 1)∆u, ( j − 1)∆v, ( k − 1)∆w )



(33.2)



ˆ , and the mesh can be considered the transformation of a uniform mesh of Ω ˆ (with cell in Ω size ∆ u × ∆v × ∆w) by a piecewise continuous trilinear transformation x(u) defined by



( )



x uijk = x ijk



(33.3)



The transformation x(u) is called the mesh function. In the following, one will often refer to “orthogonal” grids; of course, exact orthogonality of the cells cannot be achieved, so rather than looking for grids with orthogonal cells, one will be looking for a mesh function x(u) such that the two families of curves obtained by having u and v vary separately are orthogonal.



33.2 Regularity–Orthogonality Formulation 33.2.1 Measure of the Orthogonality As noted in Chapter 32 and above in this chapter, orthogonality between gridlines is often sought; this quality can be used to build a first optimization criterion where the orthogonality is enforced in a weak sense, in a least-squares formulation. In order to implement the LSF for the orthogonality, we consider the angles between the edges around a node in the mesh; among these angles, orthogonality is desired for four of them in 2D and twelve of them in 3D. Instead of directly considering the values of the angle in a LSF that could be written “minimize (angle – 90°),2”* the scalar products between the edges forming these angles are considered to define a node function; in 2D this function can be written for node (i, j),
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(33.4)



When all the angles around the node are 90˚, σ ij is 0. In order to be consistant with finite element formulations used in this chapter, we rewrite this orthogonality measure function considering edges r ei, i = 1.4 in cell e (numbered in such a way that r ei and r ei+1 are adjacent), so the expression of the orthogonality measure in a cell becomes e σ ortho = [r1e ⋅ r2e ] + [r2e ⋅ r3e ] + [r3e ⋅ r4e ] + [r4e ⋅ r1e ] 2



2



2



2



(33.5)



*This approach is turned down because of practical difficulties in the optimization due to the nonpolynomial nature of this criterion.
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33.2.2 Measure Of The Regularity A second quality that is often required of a mesh is the so-called regularity property by which uniformity of the node partition in the the domain is looked for; of course, a strict uniformity is not always desirable and refinements are often a priori necessary in order to handle geometrical details or physical phenomena (such as boundary layers) for which the location is known before any computation. In Section 33.4 we will present the ways to obtain nonuniform grids, where refinements can be carefully controlled, but here, as a first step, uniformity is looked for. As mentioned earlier, the mesh quality measure must exhibit terms in a square form in order to come up with a LSF. One must first note that, contrary to the orthogonality that could be defined at the node or cell level, the regularity property is global: it concerns all the cells with respect to one another. However, one will try here to exhibit cell contributions to the global measure. The construction of the regularity function can more easily be explained and understood by considering a uniform mesh between 0 and 1: xi = (i – 1) / (imax – 1). This mesh realizes the minimum of the functional



σ reg1D =



∑x



i +1 i =1,i max −1



− xi



2



(33.6)



The minimization of each of the term in the summation leads to the meaningless collapse of the cells, but the global minimization has a sense because of the constraints prescribed on the boundaries 0 and 1, imposing that these points stay fixed. In two and three dimensions, a functional can be defined using similar expressions at the element level; in 2D the elementary regularity functional is 2



2



2



e σ reg = r1e + r2e + r3e + r4e



2



(33.7)



In 3D, this functional includes twelve terms.



33.2.3 Global Functional For each cell it is then possible to define a measure of its quality by combining both criteria and obtain e e σ e = λσ reg + (1 − λ )σ ortho



(33.8)



where λ is a parameter chosen between 0 and 1 to weigh the contributions. These elementary contributions are summed over the elements and we obtain a global quantity measure σ :



∑σ



σ=



e



(33.9)



e ∈Mesh



For λ =1, the pure regularity is enforced; the minimization of this functional leads to an uncollapsed mesh because of boundary conditions that force the nodes to remain on the domain boundary. The discrete functionals can be rewritten in a continuous form. Noting that the cell edges r ei are derivatives of the mesh function x(u) with respect u, v, or w depending of their orientation, the regularity and orthogonality functionals, respectively, become



(



)



σ reg (x ) = ∫ ˆ ∇ u x du = ∫ ˆ x u + x v + x w du 2



Ω



(



Ω



2



2



2



)



= ∫ ˆ xu + yu + zu + xv + yv + zv + xw + yw + zw du Ω
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(33.10)



and



σ ortho (x) = ∫ ˆ x u ⋅ x v + x v ⋅ x w + x w ⋅ x u du 2



2



2



Ω
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)



= ∫ ˆ xu xv + yu yv + zu zv + xv xw + yv yw + zv zw + xw xu + yw yu + zw zu du Ω



2



2



2



(33.11)



and the mesh obtained with the method corresponds to the mesh function minimizing λσ reg(x) + (1 – λ ) σortho (x). In fact, these compact expressions for σreg and σortho are not exactly the transcription of the functionals introduced above since derivations with respect to u, v, and w, introduce division of the edges by ∆u, ∆v, and ∆w; rigorous expressions will be given in Section 33.4, after introducing nonuniform reference cells.



33.2.4 Origin of the Regularity–Orthogonality Functional The approach using these regularity and orthogonality functionals was put forward by Brackbill and Saltzman [3]; they used a smoothness integral measuring the roughness of the grid:



(



)



Ireg = ∫ ∇ξ + ∇η + ∇ζ dx Ω



2



2



2



(33.12)



and the orthogonality measure



(



)



Iortho = ∫ ∇ξ ⋅∇η + ∇η ⋅∇ζ + ∇ζ ⋅∇ξ J s dx Ω



2



2



2



(33.13)



where J, the cell volume, was introduced to emphasize orthogonality more strongly in smaller (s < 1) or larger (s > 1) cells. The grid was obtained from the Euler equations associated to the minimization of the combination



I = λIreg + (1 − λ ) Iortho



(33.14)



The refinements in the grids can be obtained by the minimization of another integral that will be introduced in the section devoted to the adaptation.



33.2.5 Discussion of the Regularity–Orthogonality Functional The regularity–orthogonality functionals introduced by Kennon and Dulikravitch [11], and Carcaillet [6] are the discrete equivalent of the continuous approach put forward by Brackbill and Saltzman [3]: their construction is quite easy to explain and to understand, and mechanical interpretation can be provided for both functionals σreg and σortho. If we first consider a spring between two points x1 and x2 at rest (equilibrium position) when the points are in the same position, the potential energy of this 2 system is 12--- x 2 – x 1 (for a unit spring stiffness). If all the grid nodes joined two-by-two by an edge are linked by such a spring, the potential energy of the system is precisely the regularity functional*: the mesh optimized with respect to the regularity criterion is therefore the equilibrium position of the system, which minimizes its potential energy. Similarly, one now considers that the same points are linked by rods, rigid but free to extend, and that rods corresponding to edges where orthogonality is desired (adjacent edges) are linked by torsion springs, at rest when the angle is 90˚, with potential *Up to within a multiplicative factor.
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energy* r i r i + 1 cos ( r i , r i + 1 ) : the potential energy of the system is here the orthogonality functional** and the mesh optimized with respect to the orthogonality criterion is the equilibrium position of this second mechanical system. A rapid look at the elementary contribution shows that polynomials of degree 2 and 4 of the node coordinates are obtained for σreg and σortho: this indicates that computation of the functional and its gradients are quick to implement and that grid optimization using these criteria can be easily coded. Even though the method provides satisfying results and considerably improves grids in numerous cases [6, 11], results can also be disappointing, even difficult or impossible to obtain in mildly severe cases. This can happen in particular in the neighborhood of nonconvex boundaries where points can move outside of a boundary; problems with convergence of the optimization algorithm may also occur, in which case the solution is either not found, or oscillates in the iterative optimization process between several values that minimize the functional. These difficulties can be imputed to the lack of mathematical support of the method and to the absence of the properties that ensure the uniqueness of the solution and/or*** the convergence of the optimization algorithms; in particular, a key condition for the well-posedness of the problem is missing — the convexity of the functional to be minimized. The functional presented next overcomes this difficulty. It also tries to avoid the mesh overlapping by embodying a volume control term, that tends to prevent algebraic cell volumes from becoming negative. 2 2



2



33.3 Deformation Formulation In this section we construct another optimization criterion that overcomes the difficulties evoked above. Here the construction of the criterion is based on principles of contiuum mechanics — the nonlinear elasticity theory — and is characterized among several choices by the appropriate mathematical property — the convexity. We first define a measure of deformations in space, and next we apply this concept to the definition of the deformation of a cell with respect to an “optimum” desired mesh cell. This mesh cell, used as reference to define the deformation measure, is first taken as the unit cube [0, 1] × [0, 1] × [0, 1].



33.3.1 Measure of the Cell Deformation We consider the transformation x(χ ) which transforms points χ = (ξ, η, ζ ) of the reference unit cube into points x = (x, y, z) of the mesh cell considered, and we denote as F the matrix which is the gradient of this transformation (F = ∇x). In order to identify a correct measure of the mesh cell deformation, four axioms and properties can be stated: 1. First-order dependence: the measure of the deformation in x depends only on the gradient of the transformation in this point, σ = σ (x, F). 2. Material indifference principle: the measure depends only on the form of the mesh cell and is independent of the orthonormal basis in which it is evaluated, σ (F) = σ (QF) for any orthogonal matrix Q. 3. Isotropy property: the measure is independent of the axis system in the reference space, σ (F) = σ (FQ) for any orthogonal matrix Q. 4. Homogeneity property: the measure is independent of the cell position, σ = σ (F). The material indifference axiom and the isotropy property result in the so-called objectivity of the measure: the measure is independent of the orthonormal basis chosen to represent F, σ (F) = σ (QFQT) for any orthogonal matrix Q. This property is also consistent with the general physical principle according



The classical linear definition of the torsion stiffness is Kθ 2 where θ is the deviation from 90˚ ((ri, ri+1 ) – 90°) and does not include the length factors. ** Once again, up to within a multiplicative factor. ***Both are related. *
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to which any observable quantity of an intrinsic nature must be independent of the orthonormal basis in which it is computed. From these four properties, it is possible to demonstrate that measure σ of the deformation of the reference unit cube in a current mesh cell depends only on invariants I1, I2, and I3 of the deformation matrix C, also called right Cauchy–Green matrix of transformation x(χ ):



σ = σ ( I1 , I2 , I3 )



(33.15)



I1 = trace C, I2 = trace Cof C and I3 = det C



(33.16)



C = ∇x T ⋅∇x = F T ⋅ F



(33.17)



where



and



In Appendix A, we recall the definition of the cofactor matrix, as well as certain properties of the invariants. We also introduce the determinant of F(I3 = J 2), which measures the cell volume. In addition, σ is required to depend on the orientation of the cell in physical space: indeed the dependence of σ on I3 makes it impossible to see if the cell is volume positive or not, in which case overlapping may occur. In order for the cell deformation to effectively see the cell orientation, the dependence of σ on I3 must then be replaced by a dependence on J, giving



σ = σ ( I1 , I2 , J )



(33.18)



This is also achieved by restricting the material indifference principle and the isotropy property to the direct orthogonal matrices Q.



33.3.2 Characterization of Functional  The second step consists of insuring that the minimization of functional σ is correctly stated and that it gives the least deformed mesh possible in the sense specified above. This leads to setting hypotheses on σ and on its first two derivatives for so-called rigid transformations, which preserve the form of the cell and its orientation. These transformations verify the following equivalent properties: 1. 2. 3. 4.



x(χ ) is a rigid transformation F is a direct orthogonal matrix C = Id and det F = +1 (I1, I2, J ) = (3, 3, 1)



The rigid transformations will next be characterized by index 0. In order to ensure the mathematical properties allowing the minimization problem to be well-posed (unique solution) and giving the certainty that the usual minimization algorithms will converge efficiently toward a unique solution, three properties are assumed: 1. A normalization: σ is zero for a rigid transformation σ0 = 0. 2. An equilibrium condition in the mechanical sense: the reference configuration is an unstressed (also called natural) state and therefore σ is stationary for rigid transformations DF σ0 = 0 where DF denotes the derivative of σ with respect to gradient F of the transformation. 3. A convexity condition: σ is convex in the neighborhood of the rigid transformations, D2F σ0 = 0.
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These three properties restrict the possible choices for the functional. It can in effect be shown that they require the function of the invariants σ (I1, I2, I3) and its derivatives to verify the following in point (3, 3, 1):



σ =0



(33.19a)



σ 1 + 2σ 2 + σ 3 = 0



(33.19b)



−σ 2 − σ 3 > 0



(33.19c)



2(σ 2 + σ 3 ) + 3(σ 11 + 4σ 22 + σ 33 ) + 6(σ 12 + 2σ 23 + σ 13 ) > 0



(33.19d)



where index i denotes the derivative of σ with respect to invariant Ii .



33.3.3 Mechanical Interpretation of the Method The type of functional exhibited has been known for some 20 years to solid mechanics specialists, in particular to those familiar with nonlinear elasticity. Indeed, these functions of the invariants are used for the modelization of the behavior of nonlinear elastic materials such as rubbers; more precisely, they represent the deformation of the material. The mesh generation method proposed can therefore be mechanically interpreted as follows: given a domain (for instance in two dimensions) in which it is desired to construct a mesh, considering a rectangular rubber membrane at rest on which a regular grid has been drawn, the mesh obtained by the method described is the grid obtained when the membrane is stretched so that its boundary coincides with the boundary of the domain. The approach described herein is inspired from continuum mechanics by contrast with that presented in Section 33.2 which tends to assimilate the mesh to a discrete network of springs and torsion bars. This approach also yields a variational formulation that has satisfactory mathematical properties for solving the minimisation problem, contrary to those described in [14] for the continuum case and above for the discrete case.



33.3.4 Cell Deformation and Measure of the Mesh Quality Before introducing explicit expressions for the function σ of the invariants, we note that up to here we have only defined the measure of a transformation x( χ ) and obtained σ which is still a continuous function defined pointwise in the unit cube. Indeed, for a hexahedral cell e with nodes xelmn , with l, m, n equal to 0 or 1, according to the value of χ = (ξ, η, ζ ) xe(χ ) can be written as: e e e e  (1 − ξ )(1 − η)(1 − ζ )x 000 + ξ (1 − η)(1 − ζ )x100 + (1 − ξ )η(1 − ζ )x 010 + ξη(1 − ζ )x110 x e ( χ ) e e + (1 − ξ )(1 − η)ζx e001 + ξ (1 − η)ζx101 + (1 − ξ )ηζx e011 + ξηζx111  



(33.20)



Similarly, F, C and its invariants are functions of χ , which leads to σ e ( χ ) as soon as the function σ of the invariants is known. For each point χ in the reference unit cube, the function σ e ( χ ) gives an expression of the deformation in the neighborhood of the point xe ( χ ) in the deformed cell. A measure of the cell deformation σ edef is obtained by integration (exactly or using an integration rule) this function over the unit cube. The measure of the mesh deformation is finally obtained in a way similar to the regularity–orthogonality formulation by summation of the elementary contributions; this leads to a function of the node coordinates whose form (polynomial or else) depends, of course, on the form of the function σ of the invariants. In the next section we introduce several expressions for this function, for which geometrical interpretation are given.
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33.3.5 Choice of the Functionals in Two and Three Dimensions Several simple functions (polynomials) of the invariants were exhibited in the nonlinear elasticity theory. In particular, several authors proposed the function



σ ( I1 , I2, J ) = C1 ( I1 − I3 − 2) + C2 ( I2 − 2 I3 − 1) + C3 ( J − 1)



2



(33.21)



where the convexity condition requires that constants C1, C2, and C3 must satisfy



3C3 > 4(C1 + C2 ) > 0



(33.22)



As far as the optimization of meshes is concerned, it is interesting to select a few special cases from this family of functions, leading to geometric interpretations. 33.3.5.1 Two-Dimensional Functional A useful functional in two dimensions can be obtained from the above results by considering plane transformations: x = x (ξ , η ), y = y(ξ , η )



(33.23)



˜ , made complete by 0, 0, and 1 on In this case, 3 × 3 matrices F and C consist of 2 × 2 blocks, F˜ and C the last rows and columns. The invariants of C are then related by the equation:



I2 = I1 + I3 − 1



(33.24)



and the first two terms in Eq. 33.21 are the same. The invariants of C verify



I˜1 = I1 − 1 and I˜3 = I3



(33.25)



They are used to define the 2D equivalent of the functional



(



) ( )



σ 2 D = C I˜1 − I˜3 − 1 + K J˜ − 1



2



(33.26)



where K > C > 0. This can be written again in the form



(



)



(



)



σ 2 D = C I˜1 − 2 J˜ + ( K − C ) J˜ − 1



2



(33.27)



Below, symbols ˜. are dropped. This expression includes two terms preceeded by positive constants; the first term, (I1 – 2J), can be interpreted by considering matrix F:



 xξ F=  yξ



xη  yη 



(33.28)



and we have



I1 = xξ2 + yξ2 + xη2 + yη2 and J = xξ yη − xη yξ
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(33.29)



and therefore



(



I1 − 2 J = xξ − yη



) + (x 2



η



+ yξ



)



2



(33.30)



This term, when minimized, represents a LSF of the Cauchy–Riemann relations:



 xξ − yη = 0    yξ + xη = 0 



(33.31)



which ensures that the cell is a square. These relations can also be written



x ξ = xη × k



(33.32)



where k is the unit vector positively orthogonal to the 2D plane. These relations also mean that the 2D transformation x(ξ, η ) is conformal. In the minimization of the second term (J–1)2, one recognizes a LSF of constraint J = 1; this contribution to the functional forces the cell to have an area J to remain as close as possible to 1, thus it prevents the cell overlapping, occuring when J becomes negative. When summation of the elementary contributions is made, the mesh obtained by minimization of the resulting functional corresponds to a mesh function minimizing



[



]



C ∫ ˆ ( xu − yv ) + ( xv + yu ) du + ( K − C)∫ ˆ ( xu yv − xv yu − 1) du Ω



2



2



2



Ω



(33.33)



For the same reasons as in Section 33.2.3, this expression is not exactly the expression corresponding to the functional described up to here; Section 33.4 will come back to this issue. 33.3.5.2 Surface Functional Functional σ 2D can also be used and interpreted in geometric terms in two dimensions but on a surface. In effect, in this case matrix F (where symbols ˜. are dropped) is now a 3 × 2 matrix defined by



 xξ  F =  yξ z  ξ



xη   yη  zη 



(33.34)



Matrix C is a 2 × 2 matrix whose first invariant is equal to



I1 = xξ2 + yξ2 + zξ2 + xη2 + yη2 + zη2



(33.35)



Previously given definition of J (as the determinant of F) no longer applies but, considering the area elements on the surface, can be replaced by



xξ J = x ξ × xη ⋅ n = det x ξ , xη , n = yξ zξ



(
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)



(



)



xη yη zη



n1 n2 n3



(33.36)



where n designates the vector normal to the surface. Functional σ 2D then represents a LSF of the Cauchy–Riemann equations on a surface, translating the conformity of transformation x(ξ, η ) and which can be written xξ = xη × n



(33.37)



33.3.5.3 Three–Dimensional Functional In 3D, the following choice C1 = C2 ≡ C ; C3 ≡ 3C + K



(33.38)



allows certain interesting geometric interpretations. In this case, the general expression given for σ in Section 33.3.3 becomes



σ 3 D = C( I1 + I2 − 6 J ) + K ( J − 1)2



(33.39)



and the first term (I1 + I2 – 6 J ) can be interpreted by recalling that the aim is to minimize the deformation of each mesh cell and therefore to obtain F as close as possible to a rigid transformation. In addition to the four properties mentioned above, such a transformation is also characterized by F = Cof F and det F = +1



(33.40)



A least-squares formulation of this is obtained by minimizing C F − Cof F



2



+ K det F − 1



2



(33.41)



It is verified that this expression is effectively equal to σ3D, by choosing A



2



(



= Trace A T ⋅ A



)



(33.42)



as matrix norm, then remarking that F − Cof F



2



= I1 + I2 − 6 J



(33.43)



In addition to the interpretation given above for (J – 1)2, we note here that this term completes the first one by requiring F to be a direct orthogonal matrix (det F = +1). In addition, the nine equations contained in F = Cof F and detailed in Appendix A are equivalent to the vector equations: x ξ = x η × x ζ    x η = x ζ × x ξ    xζ = x ξ × x η 



(33.44)



These equations can also be interpreted as 3D extensions of the Cauchy–Riemann equations and can be considered for generalizing the conformity concept in three dimensions: they mean that the basis {xξ , xη , xζ } is orthonormal and that the deformed cell is the unit cube. As before, summation of the elementary
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contributions leads to a global functional; its continuous correspondant can be written (with the reservations already made in Sections 33.2.3 and 33.3.5.1)



{



C ∫ˆ xu − xv × x w + xv − x w × xu + x w − xu × xv Ω



2



2



2



}du + K ∫ (det[x , x , x ] − 1) du 2



Ωˆ



u



v



w



(33.45)



Remark: In 2D, the equation I1 – 2J = 0 leads to a set of transformations for which J can take any value and the term (J – 1)2 must be added for the minimization in order to fix J. However, in 3D, I1 + I2 – 6J = 0 leads to transformations for which J can only take the values 0 and ±1, which means that the functional I1 + I2 – 6J contains some information about the volume. For this reason, the term (J – 1)2 need not be added in 3D, and the minimization of I1 + I2 – 6J is sufficient to avoid cell overlapping.



33.4 Handling of an Initial Grid 33.4.1 General Principle As mentioned in the introduction, it is important to have the possibility to include data in the optimization functionals that will lead to mesh refinements. Besides this reason, a scaling of the functionals appears necessary. Indeed, one can notice that the terms in σ ereg, σ eortho, and σ edef are not homogeneous in orders: if h is the order of the cell size in an isotropic grid, i.e., a grid where the cell edges have the same order of magnitude in all directions, we have the following orders for the functionals encountered up to here: e e σ reg = Ο(h 2 ), σ ortho = Ο(h 4 ), I1e = Ο(h 2 ), I2e = Ο(h 4 ), J e = Ο(h 3 )



(33.46)



and the scaling is necessary in order to be able to meaningfully add these contributions in either of the functionals. These expressions also show that the functionals are not homogeneous in unit: if h is measured in a given unit (in inches, millimeters, or in any unit system), various powers of this unit are added, which is not acceptable. Also, if the desired grid is anisotropic, i.e., differences in length between adjacent cell edges are large, contributions forming each of these elementary measures have different orders of magnitude, so scaling also appears important for the functionals to take all directions into account. Moreover, even though one can remark that σ reg and σ ortho, taken separately, are consistant and have a meaning (terms of the same scale — lengths to the second or to the fourth — are added), this is not the case for the functionals defined with expressions carelessly adding invariants (as in I1 – 2J, I1 + I2 – 6J, (J – 1)2 …), and scaling appears more crucial for the deformation criterion. This scaling will be done by the introduction of reference lengths chosen to be the length of cell edges; though the optimization method tends to realize the following compromise: first to obtain ratios between edge lengths as close as possible (in a LSF sense) to the ratios between reference lengths, and second, to ensure the orthogonality between grid lines. Moreover, if reference data are properly scaled, values of the edge lengths themselves will be looked for by the optimization, rather than ratios between them. As a consequence, the regularity and smoothness of these reference data will appear in the mesh optimized with the functionals where they have been introduced; for example, if large discontinuities between reference lengths occur, they will also appear in the optimized grid. Conversely, if one wants a smooth partition of the nodes in the mesh, smooth reference data will have to be given. These reference edges can be the edges in the mesh initial; if the interior of the initial mesh is not satisfactory, interpolations of edge lengths between the boundaries can be used and smooth values can be obtained after a careful construction limited to the boundaries. However, other contraints may prevent the data from being smooth on the boundaries, leading to irregular reference data propagated by the interpolation from the boundaries to the interior of the domain. In any case (definition directly ©1999 CRC Press LLC



from the initial mesh, or by interpolation from the boundaries), a Laplace filter can be applied to the unsatisfactory data in order to obtain smoothness of the reference values.



33.4.2 Regularity–Orthogonality Formulation In 2D the following expressions for the regularity and orthogonality functionals take the reference data aei (length of a reference edge aei) into account:
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Analogously, continuous functionals can also be considered: introducing piecewise constant reference functions a(u), b(u), and c(u) that are the actual lengths that one wants to obtain in the i-, j- and kdirections for the cell of index u = (u,v,w) in the unit cube, respectively divided by ∆u, ∆v, and ∆w (in order to properly consider derivations with respect to u, v, and w), one obtains



 xu 2 xv 2 x w 2  σ reg ( x ) = ∫ ˆ  2 + 2 + 2  du Ω b c   a



(33.49)



 xu ⋅ xv 2 xv ⋅ x w 2 x w ⋅ xu 2  σ ortho (x ) = ∫ ˆ  2 2 + 2 2 + 2 2  du Ω bc ca   ab
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and



If the initial mesh defined by its mesh function x0 is used to construct the reference lengths, the expressions become



 x 2 x 2 x 2 σ reg ( x ) = ∫ ˆ  uo 2 + ov 2 + ow 2  du Ω xv xw   xu
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2 2  x ⋅x 2 x ⋅x x ⋅x  σ ortho ( x ) = ∫ ˆ  ou 2 vo 2 + ov 2 wo 2 + ow 2 uo 2  du Ω xv xw x w xu   xu xv



(33.52)



and



Derivative norms x0u, x0v, and x0w are averaged in each element in order to have piecewise constant reference functions, and thus polynomial expressions under the integrals. If the initial grid is not smooth, these derivatives are irregular: the Laplace filter can be applied to them and the criteria σ reg and σ ortho are then computed using these smoothed reference data. Before carrying out the optimization, a visualization of these reference lengths can be useful in order to verify their regularity. As an example, Figure 33.1 shows a plot obtained before the optimization of an O-grid about an airfoil with iso-value lines of the longitudinal reference length drawn; their smoothness ensures that the optimized grid will be regular, whatever the initialization is.



©1999 CRC Press LLC



FIGURE 33.1



Visualization of the functional reference parameters before optimization — iso-a contours.



33.4.3 Deformation Formulation 33.4.3.1 Reference Configurations Until now, the cell deformation measure has been defined with respect to the unit cube. It is, however, possible to generalize this definition and to specify for each mesh cell the dimensions ae, be, and ce of a reference rectangular parallelepiped with respect to which one desires to compute the cell deformation. In this case the transformation xe(χ ) is defined for each cell: it goes from the reference cell [0,ae] × [0,be] × [0,ce] to the current cell and is given by



 ξ  η  ζ e ξ  η  ζ e 1 − a e  1 − b e  1 − c e  x 000 + a e 1 − b e  1 − c e  x100    ξ η ζ ξ η ζ ξ η ζ e  e x ( χ ) = +1 − e  e 1 − e  x e010 + e e 1 − e  x110 + 1 − e  1 − e  e x e001   a  b c a b  c  a b  c     ξ  η ζ e ξ η ζ ξ η ζ e  + 1 − e  e e x e011 + e e e x111 + e 1 − e e x101     b c a b c a b c  a



(33.53)



As before σ e is then obtained and the local contribution σ e is computed by integration over [0,ae] × [0,be] × [0,ce]. As previously mentioned, the minimization of the 2D deformation functional can be interpreted as a LSF of Cauchy–Riemann relations. Introducing a(u,v) and b(u,v) the desired edge lengths (respectively divided by (∆u, ∆v), minimization of I1–2J and (J – 1)2 respectively corresponds to a LSF of  xu − yv = 0  a b  y x  u + v =0  b a



 or x u = x v × k and x y − y x = ab u v u v   a b



(33.54)



The first set of equations, extention of Cauchy–Riemann relations, means that the cell is only homothetic, but not equal, to the rectangle of sides a and b, and the second equation adjusts the size of the cell so ©1999 CRC Press LLC



that its volume is ab; combination of both represents an LSF of “the current cell is the rectangle of sides a and b.” As another consequence of the linearity of Cauchy–Riemann relations in a and b, it is noteworthy that the relevant value for the reference configuration is the ratio b/a rather than both values a and b, which is equivalent to saying that the current cell, which is looked for when solving the LSF of Cauchy–Rieman relations, is homothetic to a rectangle of side lengths 1 and b/a. The ratio f = b/a that plays an important role here is called the distortion function. Finally, one can note that the extended Cauchy–Riemann relations enable the definition of a distortion function that will have the effect to force the optimized grid to present the refinements found in its initial grid x0; indeed one can use



f=



x ov x uo
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or use values smoothed by a Laplace filter as before. 33.4.3.2 Toward Conformity and “Exact” Orthogonality in 2D The minimization of the functionals being an LSF of the relations written just above does not mean that the minimum 0 is necessarily reached and that these relations are necessarily satisfied by the solution; in particular, the mesh may not be orthogonal. For example, if in a rectangular domain of side lengths α and β , one looks for a mesh where all the cells are homothetic to the rectangle of side lengths, a and b constant and independent of ξ and η , Cauchy–Riemann relations can be reached if and only if the following relation is satisfied:



α β = a (i max − 1) b ( j max − 1)



(33.56)



More generally, the existence of such a constraint can be extended for an arbitrary domain: for an arbitrary ratio b/a, Cauchy–Riemann relations cannot be satisfied in general, but there exists a constant µ such that µ    µ  



xu yv − =0 a b yu xv + =0 a b



 or µ x u = x v × k   a b
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The existence of this so-called conformal module µ is a consequence of the Riemann Mapping Theorem; this parameter depends only on the domain shape and on the distortion function. Going back to the example of the rectangular domain, if the ratio b/a does not satisfy the constraint above, it should be modified and replaced by µb/a, with µ defined by



µ=



a β i max − 1 b α j max − 1



(33.58)



(If the constraints are satisfied, µ = 1). Another interesting interpretation of the parameter µ can be obtained when looking at the particular case where all cells are first looked for as squares (b/a = 1) in a domain with arbitrary shape. In this case µ represents the rectangular aspect of the domain or the domain results from the deformation of the rectangle of side lengths 1 and µ by a conformal transformation. Going back to the mesh obtained, when the number of cells is equal in both directions (imax = jmax), all cells are homothetic to the rectangle 1 × µ. In the general case (arbitrary Ω, a, and b), there is no easy way to obtain µ ; however, this parameter satisfies ©1999 CRC Press LLC



a b µ = µ˜ ( x ) with µ˜ 2 ( x ) = b ∫Ωˆ a



∫



ˆ Ω



xv du xu xu du xv
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The combination of this relation with the minimization of the conformality functional (σCR, only based on the Cauchy–Riemann relations σCR(I1, J) = I1 – 2J), provides a way to construct orthogonal grids in 2D. If we note σCR(f, .) the functional using the distortion function f, a fixed point algorithm enables the adjustment of µ and the computation of the corresponding transformation satisfying the Cauchy–Riemann relations: 1. 2. 3. 4.



Choose ε ; set µ 0 = 1 and n ← 0 xn = ArgMin σCR (µ n f, x) µ n+1 = m (xn) If |µ n+1 – µn| ≥ ε, set n ← n + 1 and go to Step 2; otherwise µ = µ n+1, stop.



Remark 1: This procedure can be possible only if the boundary nodes are allowed to move from their initial position, still remaining along the boundary curve. Remark 2: Even though orthogonal coordinate system do not seem to exist in three dimensions, one may use an approach similar to the conformal technique just presented to get closer to orthogonality by adjustment of the reference functions; this is presented in Appendix B. We show in Figures 33.2 to 33.5 how this procedure can be used to construct orthogonal grids that respect certain conditions on the boundaries. The grids are C-grids around an airfoil. Starting from an arbitrary initial grid (Figure 33.2) that is used only to give the overall shape of the domain (here the nodes are uniformly partitioned in arc length on the boundary and the inside grid is constructed by transfinite interpolation from this data on the boundary), the variational method (with a = b = 1) combined with the iterative adjustment of µ, constructs an orthogonal grid (thus a mesh function x0(u)) where all the cells are homothetic to the same rectangle 1 × µ (Figure 33.3); here µ is close to 2.6. However, the method determines the position of the nodes on the boundaries and it might be interesting (or it is prescribed) to construct the grid with another partition on these boundaries in order to respect special points or desired refinement. The family x0(u) found can nevertheless be used. We suppose that the four boundary sides are paratrametrized by xi(simaxt) (i = 1,4), where simax is the length of the boundary arc and t is a parameter varying from 0 to 1, such that simaxt is the curvilinear arc length. In a first step, we suppose that the respect of the boundary is desired on two adjacent sides (sharing a boundary corner), e.g., sides 4 and 1, respectively, corresponding to u = 0 and v = 0. The prescription of node partition on these sides means that two distribution functions R4(t) and R1(t) are given and that the desired mesh function x(u) must verify:



x(0, v) = x 4 (s4max R4 (v))  max x(u, 0) = x1 (s1 R1 (u))



(33.60)



which is not necessarily the case for x0(u); indeed, this mesh function may verify (or at least what it verifies can be written) 0 max 0  x (0, v) = x 4 ( s4 R4 (v))  0 max 0  x (u, 0) = x1 ( s1 R1 (u))
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FIGURE 33.2



Initial grid around an airfoil — uniform repartition on the boundaries and transfinite interpolation.



FIGURE 33.3



Conformal grid obtained with a = b = 1; µ ≈ 2.6.



A property of the distribution functions is that they are strictly monotonous from [0, 1] onto [0, 1], so their inverse exists; then one can easily show that the mesh function x(u),



(



(



))



x(u) = x 0 R10 ( R1 (u)), R40 R4 (v) −1



−1



(33.62)



satisfies the desired refinements on the two boundaries labeled 1 and 4 and is orthogonal. Geometrically, one can say that, starting from the two networks of “parallel” curves obtained by having u and v vary separately in x0(u), one constructs two new networks, each of them parallel to the first ones, leading to –1 x(u); the modification of the spacing between each of the networks is driven on the boundaries by R10 –1 o R1 and R40 o R4. Practically, the construction of x(u) from x0(u) amounts to an algebraic transformation ©1999 CRC Press LLC



FIGURE 33.4



Orthogonal grid respecting the distribution and the profile and wake.



— it easy to implement and cost-efficient. Figure 33.4 shows the mesh obtained from the previous one (Figure 33.3) prescribing the respect of a node distribution given on the airfoil and the wake so that two nodes (one on each side of the profile) coincide with the leading edge and so that the mesh refines close to this point. Finally, a refinement closed to the profile has been achieved by a last modification using an appropriate node distribution on one of the downstream boundaries (Figure 33.5). If one wants to respect node distribution on opposite sides of the domain, exact orthogonality cannot be achieved anymore; however, one can use x0(u) and the networks of parallel curves it underlies to improve orthogonality, while respecting boundary conditions. In that case, one constructs a grid in the unit square by the interpolation



 U   (1 − v)U1 (u) + vU3 (u) U=  =  V   (1 − u)V4 (v) + uV2 (v) 



(33.63)



between the four sides (U1(u),0), (1, V2 (v)), (U3 (u), 1), and (0, V4 (v)), where the node distributions on the sides, U1(u), V2(v), U3(u), and V4(u), are given by −1



−1



−1



−1



U1 = R10 o R1 , V2 = R20 o R2 , U3 = R30 o R3 , V4 = R40 o R4



(33.64)



x( u) = x 0 ( U )



(33.65)



Then



satisfies the boundary conditions; however the orthogonality of x(u) depends on the orthogonality of U(u). This orthogonality is improved when the conformal grid x0(u) is determined using non-constant reference functions a and b, and more astutely functions where the desired distribution on the boundaries have been introduced. The following choice satisfies this prerequisite: max max  a  (1 − v) R1 (u)s1 + vR3 (u)s3  =     b  (1 − u) R4 (v)s4max + uR2 (v)s2max 
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(33.66)



FIGURE 33.5 Orthonal grid respecting the distribution and the profile and wake and refined closed to the profile. (a) View around the profile, (b) close-up on the leading edge.



33.4.4 Summary of the Optimization So far, we have presented two optimization methods based on the definition of mesh quality measures. These criteria rely on reference data constructed to obtain desired refinements, the method handling then the compromise between respecting these refinements and the overall orthogonality of the grid. It is possible to construct these data using an initial mesh; the corresponding mesh optimisation algorithm writes 1. Construct an initial mesh M0. 2. Choose an optimization criterion σ (M0, . ). 3. Find Mopt = ArgMin σ (M0 , M).
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Smoothness of the node partition in the domain requires the regularity of the reference data. Refer to [10] for details on the implementation of the deformation method and to [10, 9] for an evaluation of the benefits of the optimization in 3D.



33.5 Handling of Adaptation 33.5.1 Introduction In times where continuous efforts toward efficiency, cost reduction, and budget optimization are made, mesh adaptation has become a major subject of interest and investigation, since the location of grid nodes largely dictates the level of accuracy achievable for a given problem, and since their number directly determines the computational cost. In order to properly master adaptation, three questions need to be answered: where, how, and when to adapt? By “where to adapt,” we mean that it is important to know what is the best possible location for the nodes to obtain the optimal accuracy of the result. Once this location is known, one answers the second question by use of an appropriate mesh generation technique capable of taking this location into account and places the nodes accordingly. Finally, the last question concerns the coupling between the flow solver and the adaptation process and asks how coupled the codes should be. For example, what is the optimal level of convergence of the flow solution before any mesh adaptation: full convergence, one order of magnitude before convergence, or a few iterations. How does one have to couple the codes and include the node displacements into the flow equations? Here we concentrate on the second of these questions (how?) and we indicate how optimization presented above can be modified and used to construct adapted grids. Of course, once a grid has been adapted, it is used for a new computation, so its purely geometric quality must be ensured. Therefore, the process that leads to an adapted grid must improve grid quality, or at least preserve it, if optimization has already been performed. As described above, the optimization methods tend to construct orthogonal grids with edge lengths as close as possible to given reference lengths; they rely on the construction of criteria defined using these given reference lengths. A first way to obtain adapted grids is to introduce appropriate reference lengths in the criteria. In order to preserve the geometric quality of the grids, smoothness of these adaptation data will of course be required. Another way consists in defining appropriate adaptation criteria. Both ways are described in the next paragraphs.



33.5.2 General Principle Adaptation is most often driven by an adaptation parameter that represents the ratio between the desired adapted size of the cell and the original one; if this parameter is smaller than 1, the cell size tends to decrease and the mesh is locally refined. By size, lengths, areas, or volumes can be considered, but lengths are the most interesting to use, because this enables anisotropic adaptation where a cell can be refined or unrefined in function of the direction. Both methods presented in the previous sections rely on reference lengths: this implies that anisotropic adaptation can be handled by them. To do so, one introduces for each cell e three adaptation weights ω ea, ω eb, and ω ce associated to each index direction; the adaptated mesh is obtained by optimization of the functional constructed with reference data (aeω ea, beω eb, ceω ec) for the cell e. Of course the smoothness of the node partition is ensured by the regularity of these new reference data. Once again, a visualization of the modified reference lengths can be useful before carrying out the adaptation. For the example described in Section 33.4.3.1 (an O-grid about an airfoil), a plot similar to that of Figure 33.1 is shown in Figure 33.6 for the field aωa , where a is the reference length in the longitudinal direction. Here an initial mesh (Figure 33.7) is used to compute a solution represented by iso-value lines in Figure 33.8, the field used for this representation is the one used for the evaluation of the weight ωa described below (Section 33.5.3). Figure 33.9 shows the resulting adapted grid.
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FIGURE 33.6



Visualization of the functional reference parameters before adaptation — iso-ωaa contours.



FIGURE 33.7



Initial grid before adaptation.



The adaptation algorithm is as follows: 1. Construct an initial mesh M0 and compute a solution Φ0. 2. Choose an adaptive optimization criterion σ(M0 , Φ0, ·). 3. Find Madapt = ArgMin σ (M0 , Φ0, M). It might be interesting to loop on the adaption process; in this case the adaptation loop writes 1. 2. 3. 4.



Choose an adaptive optimization criterion σ (M , Φ, ·); set n ← 0. Construct the mesh Mn and compute a solution Φ n. Find Mn+1= ArgMin σ (Mn , Φ n, M). If adaption is not satisfactory, set n ← n + 1 and go to Step 2; otherwise, Madapt = Mn+1, stop.
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FIGURE 33.8



Solution used to determine the adaptation weights.



FIGURE 33.9



Adapted grid.



The dependence of σ on M0 corresponds to the determination of the reference data set (ae, be, ce) from the initial mesh as described in Section 33.4; similarly, the dependence of σ on Φ0 corresponds to the determination of the adaptation data set (ω ae, ω eb, ω ec) from the initial solution. Thus, in order to fully use the possibility to perform anisotropic adaptation, ways to extract this three-dimensional field from a solution must be put forward; we indicate here two ways.



33.5.3 Use of Error Indicators The most commonly used strategy in structured grid adaptation is based on the use of error indicators, rough information about the possible location of the error; they are generally determined as gradients of a variable characteristic of the physical solution and, in that case, the adaptation refines the grid where large variations of this variable occur. This variable can be, for instance, the displacement, the strain or the stress in solid mechanics, the pressure, the Mach number, or the density in fluids; usually, it is up to ©1999 CRC Press LLC



the user to choose the variable, but programs should be written in such a way that, knowing which variable will drive the adaptation, the user is able to select it easily in the grid generation code, which then performs the adaptation without any new user input. Within our general framework, the adaptation data are computed according to the following steps. 1. The variable gradient components are computed and normalized between 0 and 1:



θ=



∇Φ − ∇Φ min ∇Φ max − ∇Φ min



(33.67)



The gradient considered can be a. Either the real physical gradient in the cell edge directions



(∇ Φ = lim a



∆a → 0



(Φ i +1 − Φ i ) / ∆a),



b. or logical gradient in the mesh line directions, where only differences are considered ( ∇ i Φ = Φ i + 1 – Φ i ) ; the latter one corresponds to a variation per cell in each index direction and turns out to be more suitable.



2. These normalized gradients are then modified to sharpen the adaptation area: a threshold θth is chosen between 0 and 1; above (respectively below) this value, the gradient is set to 1 (resp. to 0):



θ˜ = 1 if θ ≥ θ th ; θ˜ = 0 otherwise



(33.68)



Alternatively, one can fix a number N(or percentage N/Ntot) of cells; the gradient of the N cells with highest values will be set to 1. This procedure also allows emphasis of weak phenomena. 3. For each component, adaptation parameters are calculated as a linear function of q : this linear function is determined by the refinement (ω 0 < 1) or enlargement (ω 1 > 1) parameters:



(



)



ω α = ω1 1 − θ˜α + ω 0θ˜α for α = a, b, c



(33.69)



Of course ω 0 and ω 1 cannot be chosen independently. The volume of the domain remaining the same before and after adaptation, one has



∑ a b c = ∑ω a ω b ω c e e e



e



e e a



e e b



e e c
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e



A practical way to satisfy this volume constraint consists in choosing the ratio ρ between the enlargement and refinement parameters



ρ = ω1 ω 0 > 1



(33.71)



and calculate by the following equality deduced from the volume equation and the definition of the adaptation parameters



∑a b c



e e e



ω 03 =
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][



∑ a b c 1 − θ˜a + ρθ˜a 1 − θ˜b + ρθ˜b 1 − θ˜c + ρθ˜c e e e



e



]



(33.72)



4. The adaptation reference data (aeω ea, beω eb, ceω ec) are smoothed to ensure the smoothness of the adaptated mesh. ©1999 CRC Press LLC



This methodology requires four choices: the adaptation variable, the type of gradient, the number or percentage of cell in Step 2, and ρ. Here also, these choices should be easy to make in an adaptation module, and any interactive way to select or pick parameter values is of most interest.



33.5.4 Use Of Error Estimators The estimation of errors started in the 1950s by so-called a priori estimates that were derived as soon as algorithms to solve PDEs numerically were developed; they were aimed at proving that these algorithms were robust, in the sense that they led to approximate solutions converging indeed towards the exact solution when one refines the mesh. An a priori estimation can be written (with obvious notations)



u − u h ≤ F(h, u)



(33.73)



This estimate is a function of the unknown u and cannot be explicitly evaluated. For example, for the classical Laplace operator (–∆u = f with Dirichlet boundary conditions), solved with a finite element method (FEM), this estimate is



u − u h H1 ( Ω ) ≤ Ch s u



H s +1 ( Ω )



(33.74)



where u belongs to Hs+1 (Ω) (0 ≤ s ≤ k) and k is the degree of the approximation in the elements (k ≥ 1). Conversely, an a posteriori estimate involves the numerical solution of the problem, which is known after a computation, and can be written



u − u h ≤ G(h, u h )



(33.75)



They can only be evaluated once the computation is made and measure the quality of the solution. These kinds of estimates appeared more recently, in the late 1970s, with Babuska’s works [1], later extended by Oden [13], Bank [2] and others in the late 1980s [5]. All these researchers are FEM specialists, and therefore these a posteriori estimates are always derived for this type of discretization. Because of the generality of this type of discretization, these theories have been applied when the power of the FEM can be most taken advantage of, that is, with unstrutured meshes; of course, it has been so for “classical” unstructured conformal triangular (or tetraedrical) meshes, but also for more peculiar types of mesh, such as the ones introduced by Oden [13]. In order to be useful for mesh adaptation, a posteriori error estimates should also be able to give information on the localization of the error; expressions such as the previous one are global and do not give this information. However, η, the second member in the a posteriori inequality, can often be written as



  η =  ∑ ηe   e 



12



(33.76)



with



Cη e ≤ u − u h



Ωe



≤ ηe



which provides necessary and sufficient information to perform adaptation. Indeed, both inequalities are important: the upper bound ensures that the numerical solution is obtained everywhere within a prescribed tolerance, making sure that refinements (or coarsenings) are sufficient; the lower bound enables the optimization of the adaptation, making sure that refinements are necessary, but not too excessive.
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These local estimations can be used to elaborate an adaptation strategy based on the principle of equidistribution of the error [7, 15]: in one dimension a point distribution is set so as to make the product of the spacing in the adapted mesh and the error constant over the points:



η∆xadapt = Constant



(33.77)



This basic equation is modified in the following way to obtain expressions applicable in three dimensions: 1. The initial mesh on which the error is computed is taken into account:



η



∆xadapt = Constant ∆xinit



(33.78)



Vadapt = C1 Vinit



(33.79)



which becomes



η



in three dimensions. 2. Since the error can be 0 in certain elements, it is modified, and a strictly positive quantity is considered:



η˜ = 1 + C2η or η˜ = 1 (1 + C2′η)



(33.80)



and the equidistribution is considered for h instead of η; this leads to



Vadapt V C1 = or adapt = C1 (1 + C2′η) Vinit Vinit (1 + C2η)



(33.81)



At this point the strategies based on the use of error indicators (Section 33.5.3) and error estimators merge, since we can write



Vadapt =ω Vinit



(33.82)



ω = ω aω bω c



(33.83)



with



in the first approach, and



ω=



C1 or ω = C1 (1 + C2′η) (1 + C2η)



(33.84)



for the second. Equivalently, the use of the directional weights ωα introduced in Section 33.5.3 as a function of a gradient, leading to a volume term ω (∇Φ) by multiplication of the three contributions, is equivalent to the equirepartition of the error η estimated by



ω (∇Φ) =
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C1 or ω (∇Φ) = C1 (1 + C2′η) (1 + C2η)



(33.85)



However, using error indicators (Section 33.5.3), it was possible to identify in the weight three directional contributions. A source of directional information needs to be chosen: a variable is selected (once again, displacement, strain or stress in solid mechanics, pressure, Mach number or density in fluids, but this can be the error η itself) and its normalized gradient (na, nb, nc) written in a basis linked to the initial cell is used to split the global weight in three by



ω α = ω ∗∗nα2 for α = a, b, c



(33.86)



ω aω bω c = ω



(33.87)



The weights satisfy



and when large variations occur in one direction, this choice of splitting performs the adaptation on the corresponding edge. The constants C1 and C2 (or C′2) are then adjusted in a similar way to what is done using error indicators (Step 3): C1 and C1/(1 + C2ηmax) (or C1(1 + C2 ηmax) represent volume enlargement and refinement parameters; one of them (or their ratio) can be chosen and the other one is computed by volume consideration. It turns out that the use of C′2 instead of C2 leads to explicit expressions and in more convenient to select because of this last step.



33.5.5 Formulation Using Volume Integral Following the introduction of the functionals put forward by Brackbill and Saltzman [3] in Section 33.2.4, we mention that concentration of grid points can be obtained by minimizing the integral Iw defined as



Iw = ∫ η 2 Jdx



(33.88)



Ω



where η is a weight function that can be a measure of the error; the minimization of this functional causes the cells to be small where this weight is large and is equivalent to finding a grid realizing the equi-repartition of η J, which is the principle used to introduce the error estimations as a driver for the adaptation in the previous paragraph. Once again the integral Iw cannot introduce anisotropy in the adaptation and turns out not to be very useful.



33.6 Optimization Algorithm 33.6.1 General Algorithm Practically, the different functionals defined above can be written as polynomials of the mesh node coordinates. The degree of the polynomial is different depending on the contribution:



− degree 2 for Ireg and 4 for Iortho , − degree 2 for Idef in 2 D with σ = I1 − 2 J and 4 with σ = ( J − 1) , 2



− degree 4 for Idef in 3 D with σ = I1 + I2 − 6 J , but 4 is the maximun degree for any complete functional. A conjugate gradient algorithm is used for the minimization of the polynomial. It can be written as:
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Initialization :



Choose X0 ( the initial mesh), ε , H0 = 0



Iteration loop :



1. Gn = Dσ ( Xn )



2. λn = (Gn − Gn −1 ) ⋅ Gn Gn2−1



3. Hn = Gn + λn Hn −1



4. Descent Step : Find ρn = ArgMinσ ( Xn + ρHn )



5. Xn = Xn −1 + ρn Hn 6. if Hn > ε go to 1. This algorithm essentially requires the computation of the functional derivatives with respect to the node coordinates at the current configuration Dσ (Xn). The gradient represents a set of vectors, each of them associated to a node and are obtained by summation of contributions coming from the differents to which the node belongs:



Dσ n = ∑ Dσ e n



(33.89)



eln ∈e



At each iteration the minimization of the polynomial



P( ρ ) = σ ( X + ρH )



(33.90)



must be performed; however, the solution of this one-dimensional minimization problem is also solution of



P′( ρ ) = Dσ ( X + ρH ) ⋅ H = 0



(33.91)



Since σ is a polynomial of degree 4 of the mesh node coordinates, P(ρ) has the same degree and P′(ρ) is of degree 3, leading to 3 roots for the equation P′( ρ) = 0. In the general case, these three roots must be checked to determine which one leads to the minimum of σ (Xn + ρHn). However, an important and major difference between the variational methods presented in this chapter appears in this optimization algorithm, and shows the benefit of the mathematical background, and more precisely the convexity condition introduced in the definition of the deformation formulation: the polynomial P′(ρ) has three roots, but when the convexity condition is prescribed, out of these three roots, only one is real — the other two are complex conjuguate. The descent step simply is Descent Step: Find ρn solution of Dσ (Xn + ρHn) · Hn = 0 This remark shows that the calculation of the functional is in fact never required, which makes the deformation method very efficient and easy to implement.



33.6.2 Handling of Conditions on the Boundary The conjugate gradient algorithm that is used to minimize the functionals can be interpreted as an iterative calculation of displacements that pull the nodes from their initial positions at one step to their position at the next step. Nodes that are interior to the domain are free to move and are driven by the value of the functional gradient. On part of the boundary whose shape does not matter, one may want to let the nodes entirely free: in that case, the algorithm optimizes the boundary shape and the domain deforms as iterations go (the volume control term prevents from any catastrophic blow up or collapse). One can also fix a set of boundary nodes: this is done by simply fixing to 0 the corresponding displacement vector in the algorithm.
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Between these two types of conditions, one can consider an intermediate condition where the nodes are able to move on a given curve of surface (Σ): taking the boundary geometry into account is possible but makes the functional lose its polynomial nature, complicating the exact calculation of the gradient and the descent step. This difficulty is overcome by a projected conjugate gradient algorithm that locally linearizes the problem or, equivalently, supposes that the boundary is plane. The descent direction is projected on the curve or surface tangent to the boundary (T(Σ)) and the node position is projected on the prescribed curve or surface. The descent (3) and updating (5) steps are: 3.a. Hn −1 2 = Gn + λ n Hn −1 3.b. Hn = ∏ 5.a. X



1



n− 2



   Hn − 1  2



T (∑) 



= X n −1 + ρ n H n



  5.b. Xn = ∏  X 1  ∑  n− 2  At equilibrium (convergence of the algorithm), the gradient is not zero but is orthogonal to the boundary; therefore, the node does not move anymore. This type of boundary condition turns out to be indispensable, both for mesh quality enhancement and for adaptation: first it improves the orthogonality across a boundary (indeed it has been shown that exact orthogonality can be reached in a continuous approach [8]); second, it allows the capture of phenomena attached to a boundary — shocks in particular. Once again, we refer to [9] for a thorough study of the benefits of this kind of boundary condition in the case of the adaptation to the shocks developing in the flow around the ONERA M6 wing.



33.6.3 Handling of Multidomain Topologies The multidomain approach consists in decomposing the global computational domain into sub-domains, each meshed with a structured grid. Several decomposition topologies can be adopted: with or without subdomain overlapping, with or without node coincidence at subdomain interfaces. The variationals methods presented here with the discrete approach are able to handle decompositions with node coincidence, presenting the stiffest constaints, and respect this coincidence as iteration go, that is to say, keep the nodes belonging to different subdomains (and thus topologically different) at the same relative position (geometrical identity). As mentioned in Sections 33.2.3 and 33.3.4, the global functional associated to one subdomain is obtained by summation of elementary contributions. In the multidomain case, summation over each subdomain is then performed:



σ=



∑σ



e ∈Mesh



e



=



 e  ∑σ  SubDomain ∈Mesh e ∈SubDomain 



∑



(33.92)



For each node, the assembly process consists in adding the gradients associated to this node in each element. In the multidomain approach, the assembly process can be extended to the case where a node belongs to several subdomains. The gradient component associated to an interface node will be evaluated by summation of the gradients computed in all subdomains to which it belongs:



  e   Dσ n = ∑  ∑ Dσ n  SubDomain ∈Mesh e ∈SubDomain  such that n∈e  ©1999 CRC Press LLC



(33.93)



The minimum information needed for a general multidomain topology consists, for each node located on an interface, in the number of subdomains to which it belongs, and for each of them, the indices of the node in this subdomain. Remark: This general assembly process enables the handling of so-called multiple nodes in a unique domain, that are, for example, the nodes on the wake in a C-mesh around a profile. The multidomain algorithm is necessary to treat this kind of topology if one wants to optimize the position of such nodes. Here also, this type of treatment turns out to be indispensable, both for mesh quality enhancement and for adaptation: it enables the optimization of the mesh inside a multidomain topology; in that case the interface shape is optimized. It also enables a proper adaptation to phenomena that occur close to or across a domain interface.



33.7 Extension to Unstructured Meshes As mentioned in the introduction, the discrete approach chosen in this chapter enables the extension of the variational methods to unstructured meshes: first, most of the criteria can be defined for any type of element (quads or triangles, hexahedra or tetrahedra), the only criterion being meaningless is the orthogonality; second, the principle of summation of elementary contributions can be used, whatever the mesh topology is, structured or unstructured. So the methodology developed in the previous sections can be applied to any kind of mesh, knowing that it requires that the topology remains fixed, which means that the connexions between the nodes remains the same; however, we recall that one of the most important advantages of unstructured meshes with respect to structured grids is the flexibility provided by their arbitrary topology. Therefore, this optimization and variational strategy based on a fixed topology can be useful when one judges too high the cost implied by modification of the topology, and/or when sufficient improvement can be achieved just by displacement of the nodes.



33.7.1 Regularity Criterion In a way similar to the construction done in Section 33.2.2, one defines the local regularity measure by summation of the squared edge lengths:



∑



e σ reg =



2



rie



(33.94)



i edge of e



By summation of these elementary contributions, one obtains a global measure where each edge is counted as many times as the number of elements to which it belongs (η (i)):



σ reg = ∑ e



∑



2



rie =



i edge of e



∑



η(i) ri



2



(33.95)



edges "i "



with



η (i ) =



∑



1



(33.96)



e / i edge of e



This functional tends to make uniform the node partition inside the domain. In order to obtain refinements, reference lengths aei are introduced:



e σ reg



=



∑



i edge of e
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rie aie



2 2



(33.97)



These reference lengths could be the length of the edges in the initial mesh; however, the corresponding global functional would then be minimum for the initial mesh. It is preferable to use an elementary reference length ae: e σ reg =



1 2 ae



∑



rie



2



(33.98)



i edge of e



then



σ reg = ∑ e



1 2 ae



∑



2



rie =



i edge of e



∑ η˜ (i) r



i



2



(33.99)



edges "i "



with



η˜ (i ) =



1 e2 eli edge of e a



∑



(33.100)



This approach has the advantage of automatically averaging the contributions from the elements surrounding each edge through the term h ( i ) . Note that one parameter is sufficient to scale the local function. This parameter can be a length, as presented, or an area/volume, from which the length is deduced by a root. The mechanical interpretation of the method in terms of springs linking the nodes is still valid.



33.7.2 Deformation Formulation In the unstructured case, the deformation is evaluated with respect to a reference element that is a triangle or a tetrahedron: an equilateral element is chosen and, once again, one parameter — its edge length or a reference volume — is sufficient to scale the local contribution. The same procedure is used to compute the measure of a current cell with respect the equilateral reference element, here xe(χ ) is linear. Once again the rubber membrane anology can be given to interpret the method in mechanical terms. This approach has been successfully implemented by Cabello [4].



33.7.3 Adaption The ingredients put forward for the adaptation of structured grids can be used in the unstructured case through the reference area/volume introduced above: an adaptive optimization is performed using ω eVe as reference cell for the element e where Ve is the volume of the cell in the initial mesh mesh, and ω e the volumetric adaptation weight as introduced in Section 33.5. Due to the uniqueness of the parameter scaling the elementary contribution, one cannot achieve anisotropy of the adaptation.



33.8 Summary and Research Issues We have presented a discrete approach of variational methods for mesh optimization and adaptation; this kind of approach enables the geometrical construction of local, then global grid quality measures on which the optimization relies. It also leads to mechanical interpretation of the method. The “finite element” nature of the method shown in the use of summation over elementary contributions, combined with the conjugate gradient algorithm used to obtain the optimal grids, make these methods easy to computationally implement in structured, multidomain, unstructured, or hybrid topologies; this represents a major advantage of these methods in times where it appears that compromises taking advantage of the different kinds of mesh topology must be made.
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More specifically, one of the methods presented merges in other continuous formulations and the other one, deduced from principles of mechanics, gives well-known geometrical results back. The first one has been introduced in commercial codes, while the second one has drawn the attention of researchers, attracted by its sound mathematical basis, to improve its computational performance. These variational methods have all the same limits due to the rigidity of the topology that needs to remain fixed; however, they are one of the bricks necessary in any mesh generation code to improve geometrical property and overall quality of the grids or meshes. Concerning their adaptation capability, they enable the movement of nodes toward regions of interest, once one knowns where these regions are; for this reason, their presence as a necessary brick in any code is once again justified. We have presented ways to locate these interesting areas that are well suited to the node displacement procedure, but research is being done to improve this determination; its results will have direct repercussions on the use of these variational methods. As mentioned before, another challenge arising as soon as one faces adaptation is the optimization of the adaptation process and the search of the best way to couple the grid generator and the solver: in the iterative or unsteady solution of steady problems, or in the solution of unsteady problems, a new parameter — a (pseudo-)time — must be dealt with, not only for the physical problem of interest, but also for the mesh. Current research tackles this issue. Finally, note that in both of these subjects of research, answers to the questions labeled above as where and when to adapt are not specific to the variational methods, but are general and concern all the grid and mesh generation community.



Appendix A We have the following corresponding expressions for a 3 × 3 matrix A and its cofactor matrix Cof A:



a A= b c



g ei − fh h ; Cof A = fg − di i dh − eg



d e f



hc − ib ia − gc gb − ha



bf − ce cd − af ae − bd



We have the following properties:



A ⋅ Cof A T = Cof A T ⋅ A = (det A)Id and therefore for an invertible matrix A,



A −1 = Cof A T det A The second invariant I2 of A satisfies



(



I2 = trace Cof A = trace(A 2 ) − trace(A)



2



)2



The matrix can also be written considering its three column vectors (A=[u, v, w]). We then have



Cof A = [u × v, v × w, w × u]
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Thus for the gradient of a transformation x(χ ), we have



 xξ  F = ∇x =  yξ z  ξ  yη zζ − zη yζ  Cof F =  zη xζ − xη zζ  xη y − yη x ζ  ζ



yζ zξ − zζ yξ zζ xξ − xζ zξ xζ yξ − yζ xξ



xη yη zη



xζ   yζ  = x ξ , xη , xζ zζ 



[



]



yξ zη − zξ yη   zξ xη − xξ zη  = xη × xζ , xζ × x ξ , x ξ × xη xξ yη − yξ xη 



[



]



and therefore,



x ξ = x η × xζ   F = Cof F ⇔ xη = xζ × x ξ   xζ = x ξ × x η



Appendix B As in two dimensions, it is possible to introduce functions a, b, and c defining the dimensions of the reference parallelepiped (up to within a division by ∆u, ∆v, and ∆w); the minimization of I1 + I2 – 6J is then equivalent to a LSF of the generalized and extended Cauchy–Riemann relations:



 xu = xv × x w a b c   xv x w xu ×  = c a b  x w xu xv  c = a × b In a way similar to the 2D conformal approach, we relax this system and introduce three parameters λ, µ, and ν constant in the domain, such that  xu xv xw  λa = µb × vc   xv x x = w × u  µ b vc λ a   xw xu xv = ×  λa µb  vc



From these equations it is possible to obtain symetrical expressions for λ, µ, and ν with the form



λ4 ( x ) =
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b xu × x w du xv



∫Ωˆ ac ac



∫Ωˆ b



xv xu × x w



c xu × xv du xw . ab x w du ∫ ˆ du Ω c x ×x u v



∫Ωˆ ab



For constant reference functions (a = b = c = 1), these three parameters measure the parallelepiped appearance of the domain. A fixed point algorithm on x, λ, µ, and ν enables the adjustment of the three parameters. The Cauchy–Riemann relations above provide formulae for a computation of reference functions from a initial mesh function x0:



a2 =



x uo × x ov x ov



.



x uo × x ow x ow



; b2 =



x ov × x uo x uo



.



x ov × x ow x ow



; c2 =



x ow × x ov x ov



.



x ow × x uo x uo
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