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Chapter 3: Higher-order finite element discretization
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Chapter 3 Higher-order nite element discretization With a database of scalar and vector-valued hierarchic master elements of variable order on all reference domains in hand, we can proceed to the discussion of the higher-order nite element technology in two and three spatial dimensions. The reader should be prepared that although the methodology stays basically the same as in 1D, many of its particular aspects become more technical. Therefore we encourage her/him to be truly familiar with the onedimensional model example from Section 1.3 before reading this chapter. We will begin with the projection-based interpolation technique that extends the standard nodal interpolation to hierarchic higher-order elements. Section 3.3 is devoted to the construction of reference maps for all reference domains. In Section 3.5 we will design hierarchic higher-order elements in the physical domain by means of master element shape functions and the reference maps (or, in other words, we transfer the variational formulation from physical mesh elements to the reference domain). Presentation of the assembling algorithm accomplishes the discretization on regular meshes. An approach to the treatment of constrained approximation (discretization on 1-irregular meshes) will be presented in Section 3.6, and selected issues related to computer implementation of hierarchic higher-order nite element methods and automatic hp-adaptivity will be discussed in Section 3.7.



3.1 Projection-based interpolation on reference domains Projection-based interpolation on hierarchic elements is a nontrivial technique that forms an essential part of higher-order nite element methods. Recall from Section 1.1 that in contrast to nodal higher-order elements, the degrees of freedom L1 ; L2; : : : ; LNP for hierarchic elements are not de ned outside of the local polynomial space P (K ). This means that De nition 1.7 cannot be used to design local interpolation operators for hierarchic elements. Hence one needs to combine the standard nodal (Lagrange) interpolation with projection on higher-order polynomial subspaces. Given a suÆciently regular function u 2 V ( h ), it is our aim to nd an © 2004 by Chapman & Hall/CRC
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appropriate piecewise-polynomial interpolant uh;p 2 Vh;p ( h ), Vh;p  V . For every element K 2 Th;p with aÆne reference map xK : K^ ! K this is equivalent to the interpolation of the function ujK Æ xK on the reference domain. Therefore we will stay on the reference domain for a while. Extension to physical mesh elements, which in the case of nonaÆne maps consists of an additional adjustment of metric on the reference domain, will be discussed in Section 3.4.



Properties of projection-based interpolation operators



In order that the projection-based interpolation  is algorithmically eÆcient, conforming and compatible with convergence theory, we request the following properties: 1. Locality. The projection-based interpolant u of a function u is constructed elementwise. Therefore we request that within an element,  uses function values of u from this element only. 2. Global conformity. For every function u 2 V 0 , V 0 = V , the projectionbased interpolant uh;p = u still lies in the space V . Recall global conformity requirements from Paragraph 1.1.4: (a) continuity across element interfaces for V = H 1 , (b) continuity of tangential component across element interfaces for V = H (curl), and (c) continuity of normal component across element interfaces for V = H (div). 3. Optimality. The interpolant uh;p 2 Vh;p must have the minimum distance from the interpolated function u 2 V in an appropriate norm. The choice of a suitable norm in the spaces H 1 , H (curl) and H (div) is a nontrivial mathematical question that also will be addressed. 3.1.1 H 1 -conforming elements



Consider the one-dimensional master element Ka1 of a polynomial order p  1, i.e., equipped with a polynomial space of the form (2.5), b



Wa = fw; w 2 Ppb (Ka )g:



Consider further a function u 2 H 1 (Ka ). Recall that hierarchic shape functions in one spatial dimension comprise vertex functions 'va1 , 'va2 de ned in (2.6), and bubble functions 'bk;a , k = 2; 3; : : : ; pb , de ned in (2.8). The projection-based interpolant uh;p = 1a u 2 Wa is constructed as a sum of a vertex and bubble interpolants, © 2004 by Chapman & Hall/CRC
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uh;p = uvh;p + ubh;p: Vertex interpolant uvh;p



endpoints,



2 Wa is a linear function that matches u at both uvh;p (1) = u(1):



Thus it can be expressed as a linear combination of vertex functions 'va1 , 'va2 , as illustrated in Figure 3.1.
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FIGURE 3.1: Decomposition of u into a vertex interpolant uvh;p and a



residual u uvh;p which vanishes at the endpoints.



Bubble interpolant ubh;p 2 Wa is obtained by projecting the residual u uvh;p on the space Ppb ;0(Ka ) (of polynomials of the order at most pb that vanish at interval endpoints) in the H 1 -seminorm,



ju uvh;p ubh;p jH 1 ! min : (3.1) Since the space Pp ; (Ka ) is generated by the bubble functions 'bk;a , k = 2; 3; : : : ; pb , the bubble interpolant ubh;p can be expressed as b 0



ubh;p =



b



p X



bm 'bm;a :



m=2



Hence the discrete minimization problem (3.1) is equivalent to a system of 1 linear algebraic equations



pb



Z Ka



(u uvh;p ubh;p)0 ('bk;a )0 = 0; k = 2; 3; : : : ; pb ;



for the unknown coeÆcients bm . © 2004 by Chapman & Hall/CRC
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REMARK 3.1 (Uniqueness of the interpolant) The vertex interpolant



uvh;p does not have to be linear. As long as it is chosen to be a polynomial of order lower than or equal to pb , the function ubh;p, and consequently the nal interpolant uh;p , are uniquely de ned.



Master triangle Kt



1



Let the master element Kt1 be equipped with local polynomial orders pej , j = 1; 2; 3 on its edges and with an order pb in the interior. The minimum rule for H 1 -conforming discretizations requires that pej  pb for all j = 1; : : : ; 3. The master element polynomial space has the form Wt = fw; w 2 Ppb (Kt ); wjej



2 Pp (ej ); j = 1; 2; 3g: Consider a suÆciently regular function u : Kt ! IR (theory requires that u 2 H  (Kt ),  > 0, which is usually satis ed in practical computations). Recall that hierarchic shape functions on the master triangle Kt comprise vertex functions 'vt 1 , : : :, 'vt 3 de ned in (2.20), edge functions 'et 1 ; : : : ; 'et 3 from (2.21), and bubble functions 'bn1 ;n2 ;t , 1  n ; n , n + n  pb 1, de ned in (2.23). ej



1+



1



1



2



1



2



The projection-based interpolant uh;p = 1t u 2 Wt is constructed as a sum of a vertex, edge and bubble interpolants, uh;p = uvh;p + ueh;p + ubh;p: (3.2) Vertex interpolant uvh;p 2 Wt is a linear function matching u at vertices, uvh;p (vj ) = u(vj ); j = 1; 2; 3:



Similarly as in the one-dimensional case, one can write uvh;p as a linear combination of vertex shape functions { see Figure 3.2.



FIGURE 3.2: Decomposition of u (left) into a vertex interpolant uvh;p (mid-



dle) and residual u uvh;p (right), which vanishes at the vertices. (Notice dierent scaling.) © 2004 by Chapman & Hall/CRC
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element edges,



is constructed as a sum of contributions from the u



e h;p



=



3 X



j ueh;p :



j =1



By the locality and conformity arguments, the value of ueh;p along an edge ej must depend on the values of the function u on the edge only { the only information shared by the corresponding pair of neighboring elements. The approximation theory suggests that the distance between the residual u uvh;p and the edge interpolant ueh;p is minimized on edges ej , j = 1; 2; 3, in the norm 1 H002 (ej ) . This is a nontrivial norm. To understand it, choose one of the element edges ej and consider the space 1



n



o



1



H002 (ej ) = w~jej ; w~ 2 H 2 (@Kt ); w~  0 on @Kt n ej ;



where H 12 (@Kt ) is the space of traces of functions from H 1 (Kt ) to the boundary @Kt. For a function w~ from this space de ne



kw~kH 12



00 (ej )



= kwkH 1 (Kt ) = krwkL2 (Kt ) ;



where w 2 H 1 (Kt ) is the minimum energy extension of w~ into the element interior, i.e., 4w = 0 in Kt , w  w~ on ej and w  0 on remaining edges. Indeed it is diÆcult to evaluate this norm exactly, and in practice one approximates it with a weighted H01 norm [64],



kw~kH 21 2



00 (ej )



 kw~ke = 2 j







Z ej



dw~ 2  ds  ds d



1



ds =



Z



1 1







dw~ 2 d; (3.3) d



where x = x( ),  2 ( 1; 1) is the parametrization of the edge ej , and v u



d  X dxi 2 : ds = u t d d i=1



Notice that this weighted H01 norm scales with the length of the edge ej in 1 2 the same way as the H00 norm. The dierence between these two norms was studied in [64] with the conclusion that it is, at least for orders1 p < 10, insigni cant. In the following we will still refer to the norm as to H002 despite its appropriate nature upon implementation. We proceed one edge at a time, solving three discrete minimization problems © 2004 by Chapman & Hall/CRC
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ku~ u~vh;p u~eh;p kH 12 j



00 (ej )



! min; j = 1; : : : ; 3



(3.4)



j (here a tilde over a function denotes its trace). The resulting functions ueh;p are j obtained as (any suÆciently regular) extensions of functions u~eh;p to element interior, vanishing always along the two remaining edges. In practice one uses the shape functions 'ek;tj , k = 2; : : : ; pej , for this purpose. On each edge ej the trace u~eh;pj can be written as a linear combination of traces of the edge functions,



u~



ej h;p



=



ej



p X



j emj '~em;t ;



m=2



and the minimization problem (3.4) transforms into a system of pej 1 linear equations (~u u~vh;p u~eh;pj ; '~ek;tj )H 12 = 0; k = 2; 3; : : : ; pej ; 00



for the unknown coeÆcients  . The situation is depicted in Figure 3.3. ej m



FIGURE 3.3: Decomposition of u



uvh;p (left) into edge interpolant ueh;p



(middle) and residual u u u (right). The residual vanishes at the vertices, but generally it does not completely vanish on edges. (Again notice dierent scaling.) v h;p



e h;p



Bubble interpolant ubh;p 2 Wt is obtained by projecting the residual u uvh;p ueh;p on the polynomial space Ppb ;0 , generated by the bubble functions 'bn1 ;n2 ;t , 1  n1 ; n2 , n1 + n2  pb 1 in H 1 -seminorm. Since supports of the bub-



ble shape functions lie in element interior, this operation is obviously local. De ning u



b h;p



=



b 2 pb pX



n1 =1



n1 X



n2 =1



1



bn1 ;n2 'bn1 ;n2 ;t ;



the corresponding discrete minimization problem, © 2004 by Chapman & Hall/CRC
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ju uvh;p ueh;p ubh;p jH 1 ! min; translates into a system of (pb 2)(pb 1)=2 linear algebraic equations Z Kt



r(u uvh;p ueh;p ubh;p )  r'bn1 ;n2 ;t dx = 0;



for unknown coeÆcients bn1 ;n2 . This is illustrated in Figure 3.4.



FIGURE 3.4: Decomposition of u



u



b h;p



(middle) and residual u u



v h;p



uvh;p ueh;p (left) into bubble interpolant ueh;p ubh;p (right).



REMARK 3.2 (Uniqueness of the interpolant) Notice that the nal



interpolant uh;p is uniquely de ned despite many possibilities of choice of vertex interpolant uvh;p and extensions ueh;pj as long as they lie in the polynomial space Wt . Nonuniqueness of extensions ueh;pj is compensated by the bubble interpolant ubh;p .



REMARK 3.3 (Master quadrilateral Kq ) The interpolant uh;p = q u 1



1



is constructed as a sum u + u + u of a vertex, edge and bubble interpolants. First one constructs the standard bilinear interpolant uvh;p 2 Wq that matches the function u at vertices v1 ; : : : ; v4 , exploiting the four vertex functions. The edge interpolant ueh;p 2 Wq of the dierence u uvh;p is constructed 1 one edge at a time, computing the projection of the trace u~ u~vh;p in the H002 norm of the edge, and then extending it into the element interior. In this case one has to solve four systems of linear algebraic equations. In the last step one computes the bubble interpolant ubh;p 2 Wq by projecting the dierence u uvh;p ueh;p on the polynomial space generated by the bubble functions 'bn1 ;n2 ;q , 2  n1  pb;1 , 2  n1  pb;2 in the H 1 seminorm. The functions j u~eh;p and the nal interpolant uh;p are uniquely de ned. v h;p
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PROPOSITION 3.1 ([61]) Operators 1t : H 1+ (Kt ) ! Wt and 1q : H 1+ (Kq ) ! Wq ,  > 0, are well de ned and bounded, with the norm independent of orders pb , pej .



PROOF The original result related to a reference triangular domain p



1  ; x < p3 x 1  ; 1 2 2 2 based on the polynomial extension theorem [20, 22] and the Poincare inequality, extends naturally to the master elements Kt1 ; Kq1 . 







T = (x1 ; x2 ); x2 > 0; x2 < 3 x1 +



THEOREM 3.1 (H 1 -conforming interpolation error estimate [61]) Consider the master triangle Kt1 . There exists a constant C , dependent upon  but independent of the polynomial orders pb and pej , j = 1; : : : ; 3, such that



ku t ukH 1 K  C inf ku vkH 1+ W 1



(



t)



t



 (Kt )



 C (min pe ) j j



(r



)



kukH 1+



r (Kt )



;



for every r > 1 and 0 <  < r.



PROOF The proof is based on the best approximation result for polynomial spaces [22]. Master tetrahedron KT 1



Let the master tetrahedron KT1 be equipped with local orders of approximation pej on edges, psk on faces and pb in the interior, satisfying the minimum rule for H 1 -conforming discretizations. The master element polynomial space has the form WT = fw; w 2 Ppb (KT ); wjsi 2 Ppsi (si ); wjej 2 Ppej (ej )g: Consider a suÆciently regular function u de ned in KT (the theory requires that u 2 H 3=2+,  > 0, see [68]). Recall that hierarchic shape functions on the master tetrahedron KT1 ecomprisee vertex functions 'vT1 , : : :, 'vt 4 de ned in (2.37), edge functions 'T1 ; : : : ; 'T6 from (2.38), face functions 'sn1 ;n2 ;T , n1 + n2  psj 1, 1  n1 ; n2 from (2.39) and bubble functions 'bn1 ;n2 ;n3 ;T , 1  n1 ; n2 ; n3, n1 + n2 + n3  pb 1, de ned in (2.40). The projection-based interpolant uh;p 2 WT is constructed as a sum of a vertex, edge, face and bubble interpolants, uh;p = uvh;p + ueh;p + ush;p + ubh;p: © 2004 by Chapman & Hall/CRC



133



Higher-order nite element discretization Vertex interpolant uvh;p 2 WT



is a linear function that matches u at all vertices,



uvh;p (vj ) = u(vj ); j = 1; : : : ; 4:



It is easily obtained as a linear combination of vertex shape functions 'vT1 , : : :, 'vT4 . Edge interpolant ueh;p 2 WT



element edges,



is constructed as a sum of contributions from the ueh;p =



6 X



j =1



j ueh;p :



Locality and conformity arguments imply that the value of ueh;p along an edge ej must depend on the values of function u on the edge only. The approximation theory says that the right norm for the edge interpolant is the L2 norm (the trace of functions from the space H 1 (KT ) to faces lies in the space H 12 (@KT ), and the trace of the latter ones to edges loses the additional portion of regularity). Thus, on each edge ej one projects the trace of the dierence u uvh;p on the one-dimensional polynomial space Ppej ;0 (ej ) on the edge ej (generated by ej traces of edge functions 'k;T , k = 2; : : : ; pej ) in the L2 norm. We proceed one edge at a time, solving six discrete minimization problems



ku~ u~vh;p u~eh;pkL2 e ! min; j = 1; : : : ; 6: (3.5) Again a tilde over a function denotes its trace to the edge. The resulting functions ueh;p are obtained as (any suÆciently regular) extensions of u~eh;p to element interior, vanishing along the remaining edges. In practice it is convenient to construct the extension using the shape functions 'ek;T , k = 2; : : : ; pe . When putting j



( j)



j



j



j



j



u~



ej h;p



=



ej



p X



j emj '~em;T ;



m=2



for each edge ej , j = 1; : : : ; 6 the problem (3.5) is equivalent to a system of pej 1 linear equations j (~u u~vh;p u~eh;pj ; '~em;T )L2 (ej ) = 0 for the unknown coeÆcients emj . Face interpolant ush;p 2 WT is constructed as a sum of contributions from the element faces, ush;p =



4 X



i=1
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By locality and conformity requirements, the value of ush;p on a face si must depend on the values of function u on si only. Here the projection is done in the 1H 12 norm. This norm is evaluated approximately (in the same way as the H002 norm that was discussed in the triangular case). This time one solves four minimization problems (3.6) ku~ u~vh;p u~eh;p u~sh;p kH 12 s ! min; i = 1; : : : ; 4 (now the tilde stands for traces to faces). Functions ush;p are obtained as (any suÆciently regular) extensions of u~sh;p to element interior that vanishes on all remaining faces. In practice one uses the sshape functions 'sn1 ;n2 ;T , 1  n ; n , n + n  ps 1 to extend the traces u~h;p to element interior. Expressing i



( i)



i



i



i



1



i



i



2



u~



si h;p



=



n1 X2 p X



psi



si



n1 =1



1



n2 =1



1



2



sni1 ;n2 '~sni1 ;n2 ;T ;



for each face si , i = 1; : : : ; 4, the problem (3.6) yields a system of (psi 2)(psi 1)=2 linear equations i (~u u~vh;p u~eh;p u~sh;p ; '~sni1 ;n2 ;T )H 12 (si ) = 0



for the unknown coeÆcients sni1 ;n2 . Bubble interpolant ubh;p 2 WT is obtained by projecting the residual u uvh;p ueh;p ush;p on the polynomial space Ppb ;0 (KT ) (generated by the bubble functions 'bn1 ;n2 ;n3 ;T , 1  n1 ; n2 ; n3 , n1 + n2 + n3  pb 1) in the H 1 seminorm.



With the substitution u



b h;p



=



n1 X3 (p X



pb



n1 =1



b



2) (pb



n2 =1



n1 n2



X



n3 =1



1)



bn1 ;n2 ;n3 'bn1 ;n2 ;n3 ;T ;



the corresponding discrete minimization problem,



j(u uvh;p ueh;p ush;p ) ubh;pjH 1 K ! min; yields a nal system of (pb 3)(pb 2)(pb 1)=6 linear algebraic equations, (



Z



KT



T)



r(u uvh;p ueh;p ush;p ubh;p )  r'bn1 ;n2 ;n3 ;T dx = 0;



for the unknown coeÆcients bn1 ;n2 ;n3 .



REMARK 3.4 (Master elements KB and KP ) The interpolants B u 1



1



1



and P u on master elements KB and KP are constructed exactly in the same 1
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way. They comprise a vertex, edge, face and bubble interpolants uvh;p , ueh;p , ush;p and ubh;p . The projection is done in L2 norm on edges, H 21 on faces and in H 1 seminorm in element interior. Let us mention a few theoretical results [68] for the tetrahedral projectionbased interpolation operator 1T , based on a few conjectures, suitable polynomial extension theorems and on the Poincare inequality. PROPOSITION 3.2 ([68]) Operator 1T : H 3=2+ (KT ) ! WT ,  > 0, is well de ned and bounded, with the norm independent of orders pb , psi and pej .



Conjecture 3.1 (Polynomial extension map [68]) There



nomial extension map,



A : Pp (@KT ) ! Pp (KT ); (Au)j@KT = u



exists a poly-



8u 2 Pp (@KT );



such that



jjAujjH 1 ;K  C jjujjH 12 ;@K ; T



T



with constant C independent of p.



REMARK 3.5 In Conjecture 3.1, Pp(@KT ) stands for the space of continuous functions de ned on the boundary of @KT , whose restrictions to element faces reduce to polynomials of order p. The conjecture postulates a 3D equivalent of the 2D result established in [61]. Conjecture 3.2 (Polynomial extension map [68]) There



nomial extension map,



exists a poly-



A : Pp (@s) ! Pp (s); (Au)j@s = u 8u 2 Pp (@s); such that



jjAujjH 12 + ;s  C jjujjH ;@s ; 







with constant C independent of p.



REMARK 3.6 In Conjecture 3.2, Pp(@s) stands for the space of continuous



functions de ned on face boundary @s, whose restriction to the face edges reduce to polynomials of order p. © 2004 by Chapman & Hall/CRC
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LEMMA 3.1 ([68]) Let I = ( 1; 1). For a given u 2 H 1 (I ), let up denote the L2 -projection of function u on space Pp;0 of polynomials of order p, vanishing at the endpoints. Then, for every  > 0, there exists a constant C = C (), dependent upon , but independent of polynomial order p and function u, such that



jju up jjL2 ;I  p C  jjujjH 1 ;I : 1



THEOREM 3.2 (H 1 interpolation error estimate [68]) Given the above Conjectures 3.1, 3.2 on the polynomial extension, we have



jju T ujjH 1 ;K  C ()pr  jjujjH ;K ; 1



r



T



T



where C () > 0 and p is the minimum order of approximation for the element interior, the element faces and the element edges.



3.1.2 H (curl)-conforming elements



Let us now turn our attention to projection-based interpolation operators for H (curl)-conforming approximations. We will use the symbols P and P for spaces of scalar and vector-valued polynomials, respectively. The procedure will be presented for the reference triangle Kt in 2D and for the reference tetrahedron KT in three spatial dimensions. The generalization to other element types is straightforward.



Master triangle Kt



curl



Let the triangular master element Ktcurl be equipped with local orders of approximation pb in the interior and pej , j = 1; 2; 3, on edges. The nite element space Qt has the form (2.55),



Qt = fE ; E 2 Pp (Kt ); E  tj je 2 Pp (ej ); pe  pb ; j = 1; 2; 3g: Here tj stands for the unitary tangential vector to the oriented edge ej . Consider a suÆciently regular function E de ned in Kt (theory requires that E 2 H  \ H (curl),  > 0). Recall that H (curl)-hierarchic shape funce tions on the master triangle Ktcurl comprise edge functions n;t , 0  n  pe , given by (2.57), (2.58) and (2.59), and (edge-based and genuine) bubble functions (2.60), (2.61). b



j



ej



j



j



j



Projection-based interpolant E h;p = curl E 2 Qt is constructed as a sum of t Whitney, higher-order edge and bubble interpolants, © 2004 by Chapman & Hall/CRC



Higher-order nite element discretization



137



E h;p = E wh;p + E eh;p + E bh;p : The Whitney interpolant E wh;p 2 Qt is de ned as E = w h;p



ej



j =1



where



ej 0;t



!



Z



3 X



(E  t j ) d s



ej 0;t



;



are the Whitney shape functions (2.57).



Edge interpolant E eh;p 2 Qt is constructed as a sum of edge contributions E eh;pj , j = 1; : : : ; 3. The construction of the Whitney interpolant yields that



the trace of tangential component (E E wh;p )  tj has zero average over each edge ej . This means that for each edge ej one can introduce a scalar function ej , de ned on ej , which vanishes at its endpoints and satis es @ej = (E @s



E wh;p )  tj :



Next one constructs projection epj+1 of the function ej on the polynomial 1 space Ppej +1;0 (ej ) in the H002 norm. This yields a discrete minimization problem,



kep



ej k 12



+1 j



H00 (ej )



! min;



which translates into a system of pej linear equations 



epj+1



ej ; '~ek;tj







1



2 (ej ) H00



= 0; k = 2; : : : ; pej + 1;



(one can use traces '~ek;tj of scalar edge shape functions to generate the polynomial space) for the unknown coeÆcients m , 



p+1 ej



=



pej +1



X



j m '~em;t :



m=2



See Paragraph 3.1.1, triangular case, for the approximate evaluation of the 12 norm H00 . One takes any polynomial extension epj+1;ext 2 Ppb +1;pej +1 (Kt ), p+1 epj+1 of the projection epj+1 , which vanishes along the two remain;ext jej  ej j ing edges. The vector-valued edge interpolant E eh;p is nally constructed as a gradient of this extension,



E eh;p = rep+1;ext 2 Qt : j



j
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Bubble interpolant E bh;p 2 Qt is sought in the space P pb ;0 (Kt ) of vector-valued polynomials of order lower than or equal to pb in Kt, with traces of tangential component vanishing on the edges ej , j = 1; : : : ; 3. This leads to the discrete



minimization problem kcurl(E bh;p (E E wh;p E eh;p ))kL2 = kcurl(E bh;p (E E wh;p ))kL2 ! min (recall that E eh;p is a gradient, and therefore curl(E eh;p ) = 0), with the Helmholtz decomposition constraint, (E bh;p (E E wh;p E eh;p ); r'bn1 ;n2 ;t ) = 0; 1  n1 ; n2 , n1 + n2  pb . Here 'bn1 ;n2 ;t are scalar bubble functions spanning the space Ppb +1;0 (Kt ) of polynomials of order lower than or equal to pb + 1 that vanish on the boundary @Kt. PROPOSITION 3.3 ([61]) Operator curl : H  \ H (curl) ! Qt is well de ned and bounded, with the t norm independent of orders pb , pej . THEOREM 3.3 (H (curl) interpolation error estimate [61]) Consider the master triangle Ktcurl. There exists a constant C > 0, dependent upon  but independent of pb ; pej , j = 1; : : : ; 3, such that



kE t E kH curl



(curl)



 C inf kE F kH + kcurl(E F )kL2 F 2Q 2



2







 12



t



 C (j min pe ) r  kE kH + kcurlE kH ;:::; for every 0 < r < 1 and 0 <  < r. j



=1



(



)



2



3



2



r



r



 12



;



Master tetrahedron KT



curl



Local projection-based interpolation operators for H (curl)-conforming elements in 3D were rst introduced in [68]. Consider the master tetrahedron KTcurl from Paragraph 2.2.3, with local orders of approximation pb in its interior, psi , i = 1; : : : ; 4 on faces, and pej , j = 1; : : : ; 6 on edges. The polynomial space QT has the form (2.72), 



QT = E 2 (Pp )3 (KT ); E t js 2 (Pp )2 (si ); E  tje 2 Pp (ej ); i = 1; : : : ; 4; j = 1; : : : ; 6g : The theory requires that the projected function E satis es regularity assumptions E 2 H 12 + ; r  E 2 H  ,  > 0. b



j
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The projection-based interpolant E h;p = curl T E 2 QT is constructed as a sum of Whitney, higher-order edge, face and bubble interpolants,



E h;p = E wh;p + E eh;p + E sh;p + E bh;p : Let 1si be a face of the reference domain KT . For E 2 H  (si ), curls E 2 H 2 + , the restriction of1 the tangential component E t to face boundary @s belongs to the space H 2 + . Here i



curlsi E = ni  (r  E ) is the surface curl-operator. Hence the edge averages Z



ej



E  tj de;



j = 1; : : : ; 6, are well de ned, and one can construct the Whitney interpolant E wh;p 2 QT as



E = w h;p



6 X



j =1



where



ej 0;T



Z ej



!



(E  tj ) ds



are the Whitney shape functions



ej 0;T



ej 0;T



;



(2.75).



Similarly as in two dimensions, for each edge ej one introduces a scalar potential ej 2 H 12 + (ej ), vanishing at its endpoints, such that @ej = (E E wh;p )  tj : @s One projects the potential in H  -norm on the polynomial spaces Ppej +1;0 (ej ),



solving discrete minimization problems



kep e kH e ! min; on edges. The nal edge interpolant E eh;p 2 QT is +1 j



for the projections epj+1 constructed as a sum



( j )



j



E = e h;p



6 X



E eh;p ; j



j =1



where the edge contributions E



ej h;p



are obtained as gradients of an extension  0 for all k 6= j , into



p+1 p+1 epj+1 ;ext of the scalar potential ej , such that ej ;ext jek



the element interior,



E eh;p = rep+1;ext 2 QT : j



j
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Face interpolant:



on each face si one solves the discrete minimization problem



(3.7) kcurls (E sh;p (E E wh;p E eh;p ))k ; 21 ;s = s w kcurls (E h;p (E E h;p ))k ; 21 ;s ! min (recall that E eh;p is a gradient), where the face interpolant E sh;p 2 P p ; (si ). Here P p ; (si ) stands for the space of vector-valued polynomials, de ned on the face si , whose tangential components vanish on the boundary @si . Expression (3.7) is minimized with the Helmholtz decomposition constraint, i



i



i



i



+



curl



curl



+



i



i



i



si 0



si 0



i (E sh;p (E E wh;p E eh;p ); r'sni1 ;n2 ;T )curl;



1 +;si 2



= 0;



1  n1 ; n2 , n1 + n2  psi . Here 'sni1 ;n2 ;T are scalar face functions, whose traces span the space Ppsi +1;0 (si ) of polynomials of order lower than or equal to psi + 1 on the face si , vanishing on the boundary @si . The right norm for the minimization (see [68]) is



kE k



2 curl;



21 +;si



= kE k2 12 +;si + kn  (r  E )k212 +;si :



Face interpolant E sh;p 2 QT is obtained in a standard way using polynomial si extensions of Eh;p into the element interior with tangential component vanishing on all other faces. Finally, the bubble interpolant E bh;p is obtained as a solution of constrained minimization problem



kcurl(E bh;p (E E wh;p E eh;p E sh;p ))kL2 ;K = (3.8) s w s kcurl(E h;p (E E h;p E h;p ))kL2 ;K ! min : The bubble interpolant E bh;p now lies in the space QT; . In the same way as before, one has to solve simultaneously the constraint (E bh;p (E E wh;p E eh;p E sh;p ); r'bn1 ;n2 ;n3 ;T )L2 ;K = 0; 1  n ; n ; n , n + n + n  pb . Here 'bn1 ;n2 ;n3 ;T are scalar bubble functions, which span the space Pp ; (KT ) of polynomials of order lower than or equal to pb + 1, vanishing on the boundary @KT . Herewith, the projection-based interpolation operator T is de ned. Let us mention an error estimate for this operator from [68]. T



i



T



0



T



1



2



3



1



2



3



b +1 0



curl



Conjecture 3.3 (2D discrete Friedrichs inequality [68]) Let si be a face of the reference tetrahedron KT . There exists constant C > 0, independent of p, such that kE k



curl;



12 +;@si
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E such that



E 2 P p ;0 (si ) and (E ; r')curl; si



12 +;@si



= 0; for all ' 2 Ppsi +1;0 :



THEOREM 3.4 (3D discrete Friedrichs inequality [68]) There exists constant C > 0, independent of p, such that



kE kL2 ;K  C kr  E kL2;K T



for all polynomials



T



E such that E 2 P p ;0 (KT ) b



and



(E ; r') = 0 for all ' 2 Ppb +1;0 (KT ); where Ppb +1;0 (KT ) is the space of scalar polynomials of order at most pb + 1



which entirely vanish on the element boundary.



THEOREM 3.5 (H (curl) interpolation error estimate [68]) Given the above Conjectures 3.1, 3.2 on the polynomial extension, and Con1 jecture 3.3 on discrete Friedrichs inequality in H 2 + norm on a triangle, we have



jjE K E jj where C () > 0. curl T



curl;0;KT



 C ( )p



(r



)



jjE jj



curl;r;KT



;



curl Operators curl for the master elements KBcurl and KPcurl are constructed B , P analogously, taking into account relevant directional order of approximation associated with the element interior and quadrilateral faces.



3.1.3 H (div)-conforming elements



As mentioned before, the space H (div) is in reality not much dierent from the space H (curl) in 2D. This applies also to the projection-based interpolation operators { they will be de ned exactly in the same way as in the H (curl)-conforming case in Paragraph 3.1.2, only that the tangential and normal directions on edges will be switched.



Master triangle Kt



div



We con ne ourselves to the master triangle Ktdiv in 2D. Consider local orders of approximation pb in its interior, and pej , j = 1; 2; 3, on edges. Now the nite element space V t has the form (2.97), © 2004 by Chapman & Hall/CRC
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V t = fv; v 2 Pp (Kt ); v  nj je 2 Pp (ej ); pe  pb ; j = 1; 2; 3g; where nj stands for unitary outer normal vector to the edge ej . e Recall that H (div)-hierarchic shape functions comprise edge functions n;t , 0  n  pe , given by (2.99), (2.100) and (2.101), and (edge-based and genuine) bubble functions (2.102), (2.103). b



j



ej



j



j



j



Projection-based interpolant vh;p = div t v 2 V t of a suÆciently regular function v is constructed as a sum of Whitney, higher-order edge and bubble interpolants,



vh;p = vwh;p + veh;p + v bh;p: Whitney interpolant vwh;p 2 V t is de ned as v = w h;p



3 X



j =1



Edge interpolant veh;p 2 V t



!



Z ej



(v  nj ) ds 0e;tj :



is constructed one edge at a time,



veh;p =



3 X



veh;p : j



j =1



The trace of normal component (v vwh;p )  nj has zero average over each edge ej , which means that for each edge ej one can introduce a scalar function ej , de ned on ej , which vanishes at its endpoints and satis es @ej = (v vwh;p )  nj : @s Next one constructs projection epj+1 of the function ej on the polynomial space Ppej +1 (ej ), and its extension epj+1;ext into element interior, exactly in the



same way as in Paragraph 3.1.2. This time at the end one takes curl of the extension,



veh;p = curl(ep+1;ext ) 2 V t (recall from Remark 2.1 that curl(a) = ( @a=@x2 ; @a=@x1)). j



j



Bubble interpolant vbh;p 2 V t is sought in the space P pb ;0 (Kt ) of vector-valued polynomials of order lower than or equal to pb in Kt , with traces of normal component vanishing on the edges ej , j = 1; : : : ; 3. One solves the discrete



minimization problem,
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kdiv(vbh;p (v vwh;p veh;p ))kL2 = kdiv(v bh;p (v vvh;p ))kL2 ! min (recall that veh;p is a curl, and therefore div(veh;p ) = 0), with the constraint, (vbh;p (v vvh;p veh;p ); curl('bn1 ;n2 ;t )) = 0; 1  n1 ; n2 , n1 + n2  pb . Here 'bn1 ;n2 ;t are scalar bubble functions spanning the space Ppb +1 (Kt ).



Master tetrahedron KT



div



Finally let us construct the projection-based interpolation operator div T , rst introduced in [68]. We will project a function v 2 H r (KT ), r > 0, r  v 2 L2(KT ), whose trace of the normal component v  nj@KT belongs to the scalar space H 12 + (@KT ). Consider local order of approximation pb in element interior and local orders ps1 ; : : : ; ps4 on faces. Let us begin with the face interpolant vs 2 V T . Consider a face si  @KT . Trace of the normal component of the face interpolant vnsi 2 Ppsi (si ) is constructed using H 12 + projection on the face si , i.e., solving the discrete minimization problem



kn  (v vs )js k 21 ;s ! min; where vs is sought as a linear combination of genuine and edge-based face functions corresponding to the local order of approximation ps on the face si of the master element KT . The face interpolant v s is obtained as a sum of contributions over all element faces. i



i



+



i



i



i



div



Bubble interpolant vb



tion problem



2 V T is constructed by solving the discrete minimizakr  (v vb vs )kL2 ;K ! min; T



with the constraint (v (vb + vs ); r  ) = 0; for all 2 P pb +1;0;0 ; where P pb +1;0;0 is the space of vector-valued polynomials of the order at most pb , whose tangential component vanishes entirely on the boundary @KT . THEOREM 3.6 (\Friedrichs inequality" for the r operator [68]) There exists constant C > 0, independent of p, such that



kvkL2 ;K  C kr  vkL2 ;K T
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for all polynomials



v such that v 2 P p ;0 (KT ) b



and



(v ; r  ) = 0 for all 2 P pb +1;0;0 (KT ); where P pb ;0 (KT ) is the space of vector-valued polynomials of order at most pb whose normal component vanishes on the whole element boundary, and Ppb +1;0;0(KT ) is the space of vector-valued polynomials of order at most pb +1 whose tangential component vanishes entirely on the element boundary. Finally let us postulate another conjecture on polynomial extension, and mention an error estimate for the operator div T .



Conjecture 3.4 (Polynomial extension [68]) There exists a polynomial extension map,



A : Pp (@KT ) ! P p (KT ); n  (Av)j@KT = u for all u 2 Pp (@KT ); such that



jjAvjj



div;0;KT



 C jjvjj



div;0;KT



;



with constant C independent of p. THEOREM 3.7 (H (div) interpolation error estimate [68]) Given the above Conjecture 3.4 and Theorem 3.6, we have



jjv K v jj where C () > 0. div T



div;0;KT



 C ()p



(r



)



jjv jj



div;r;KT



;



curl div and KPcurl are constructed Operators div B , P for the master elements KB analogously.



3.2 Trans nite interpolation revisited After de ning the projection-based interpolation operators on reference domains in the previous section, the next logical step in the presentation of the higher-order nite element technology would be to design the reference maps. However, before we do so, let us take a short excursion into the eld of © 2004 by Chapman & Hall/CRC
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trans nite interpolation techniques. Bivariate and trivariate trans nite interpolation schemes are extensively used in nite element codes for the de nition of parametrizations of two- and three-dimensional curved domains based on the known parametrization of their surfaces. However, not everyone seems to know that there is more to the trans nite interpolation than the notoriously known formulae. Trans nite interpolation technique was rst introduced by Steven A. Coons [55] in the 1960s, became very popular and was quickly extended into many directions (see, e.g., [97, 99, 98, 83, 84, 95] and references therein). In his original paper, Coons described a class of methods for constructing an interpolatory surface which coincides with arbitrary prescribed curves (and normal derivatives, if desired) on the boundary of the unit square. Since the precision set of this class of interpolation formulae (i.e., the set of points on which the interpolant exactly matches the interpolated function) is nondenumerable, these methods were later referred to as trans nite. The \Coons surfaces" have been widely used in connection with problems of computer aided design and numerical control production of free-form surfaces such as ship hulls, airplane fuselages and automobile exteriors [83, 84, 95]. In addition to such geometric applications these approximation formulae provided the basis for development of new numerical schemes for the approximate integration of multivariate functions in [96]. The details of some of these methods, based upon polynomial blending, have been investigated in [27]. Other applications to multivariate data smoothing and to the approximate solution of integral equations, partial dierential equations and variational problems are addressed in [93].



3.2.1 Projectors



The trans nite interpolation technique relies on sophisticated algebraic theory of multivariate approximation (see [94] and references therein). Although this theory lies beyond the scope of this book, we nd it useful to introduce at least the notion of projectors, which give a general framework to trans nite interpolation formulae that we will utilize. Consider a scalar continuous function f of two independent variables, de ned (for example) in the reference domain Kq in the -plane. We seek approximations f~  f , which interpolate f on certain (denumerable or nondenumerable) point sets contained in Kq . By a projector IP we mean an idempotent (IP Æ IP = IP) linear operator from the linear space L = C (Kq ) onto a closed subspace L~  L. For example, let L~ be a space of continuous functions in Kq , such that their 1 -derivative exists in Kq and is constant. The appropriate projector IP : L ! L~ is then de ned as IP(f ) = 1 2 1 f ( 1; 2 ) + 1 2+ 1 f (1; 2 ): © 2004 by Chapman & Hall/CRC
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Intuitively speaking, the projector IP keeps the function unchanged along the vertical edges e1 and e2 of the reference domain Kq , and interpolates its values between 1 = 1 and 1 = 1 linearly along each horizontal line 2 = const (see Figure 3.5). The reader is right when she/he recognizes the Lobatto shape functions l0 and l1 in (3.9).



FIGURE 3.5: Example function f in Kq (left) and its projection IP(f ) using the projector (3.9) (right). It is easy to see that IP is both linear IP(f + g) = IP(f ) + IP(g) and idempotent (IP Æ IP)(f ) = 1 2 1 IP(f )( 1; 2 ) + 1 2+ 1 IP(f )(1; 2 ) = 1 2 1 f ( 1; 2 ) + 1 2+ 1 f (1; 2 ) = IP(f ): Projector (3.9) can easily be generalized to interpolate the function f exactly along m + 1 vertical lines 1 = si , 1 = s0 < s1 : : : < sm = 1: IPv (f ) =



m X



f (si ; 2 )iv (1 );



(3.10)



i=0



where



iv (1 ) =



Q



6 (1 sj ) ; j= 6 i (si sj )



j =i



Q



i = 0; 1; : : : ; m, are the fundamental (cardinal) functions for Lagrange polynomial interpolation [58]. In the context of trans nite interpolation, the functions iv are called the blending functions [97]. Since for both operators (3.9) © 2004 by Chapman & Hall/CRC
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and (3.10) IP(f ) and IPv (f ) coincides with f at a nondenumerable number of points, they are simple examples of trans nite interpolation schemes. 3.2.2 Bipolynomial Lagrange interpolation



Probably the best-known class of formulae for bivariate interpolation-approximation are the (tensor product) bipolynomial Lagrange interpolation formulae. Consider a formula analogous to (3.10) for horizontal lines 2 = tj , 1 = t0 < t1 : : : < tn = 1: IPh (f ) =



n X



f (1 ; tj )jh (2 );



(3.11)



j =0



where



 (2 ) = h j



Q



6 (2 ti ) ; j= 6 i (tj ti )



j =i



Q



j = 0; 1; : : : ; n. This class of formulae is obtained as a product of the above projectors IPv and IPh :



(IPh Æ IPv )(f ) =



m X n X



f (si ; tj )iv (1 )jh (2 ):



(3.12)



i=0 j =0



The product operator IPv Æ IPh is itself a projector, and (IPv Æ IPh )(f ) interpolates the function f exactly at (m + 1)(n + 1) points (si ; tj ), i = 0; 1; : : : ; m, j = 0; 1; : : : ; n. As the precision set of the operator IPv Æ IPh consists of these (m + 1)(n + 1) points only, this is not a trans nite interpolation. 3.2.3 Trans nite bivariate Lagrange interpolation



There is, however, a second and stronger way to compound the projectors IPv and IPh , resulting in a trans nite interpolation operator the precision set of which contains the whole lines 1 = si , 2 = tj , i = 0; 1; : : : ; m, j = 0; 1; : : : ; n. The Boolean sum [94] IPv  IPh = IPv + IPh IPv Æ IPh serves as a basis for the following result [99]:



(3.13)



THEOREM 3.8 Let the operators IPv and IPh be de ned as above. Then (IPv  IPh )(f ) interpolates the function f exactly along the lines 1 = si , 2 = tj , i = 0; 1; : : : ; m, j = 0; 1; : : : ; n.



PROOF Use the expressions (3.10), (3.11) and (3.13) to verify that © 2004 by Chapman & Hall/CRC
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(IPv  IPh )(f )(si ; 2 ) = f (si ; 2 ); 0  i  m; (IPv  IPh )(f )(1 ; tj ) = f (1 ; tj ); 0  j  n: The result follows immediately. Various extensions and generalizations of Theorem 3.8 are immediate. For example, the theorem remains valid if the projector IPv is taken to be the cubic spline interpolation projector in the variable 1 and IPh is taken to be a trigonometric polynomial interpolation projector [94]. All that is really essential is that the functions iv (1 ) and jh (2 ) satisfy the cardinality conditions iv (sk ) = Æik ; 0  i; k  m; jh (tk ) = Æjk ; 0  j; k  n:



After presenting the basic ideas of the trans nite interpolation, let us now turn our attention to its application to the nite element technology.



3.3 Construction of reference maps Now we will de ne suitable parametrizations for edges and faces of (generally arbitrarily curved) elements K 2 Th;p , and apply the trans nite interpolation technique from the previous section in order to design reference maps X K () : K^ ! K (where K^ is an appropriate reference domain). For this purpose we will extend the projectors IPv and IPh from the previous section naturally to vector-valued functions. Moreover, as we will see in Example 3.2, the reference maps X K () are nonpolynomial (when the edges or faces are parametrized by nonpolynomial functions). As long as they are smooth and one-to-one, this is not a problem and in principle one can use them in the nite element code anyway. However, usually one prefers to construct their isoparametric approximations xK ()  X K (), which are polynomial maps de ned in terms of master element shape functions. Isoparametric maps can be easily stored and handled in the computer code. This will be the next logical step in Paragraph 3.3.6. 3.3.1 Mapping (curved) quad elements onto Kq



Consider a quadrilateral K 2 Th;p , with its edges e~1 ; : : : ; e~4 parametrized by continuous curves X e1 ( ); : : : ; X e4 ( )  IR2 ,  2 [ 1; 1]. We also will discuss situations when such parametrizations are not available. © 2004 by Chapman & Hall/CRC
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In order to t into the trans nite interpolation context from Section 3.2, we de ne a vector-valued function X K on the boundary of the reference domain Kq such that



X K ( 1; 2 )  X e1 (2 ); (3.14) e2 X K (1; 2 )  X (2 ); X K (1 ; 1)  X e3 (1 ); X K (1 ; 1)  X e4 (1 ): It is essential to preserve the continuity of @Kq and the orientation of edges e1 ; : : : ; e4  @Kq (as illustrated in Figure 2.1). In other words, the function X K must satisfy X K ( 1; 1) = x1 ; X K (1; 1) = x2 ; X K (1; 1) = x3 ; X K ( 1; 1) = x4 ; where x1 ; : : : ; x4 are vertices of the physical element K obeying the same ordering as vertices v1 ; : : : ; v4 of the reference domain Kq . Now the trans nite interpolation comes into the picture. Consider projectors IPv and IPh from (3.10), (3.11) with m = n = 1, and thus s0 = 1; s1 = 1; t0 = 1 and t1 = 1. Assume any continuous extension of the function X K () from the boundary @Kq into element interior, for simplicity denoted by the same symbol X K (). Applying the Boolean sum IPv  IPh from Theorem 3.8 to X K () satisfying (3.14) on @Kq , we obtain the simplest, but very useful, vector-valued bilinearly blended map 







XK;1 () X K () = X (3.15) K;2 ( ) = 1 2 1 f ( 1; 2) + 1 2+ 1 f (1; 2) + 1 2 2 f (1 ; 1) + 2 2+ 1 f (1 ; 1) (1 2 1 ) (1 2 2 ) f ( 1; 1) (1 1 ) (2 + 1) f ( 1; 1) (1 2 ) (1 + 1) f (1; 1) 2 2 2 2 (2 + 1) (1 + 1) f (1; 1): 2 2
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REMARK 3.7 (A drawback of trans nite interpolation) By construc-



tion X K () maps @Kq onto @K . If we could establish that also the Jacobian det(DX K =@ ) is nonzero in Kq , then we could conclude that X K is bijective. However, a serious drawback of trans nite interpolation schemes is that this is generally not true. There may be two or more points in the reference domain which map onto the same point in K . This de ciency was pointed out by Zienkiewicz [209]. We refer to [98] for a heuristic approach to cure this problem, which is guided by geometric intuition and analysis, and accomplished by visual inspection.



Example 3.1 (When edge parametrizations are not available) The parametrizations X e1 ; : : : ; X e4 : [ 1; 1] ! IR2 are in the optimal case provided explicitly as a part of the output of a mesh generator. If this is not the case, one has to use other information to de ne the parametrizations. For example, let us consider a physical mesh edge e = xA xB . If the edge is straight, we put X e ( 1) = xA , X e (1) = xB , and the parametrization has a simple form X e ( ) = 1 2  xA + 1 +2  xB ;  2 [ 1; 1]: With additional information about (for example) the midpoint xC = X e (0) of the edge e, one can construct a quadratic parametrization of the form X e ( ) = a 2 + b + c;  2 [ 1; 1]; where a; b; c are vector-valued coeÆcients, as depicted in Figure 3.6. ζ= 1 0 1



ζ=0



11 00 00 11 x



0 1



0 x1 B



C



e ζ=−1 1 0



1 0 0 x1 A



FIGURE 3.6: Construction of a quadratic parametrization based on an additional point xC = X e (0). This leads to two systems of three linear algebraic equations for the rst and second component of the unknown coeÆcients, respectively. The quadratic case has a straightforward generalization to pth-order curves based on p 1 additional points. © 2004 by Chapman & Hall/CRC
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Example 3.2



To x ideas, consider a simple example: let the parametrization of edges of a deformed quadrilateral be given by 







(3.16) X K ( 1; 2 )  X e1 (2 ) = 0; a + b (2 2+ 1) ;   X K (1; 2 )  X e2 (2 ) = a + b (2 2+ 1) ; 0 ;   X K (1 ; 1)  X e3 (1 ) = a cos (1 +2 1) ; a sin (1 +2 1) ;   X K (1 ; 1)  X e4 (1 ) = (a + b) cos (1 +2 1) ; (a + b) sin (1 +2 1) ; where a; b > 0 are two real parameters, as illustrated in Figure 3.7. x2 a+b



a



0



a



a+b



x1



FIGURE 3.7: Sample deformed quadrilateral K . The bilinearly blended map (3.15) in this very simple case reduces to 0 (1 + 1) 1   cos 4 C X K (1 ; 2 ) = a + b (2 2+ 1) B @ ( 1 + 1) A : sin 4 It is easy to con rm that X K () is univalent and that the Jacobian det(DX K = @ ) is nonzero in Kq . It is easy to see that lines 1 = const. and 2 = const. transform to radial lines and circular arcs, joining corresponding points on opposite boundaries of the region K , respectively. © 2004 by Chapman & Hall/CRC
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3.3.2 Mapping (curved) triangular elements onto Kt



Assume that edges of a triangle K 2 Th;p are parametrized by continuous curves X ej ( );  2 [ 1; 1], j = 1; : : : ; 3, such that X e1 (1) = X e2 ( 1) = x2 ; X e2 (1) = X e3 ( 1) = x3 ; X e3 (1) = X e1 ( 1) = x1 ; where x1 ; : : : ; x3 are vertices of the physical element K , ordered counterclockwise in the same way as the vertices v1 ; : : : ; v3 of the reference domain Kt (depicted in Figure 2.13). Trans nite interpolation schemes can be formulated in terms of projectors, which are in this case constructed in the form of triple Boolean sums analogous to (3.13) { see, e.g., [9, 28]. Without going into algebraic details, a simple but very useful trans nite interpolation scheme has the form X K () = X vK () + X eK ();  2 Kt ; (3.17) where the aÆne part 3 X X vK () = xi 'vt j () i=1



can be expressed by means of the physical mesh vertices xi and scalar vertex functions (2.20). The higher-order part of the parametrizations X ej translates into the two-dimensional map by virtue of the second term



X eK () =



3 X



X eint (B () A ())A ()B (); j



(3.18)



j =1



which vanishes if all edges e~j of the physical mesh element happen to be straight. Here for each (oriented) reference edge ej = vA vB the aÆne coordinates A ; B are such that A (vA ) = B (vB ) = 1, and the function ej X ej   X int ( ) = 1  0 () + 1  ;  6= 1; (3.19) 2 2 is de ned by eliminating roots 1 simultaneously from both vector components of the bubble part X e0j of the parametrizations X ej , (3.20) X e0j ( ) = X ej ( ) X ej ( 1) 1 2  X ej (1)  +2 1 : Geometrically, (3.20) corresponds to subtracting the straight part from the (curved) edge e~j . Notice that we never need to physically divide by zero, since we de ne X eK () = 0 at vertices in (3.18) instead of using (3.19). Recall that © 2004 by Chapman & Hall/CRC
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a scalar version of the same trick { elimination of roots 1 by division by the product (1 +  )(1  )=4 { was used for the construction of master triangle edge functions (2.21). The reader may nd it useful to verify by himself that X K ()jej = X ej (B () A ())jej for each edge ej , j = 1; : : : ; 3, using the fact that  = (B () A ())jej 2 [ 1; 1] parametrizes the edge ej . 3.3.3 Mapping (curved) brick elements onto KB



Let the edges e~j , j = 1; : : : ; 12, of a brick K 2 Th;p be parametrized by continuous curves X ej ( )  IR3 ;  2 [ 1; 1]. As usual the parametrization of edges has to be compatible with the orientation of edges of the reference domain KB (depicted in Figure 2.26). In other words, X e1 (1) = X e2 ( 1) = X e6 ( 1) = x2 ; (3.21) X e2 (1) = X e3 (1) = X e7 ( 1) = x3 ; X e3 ( 1) = X e4 (1) = X e8 ( 1) = x4 ; X e4 ( 1) = X e1 ( 1) = X e5 ( 1) = x1 and so on. Here x1 ; : : : ; x8 are vertices of the physical element K , ordered compatibly with the vertices v1 ; : : : ; v8 of the reference domain KB . New in 3D are parametrizations X si (1 ; 2 );  2 [ 1; 1]2 for the faces s~i  @K , i = 1; : : : ; 6. Recall that local coordinate axes 1 ; 2 attached to each face (see Paragraph 2.2.4) are oriented accordingly to the coordinate axes 1 ; 2 ; 3 , following their lexicographic order. An essential new issue in 3D is the compatibility of face parametrizations X si (1 ; 2 ) with parametrizations of edges. For example, for the face s1 this translates into the compatibility conditions X s1 (; 1) = X e4 ( );  2 [ 1; 1]; (3.22) s1 e12 X (; 1) = X ( );  2 [ 1; 1]; X s1 ( 1;  ) = X e5 ( );  2 [ 1; 1]; X s1 (1;  ) = X e8 ( );  2 [ 1; 1]: Notice that compatibility conditions (3.22) together with conditions (3.21) yield compatibility of parametrizations of faces with vertices: X s1 ( 1; 1) = x1 ; X s1 (1; 1) = x4 ; X s1 (1; 1) = x8 ; X s1 ( 1; 1) = x5 ; .. . © 2004 by Chapman & Hall/CRC
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The trans nite interpolation scheme will be de ned using a vertex, edge and face contribution, X K () = X vK () + X eK () + X sK ();  2 KB : (3.23) The vertex part X vK () is de ned by combining the physical mesh vertex coordinates xi and scalar vertex functions (2.28),



X vK () =



8 X



xi 'vB (): j



i=1



Consider a reference edge ej = vA vB and the parametrization X ej of the corresponding physical mesh edge e~j . Its bubble part X e0j ( ) = X ej ( ) X ej ( 1) 1 2  X ej (1)  +2 1 ;  2 [ 1; 1]; is bilinearly blended, X eKj () = X e0j (B () A ())C ()D (); (3.24) and used for the de nition of the edge part



X eK () =



12 X



X eK () j



j =1



of the trans nite interpolant X K (). For each edge ej the aÆne coordinates in (3.24) are chosen so that A ; B vanish on faces perpendicular to ej and are ordered so that A (vA ) = B (vB ) = 1. The aÆne coordinates C ; D vanish on the faces sC ; sD  @KB , which do not share any vertex with the edge ej , respectively. In the same way, for each face si we rst construct the bubble part X s0i ( ) = X si ( ) X eK jsi ( ) X vK jsi ( ); of the parametrization X si ( ), which entirely vanishes on the boundary of the face si . Functions X s0i ( ) are further linearly blended into the element interior, X sKi () = X s0i (B () A (); D () C ())E (); (3.25) and contribute to the face part



X () = s K



6 X



i=1



of the trans nite interpolant X K (). © 2004 by Chapman & Hall/CRC
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The aÆne coordinates in (3.25) are chosen taking into account the local coordinate system on the face si : A ; B correspond to faces perpendicular to the local axis 1 and A (eA ) = B (eB ) = 1 where the edges eA ; eB correspond to 1 = 1 and 1 = 1 on the face si , respectively. Similarly C ; D are chosen for the second local exial direction 2 . The aÆne coordinate E vanishes on the element-opposite face sE . 3.3.4 Mapping (curved) tetrahedral elements onto KT



Let the edges e~j , j = 1; : : : ; 6 of a tetrahedron K 2 Th;p be parametrized by continuous curves X ej ( )  IR3 ;  2 [ 1; 1], and let the parametrizations be compatible with the orientation of the edges ej  @KT (as depicted in Figure 2.30). This translates into compatibility conditions X e1 (1) = X e2 ( 1) = X e5 ( 1) = x2 ; (3.26) e6 e3 e2 X (1) = X ( 1) = X ( 1) = x3 ; X e3 (1) = X e1 ( 1) = X e4 ( 1) = x1 ; X e4 (1) = X e5 (1) = X e6 (1) = x4 ; where x1 ; : : : ; x4 are vertices of the physical element K , ordered compatibly with the vertices v1 ; : : : ; v4  @KT . For simplicity assume that the faces s~i  @KT , i = 1; : : : ; 4, are parametrized by continuous surfaces X si ( );  2 K t (i.e., 1 2 [ 1; 1], 2 2 [ 1; 1]). Recall that each face is assigned a unique orientation (de ned in Paragraph 2.2.5), given by a selection of its vertices vA ; vB ; vC such that vA has the lowest local index and the vector product (vB vA )  (vC vA ) points outside of KT . Compatibility of face and edge parametrizations X si ( ) and X ej ( ) is requested in the same way as in the previous case (parametrization of a face, restricted to the boundary of Kt , must match parametrization of the corresponding edge), i.e., X s1 (; 1) = X e1 ( );  2 [ 1; 1]; (3.27) s1 e5 X ( ;  ) = X ( );  2 [ 1; 1]; X s1 ( 1;  ) = X e4 ( );  2 [ 1; 1]; for the face s1 and so on. The parametrization of the boundary @K will be extended into the element interior using again the trans nite interpolation technique, with the trans nite interpolant X K (),  2 KT , composed from vertex, edge and face contributions X vK (), X eK () and X sK (). The vertex part X vK (),



X vK () =



8 X



i=1



xi 'vT (); j



is again obtained simply as a combination of coordinates of the physical element vertices xi and the scalar vertex functions (2.37). The edge part X eK () © 2004 by Chapman & Hall/CRC
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(vanishing if all edges e~j of the physical mesh element are straight) is constructed edgewise as



X eK () =



6 X



X eint (B () A ())A ()B (): j



(3.28)



j =1



Here for each (oriented) reference edge ej = vA vB the aÆne coordinates A ; B are such that A (vA ) = B (vB ) = 1, and the function ej ( )  ;  6= 1; 0  X eintj ( ) =  1 X (3.29)   +1 2 2 is de ned by eliminating roots 1 simultaneously from all three vector components of the bubble part X e0j of the parametrization of the edge ej , X e0j ( ) = X ej ( ) X ej ( 1) 1 2  X ej (1)  +2 1 : (3.30) Again, we do not use (3.29) at  = 1, since (3.28) is zero at vertices. Next we compute for each face si the bubble part X s0i ( ) of its parametrization X si ( ), vanishing on its boundary: X s0i ( ) = X si ( ) X eK jsi ( ) X vK jsi ( ): In order to vanish on all remaining faces sA ; sB and sC , the face contributions X sKi () to the trans nite interpolant have to contain the product of aÆne coordinates A ; B and C , corresponding to these faces. Therefore we again rst need to divide the function X s0i ( ) by the trace of this product to the face si , si X sinti ( ) =  X 0 (j ) ( ) ;  62 @si ; A B



C si



(this relation is not used on edges, where X sKi ()  0) and then multiply it by the same product extended to the whole element interior, X sKi () = X sinti (B () A (); C () A ())A ()B ()C (): The face part of the trans nite interpolant X K () is nally de ned by summing up the face contributions,



X sK () =



4 X



X sK (): i



i=1



The trans nite interpolant X K () is de ned by summing up the vertex, edge and face contributions, X K () = X vK () + X eK () + X sK ();  2 KT : (3.31) © 2004 by Chapman & Hall/CRC
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3.3.5 Mapping (curved) prismatic elements onto KP



Let the edges e~j , j = 1; : : : ; 9, of a prismatic element K 2 Th;p be parametrized by continuous curves X ej ( )  IR3 ;  2 [ 1; 1], whose orientations are compatible with orientations of the edges ej  KP (depicted in Figure 2.34). Compatibility conditions analogous to (3.26) must be satis ed. In analogy to the previous cases we assume that the quadrilateral faces s~i  @K , i = 1; : : : ; 3, are parametrized by continuous surfaces X si ( );  2 K q , and that the triangular faces s4 ; s5 are parametrized by continuous surfaces X si ( );  2 K t . Recall the orientation of faces from Paragraph 2.2.6 { each quadrilateral face is assigned a local coordinate system whose horizontal and vertical axes are parallel to its horizontal and vertical edges, respectively. Triangular faces are assigned local orientations in the same way as in the tetrahedral case. Again, compatibility of face and edge parametrizations X si ( ) and X ej ( ) in the usual sense is requested. The trans nite interpolant X K (),  2 KP , will comprise vertex, edge and face contributions X vK (), X eK () and X sK (). The vertex part X vK () is de ned as a combination of coordinates of the physical element vertices xi and the scalar vertex functions (2.45),



X vK () =



6 X



xi 'vP (): j



(3.32)



i=1



The edge part X eK () of the trans nite interpolant X K () is constructed one edge at a time, 9 X X eK () = X eKj (): j =1



For each edge e1 ; : : : ; e3 and e7 ; : : : ; e9 we construct the bubble part X e0j ( ) of its parametrization by subtracting the trace of the vertex interpolant (3.32) in the standard way, and eliminating the roots 1 in the same way as in the tetrahedral case. The result is nally blended using a product of three aÆne coordinates A ; B and C such that the rst two of them vanish on quadrilateral faces sA ; sB , sharing with the edge ej a single vertex, and C vanishes on the other triangular face. Contributions of edges e4 ; : : : ; e6 are easier to obtain { one only calculates the bubble part of the parametrizations of these edges, and blends it by a single aÆne coordinate A that vanishes on the element-opposite face sA . The face part X sK () of the trans nite interpolant is constructed one face at a time, 5 X X sK () = X sKi (): i=1



For each quadrilateral and triangular face si we need to compute the bubble part of its parametrization X s0i ( ) by subtracting the traces of the vertex © 2004 by Chapman & Hall/CRC
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and edge interpolants (X vK + X eK )jsi . Contributions X s0i ( ) of triangular faces s4 ; s5 are blended linearly using the aÆne coordinate vanishing on the element-opposite triangular face. The situation for the quadrilateral faces s1 ; : : : ; s3 is similar to the tetrahedral case. For each of these faces by A ; B denote aÆne coordinates which vanish on the remaining two quadrilateral faces, respectively, and compute the bubble part of their parametrizations X s0i ( ) as usual. On each quadrilateral face si we divide the function X s0i ( ) for  62 @si by the product A B jsi , and blend the result bilinearly into the element interior, multiplying it by the same product A ()B () in the whole element interior. The nal trans nite interpolant is de ned as



X K () = X vK () + X eK () + X sK ();  2 KP : 3.3.6 Isoparametric approximation of reference maps



The reference maps X K () : K^ ! K are generally nonpolynomial (as illustrated in Example 3.2). In order to facilitate their computer implementation, people usually further approximate them by polynomial isoparametric maps xK ()  X K () that for each element K 2 Th;p are de ned as a linear combination of scalar (H 1 -conforming) master element shape functions with vector-valued coeÆcients (geometrical degrees of freedom). Isoparametric maps are easy to store and to deal with { in particular their values and partial and inverse derivatives can be calculated eÆciently. The original notion of isoparametric elements, rst introduced by Ergatoudis, Irons and Zienkiewicz in [77, 210], is based upon the use of the same set of shape functions for the de nition of the reference maps and the approximate solution of the nite element problem. Despite the popularity of this method the reader should be aware of the fact that the mappings and the approximation problem have in general no relation to each other. The right tool for the construction of isoparametric maps is the projectionbased interpolation technique on the reference domains (H 1 -conforming case), which was introduced in Section 3.1.



Reference quadrilateral Kq Since the procedure is simple and analogous for all geometrical element types, let us describe it for quadrilateral elements only. Let K 2 Th;p be a quadrilateral element and Kq1 the corresponding master element with local directional orders of approximation pb;1 ; pb;2 in the element interior and local polynomial orders pe1 ; : : : ; pe4 on edges. The isoparametric element reference © 2004 by Chapman & Hall/CRC



Higher-order nite element discretization



159



map xK ()  X K () is sought in the form



xK () =



4 X



 ' ( ) +



ej



p 4 X X



vj q



 ' () +



b;



1



2



b;



p p X X



bK;n1 ;n2 'bn1 ;n2 ;q () n1 =2 n2 =2 j =1 j =1 k=2 (3.33) (one is free to consider higher polynomial orders than those currently used to approximate the solution). The symbols 'vq ; 'ek;q and 'bn1 ;n2 ;q stand for scalar master element vertex, edge and bubble functions (2.13), (2.14) and (2.15) de ned in Paragraph 2.2.2. Since each component of the original map X K () is nothing other than a continuous scalar function de ned on the reference domain Kq , projectionbased interpolation is applied to X K () in the standard way, one component at a time. vj K



ej K;k



ej k;q



j



j



REMARK 3.8 (Application of the projection-based interpolation)



Recall that the technique works hierarchically: rst one computes the geometrical degrees of freedom associated with the vertex functions 'vq1 ; : : : ; 'vq4 (those are nothing other than the coordinates of the vertices of the element K { see Paragraph 3.3.7 for details). If one is interested in higher-order maps, in the next step the vertex interpolant is subtracted from the projected function and edge interpolant is constructed. Finally, the design of a higher-order map is accomplished by subtracting both the vertex and edge interpolants from the processed component of X K () and projecting the residual in the H 1 -norm at the polynomial space generated by the master element bubble functions. Three-dimensional isoparametric maps are constructed in the same way. 3.3.7 Simplest case { lowest-order reference maps



Due to the hierarchy of H 1 -conforming shape functions, the simplest reference map that is based on vertex functions only maps all vertices of the mesh element K exactly. In other words, all higher-order shape functions (i.e., edge, face and bubble functions) vanish at the vertices of reference domains and therefore they do not contribute to the values of the map at vertices. Hence, when x1 ; x2 ; : : : ; xm are coordinates of vertices of a mesh element K , it is suÆcient to de ne vKj := xj ; j = 1; 2; : : : ; m (3.34) in (3.33), set the higher-order part of the map to zero, and the simplest working reference map is born. One only has to be careful to enumerate the vertices of K accordingly to the ordering of vertices of the reference domain K^ in order to avoid violation of geometry that would result in a zero Jacobian of the reference map somewhere inside of K^ . © 2004 by Chapman & Hall/CRC
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The details of this paragraph obviously apply to all types of reference domains Ka, Kq , Kt , KB , KT and KP . 3.3.8 Inversion of reference maps



Inversion of the reference maps xK () : K^ ! K , where K is a physical mesh element and K^ is the corresponding reference domain, is only required if we need to locate a geometrical point  2 K^ , given its image x = xK ( ) 2 K 2 Th;p : (3.35) This might be the case, for example, when the user asks the value of the approximate solution at some speci c point x in the computational domain.



AÆne case



If the Jacobi matrix DxK =D of the map xK is constant (i.e., K is either a triangle or tetrahedron with linear edges and/or faces), we have D xK (v )( v1 ) = x xK (v1 ); D 1 which yields   1  = v1 DDxK (v1 )(xK (v1 ) x ): Here v1 is (for example the rst) vertex of the reference domain Kt or KT and xK (v1 ) is the corresponding vertex of the physical mesh element K .



Numerical inversion using the Newton-Raphson technique



The Newton-Raphson technique is a generalization of the standard Newton method to a system of nonlinear algebraic equations. The implicit equation (3.35) for the unknown geometrical point  2 K^ can be reduced to the standard problem of nding a zero root  ; F K ( ) = 0, of a nonlinear vector-valued function F K : K^ ! IRd , F K () = xK () x ; where d is the spatial dimension. The procedure is standard (see Figure 3.8): After choosing an initial guess 0 2 K^ , which for higher-order maps can be the solution corresponding to the rst-order part of the map only, we iterate   DF K 1 (j )F K (j ): j+1 = j D Similarly as above, the symbol DF K =D stands for the Jacobi matrix of the function F K , and we assume that the reference map xK () is constructed in such a way that DF K =D is not singular in K^ . The procedure is repeated until suÆcient precision is reached. © 2004 by Chapman & Hall/CRC
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FIGURE 3.8: Schematic picture of the Newton-Raphson technique. 3.4 Projection-based interpolation on physical mesh elements With the reference maps xK in hand, we can return to the projection-based interpolation operators 1 , curl and div , de ned on master elements in Paragraphs 3.1.1, 3.1.2 and 3.1.3, and extend them to physical mesh elements. Recall that the basic property of projection-based interpolation is locality: given a suÆciently regular function u in the physical mesh, the interpolant u must be constructed elementwise, without any information from neighboring elements, and still it must conform to the global nite element space. In general it is not enough to transform the projected function from the physical mesh element to the appropriate reference domain and apply procedures described in Paragraphs 3.1.1, 3.1.2 and 3.1.3. The only case where this is possible is when the Jacobi matrix DxK is constant. In all other cases we have to adjust the norms incorporated into the de nition of the projection-based interpolation operators on the reference domains in order to yield correct results for the physical mesh elements. For simplicity, let us demonstrate the procedure in the case of H 1 -conforming approximations in two spatial dimensions (see, e.g., [60]). Consider a suÆciently regular function u given in the physical mesh, a triangular mesh element K , for example, and a reference map xK such that K = xK (Kt )



(the reference triangular domain Kt was introduced in Paragraph 2.2.3). The projection-based interpolant consists, as in (3.2), of a vertex, edge and bubble part uh;p = uvh;p + ueh;p + ubh;p 2 Vh;p ; © 2004 by Chapman & Hall/CRC
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where Vh;p  H 1 is the corresponding global piecewise polynomial nite element space. The vertex interpolant does not require any extra treatment and is de ned simply as 3 X (3.36) uvh;p jK = avk 'vt k Æ xK1 ; k=1



where the coeÆcients avk are chosen such that uvh;p matches the original function u at vertices v1 ; v2 ; v3 of the mesh element K . We must be more careful with the edge interpolant. First let us introduce a parametrization xej ( ),  2 [ 1; 1], for each edge ej , j = 1; : : : ; 3 of the reference domain Kt , consistent with the local orientation of the edges. These are xe1 = (; 1); xe2 = ( ;  ); xe3 = ( 1;  ): The H01 product on a physical mesh edge e  @K transforms after an appropriate change of variables and application of the chain rule to   Z Z 1 u d^v ds 1 (u; v)H01 ;e = ddus ddvs ds = d^ d d e 1 ds ds (recall the role of this weighted H01 product for the approximation of the norm 12 H00 from (3.3)), where again v u



d  X ds = u dxi 2 : t d d i=1 We see that without the additional weight, unless ds=d is constant (the edge is rectilinear), H01 projection done on the reference domain edge would yield results dierent from the projection on the physical element edge e  @K . The dierence becomes even more pronounced in the transformation rule for the H01 product over the whole element: Z X Z X 2 2 X 2 @u @v @ u^ @ v^ (u; v) 1 = dx = g ( ) d d ; H0 ;K



K k=1



@xk @xk



with a new metric gij given by gij =



Kt i=1 j =1



ij



@i @j det(DxK ); @xk @xk k=1



@k @k



1



2



2 X



where det(DxK ) is the Jacobian of the reference map xK . In other words, projection-based interpolation done on physical mesh elements is still performed on the appropriate reference domains, but with dierent edge and element metrics d /ds, gij . Both edge and bubble interpolants in the physical mesh are obtained as a composition of the master element interpolants and the inverse reference map in the same way as in (3.36). © 2004 by Chapman & Hall/CRC
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3.5 Technology of discretization in two and three dimensions So far we have designed hierarchic shape functions on master elements and exploited the projection-based and trans nite interpolation techniques to construct polynomial reference maps. What remains to be done in this section is to turn the approximate variational formulation (1.22) into a system of algebraic equations (or ordinary dierential equations in the case of timedependent problems, as mentioned in Paragraph 1.1.7).



REMARK 3.9 To avoid confusion with basis functions that generate poly-



nomial spaces on the reference domains (master element shape functions), we use global basis functions to mean the basis functions of the space Vh;p . The reader can identify many aspects of the one-dimensional methodology from Section 1.3 in the following outline: 3.5.1 Outline of the procedure



1. We begin with a step that was not present in the 1D scheme. Recall that in Chapter 2 it was necessary to equip the edges and faces of the reference domains with unique orientations in order to make the de nitions of master element edge and face functions unique. In the same way one has to assign unique (global) orientations to edges and faces in the mesh Th;p in order to ensure the uniqueness of basis functions of the space Vh;p . Let xK be a smooth bijective reference map corresponding to an element K 2 Th;p , and let K^ be the appropriate reference domain. Since the reference and global orientations have been chosen independently, indeed the orientations of the edges and faces of the (geometrically identical) domains K and xK (K^ ) are generally mismatched. This problem has to be resolved in order to ensure global conformity of edge and face basis functions. For each element K 2 Th;p one has to adjust the basis of the master element polynomial space in an algorithmically simple way, such that that the space itself stays unchanged. We will discuss the procedure in Paragraph 3.5.2.



2. Master elements were designed in Chapter 2 in such a way that they are compatible with the De Rham diagram on the reference domains. It is essential for good performance of nite elements schemes that the nite elements conserve this compatibility on the physical mesh level as well. Therefore the master element polynomial spaces need to be transformed into the physical mesh in a sophisticated way, by means © 2004 by Chapman & Hall/CRC
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of transforms that are dierent for H 1 -, H (curl)-, H (div)- and L2 conforming elements. We will derive them in Paragraph 3.5.3. With these transforms in hand, global basis functions will be built by \gluing together" various constallations of images of the orientationadjusted master element shape functions in Paragraph 3.5.4. In Paragraph 3.5.5 we will present minimum rules that uniquely identify local polynomial orders for all edges and faces in the nite element mesh, based on the distribution of the polynomial order in element interiors. In other words, at this point the total number of unknowns in the discrete problem will be known. In Paragraph 3.5.6 connectivity information will be established in the same way as in Section 1.3. Links from master element shape functions to the appropriate global basis functions will be constructed, which allows the assembling algorithm to access the correct entries in the global stiness matrix and in the global load vector from the reference domain. Transformation of the variational formulation to the reference domain is a simple operation since one can exploit relations from Paragraph 3.5.3. We demonstrate this brie y on a model equation in Paragraph 3.5.7. In Paragraph 3.5.8 the assembling algorithm will be presented. We proceed in one local and one global step. First one constructs local element stiness matrices and load vectors by means of orientation-adjusted master element shape functions. Here the situation is more complicated that in 1D { the rst signi cant dierence is that already the lowest-order reference maps on some element types are not aÆne, and thus one generally cannot take full advantage of precomputed master element stiness integrals. In the global step one exploits the connectivity information in order to distribute entries of the local matrices and vectors to appropriate positions in the global discrete system.



3.5.2 Orientation of master element edge and face functions



Let K 2 Th;p be a mesh element, K^ the appropriate reference domain and xK : K^ ! K a smooth bijective reference map. At the beginning of Paragraph 3.5.1 we explained that the orientation of the master element edge and face functions has to be adjusted in order to compensate for the dierence between the unique orientation of edges and faces of the element K , and the unique orientation of edges and faces of the transformed reference domain xK (K^ ). Local orientation of edges and faces of reference domains: Local orientation of edges for the reference domains Kq ; Kt; KB ; KT and KP can be found in © 2004 by Chapman & Hall/CRC
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Figures 2.1, 2.13, 2.26, 2.30 and 2.34, respectively. Local orientations of faces of 3D reference domains, which were also de ned in Chapter 2, are depicted in Figure 3.9. v1
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FIGURE 3.9: Local orientation of faces of the reference domains KB , KT



and KP .



Global orientation of edges and faces in the mesh: Each edge and face in the initial mesh needs to be assigned a unique orientation. These orientations do not have to be stored explicitly as they can easily be retrieved from a unique global enumeration of vertices. In adaptive algorithms, re ned nodes may inherit the orientation of their parents (more details will be given in Paragraph 3.7.1). Edges are oriented according to the enumeration of their vertices (for example) in increasing order, as illustrated in Figure 3.10. 1 0 0 1
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FIGURE 3.10: Global orientation of mesh edges based on a unique enumeration of vertices (here index(A) < index(B )). For each quadrilateral face s we select its vertex A with the lowest index and two edges AB and AC such that index(A) < index(B ) < index(C ). Triangular faces are oriented in the same way, except that they do not have the product form of the quadrilateral ones, as illustrated in Figure 3.11.
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FIGURE 3.11: Global orientation of quadrilateral and triangular faces,



index(A) < index(B ) < index(C ); the vertex A has the lowest index among



all vertices of the face.



Transformation of master element edge functions in 2D: Consider an oriented edge e0 = vi0 vj0  @K , K 2 Th;p , reference domain K^ such that K = xK (K^ ) and oriented edge e = vi vj  @ K^ such that xK (e) = e0 (up to the orientation). The edge e needs to be equipped with an orientation ag o(e) = 1 that indicates whether its image xK (e) has the same or opposite orientation with respect to the edge e0 . In other words,



o(e) =



8 
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