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19.5



Orientation of the Assembled Surface



19.1 Introduction The triangular surface grid generation procedure to be described in this chapter has been developed with the primary intention of employing it as the first step of 3D tetrahedral grid generation methods such as the Delaunay or the advancing front (AFT) techniques described in Chapter 16–18. However, the approach here discussed will be of more general interest, and applications to others areas such as, for instance, finite element analysis of shells, graphical display of surfaces, and the calculation of surface intersections in CAD systems, to name but a few, can also be envisaged. The construction of a surface grid consists of approximating the surface by a set of planar triangular facets. In the rest of this chapter we will consider boundary-fitted grids only, i.e., the vertices of the triangulation lie on the surface. The discretization of a surface (or a part of it) into a general body conforming grid consists of positioning points on the surface, which will constitute the nodes of the grid, and defining the links to be established between a node and its neighbors. Therefore, any surface generation method requires an analytical definition of the surface that permits locating grid nodes on it, and a criterion for positioning the grid nodes on the surface and defining their connectivities according to a spatial distribution of the size and shape of the grid elements. In current engineering practice, most of the geometrical data required in design is generated, stored and manipulated using CAD systems [5]. Applications such as weather forecast modeling or medical imaging, on the other hand, require the generation and handling of discrete data This type of data can either be suitably transformed into a format compatible with that of a CAD system or be dealt directly with in discrete form. The later approach is outside the scope of this chapter and the interested reader is referred to [8] for a discussion of appropriate grid generation techniques. In what follows we will assume that the required geometrical data is available in the form of CAD parametric curves and surfaces represented by spline composite curves and tensor-product surfaces, such as Ferguson, Bezier, or NURBS [10] (see Part III of this Handbook).
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Although a surface is topologically a two-dimensional region, the location of the grid nodes will be three-dimensional. This allows for two possible strategies to be employed in the generation of triangular surface grids. One can either generate grid nodes and connectivities directly in 3D or take advantage of the 2D character of the surface and reduce the surface grid generation to a 2D problem. Both strategies have their advantages and disadvantages. The generation of triangulations directly on the surface presents several difficulties. The advancing front technique can be easily extended to deal with surfaces. However, determining the validity of a new triangle in 3D by verifying whether it intersects with the sides in the generation front is not a trivial task. A triangle and a side might not intersect in space, but they can cross and still produce an invalid triangle. The main problem associated with Delaunay-based methods is the absence, for surfaces of variable curvature, of circumcircle, and circumsphere criteria equivalent to those available for 2D and 3D grid generation, respectively. On the other hand, if a definition of the surface as a mapping from a 2D region and IR3 exists, this can be used to generate a grid in the 2D region which, at a later stage, will be transformed onto the surface. Nevertheless, existing 2D mesh generation methods will require considerable enhancements to deal with the added difficulty of controlling the size and shape of the elements to be generated in the 2D region since these grid characteristics will depend on the surface mapping employed. In the approach adopted here, the use of geometrical definitions of surfaces in the form tensor-product spline surfaces leads to a parametrization that defines the region of the surface to be discretized as a mapping between a 2D region in a parameter plane and IR3. The grid on the surface is obtained as the image of a triangulation of the region in the 2D region. The spatial distribution of grid size and shape in the parameter plane is defined in such a way that, after applying the mapping, the image grid on the surface presents the geometrical characteristics required by the user. These are specified by means of a 3D grid control function. The triangular grid is generated using a modified 2D AFT that accounts for the rapid variation of the grid characteristics in the parameter plane that the surface parametrization might induce.



19.2



Surface modeling



In the following, the domain to be discretized, termed here computational domain, will be viewed as a three-dimensional object that will be described by means of the surfaces that enclose it. This is known as a boundary representation (B-Rep) of the domain [5, 10]. This is the internal solid representation used by the majority of commercial and research solid modelers. In a boundary representation, the computational domain is the region interior to a boundary surface. This surface can be considered as a generalized polyhedron that is the union of a set of faces, bound by edges, which in turn are bound by vertices. The faces lie on surfaces, the edges lie on curves, and the vertices are endpoints of the edges. An illustration of the notation utilized here is depicted in Figure 19.1. Therefore, a B-Rep model requires the storage of two types of data: geometrical and topological. The geometrical data consist of the basic parameters defining the shape of the surfaces and curves, and the point coordinates of the vertices. The topological data are concerned with the adjacency relations between the different components of the boundary surface: vertices, edges, and faces. Finally, a convention of orientations designates on which side of a face to find the computational domain. It will be seen later that, by restricting the domain and the faces forming its boundary to be connected† regions, an orientation compatible with the geometric definition can be obtained automatically.



†A region is said to be connected if any two points in the interior of the region can be joined by a continuous curve whose points are all interior to the region.
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FIGURE 19.1 B-Rep of the boundary of the computational domain showing the orientation of the faces and the notation employed.



19.2.1



Geometrical Definition



The B-Rep of the domain provides a description of the computational domain in terms of a set of oriented faces. The generation of a boundary-fitted grid for this domain will require an analytical definition of the surfaces on which the faces are defined and their intersection curves. This mathematical representation should permit us to perform operations such as, for example, locating a point in space and calculating lengths and tangent vectors of curves as well as normal vectors and areas of surfaces. 19.2.1.1 Curves Although curves are represented in the B-Rep model of the computational domain as the intersection of two surfaces, the use of such approach for grid generation is not recommended, since it results in an implicit representation of the intersection curve. This curve is given as the solution of a system of two nonlinear equations representing each of the intersecting surfaces (usually high-order polynomials). This means that some of the most common operations required in grid generation such as positioning a point on the curve, calculating the length of the curve, etc., will involve an iterative procedure for the solution of such system. A more straightforward approach that eases the process of discretization is to adopt a parametric representation of the curve that accurately approximates the true intersection. This curve is computed once during a preprocessing stage. A method commonly employed is to locate a set of ordered points along the surface intersection through which a spline curve is later interpolated. The distribution of points should be such that the distance between the interpolated curve and the true surface intersection, using an appropriate norm, is within the accepted bounds of accuracy. This is a procedure which is readily available in most of the state-of-the-art systems for CAD. Adopting the CAD representation of spline curves, e.g., Ferguson, Bezier, or NURBS, as described in Part III, curves are given by a parametric representation such as



 x1 (u)    r(u) =  x2 (u) 0 ≤ u ≤ U  x (u )   3  ©1999 CRC Press LLC



(19.1)



Here, and in the following, r will be denote the position vector of a point with respect to a Cartesian frame of reference (x1, x2, x3). The tangent vector t to the curve, at a point with parametric coordinate u, is given by



t (u ) =



dr du



(19.2)



19.2.1.2 Surfaces Tensor products of splines are the most common form of CAD surface representation. Such surfaces can be described by a parametric representation such as



 x1 (u1 , u2 )    r(u1 , u2 ) =  x2 (u1 , u2 ) 0 ≤ u1 ≤ U1 ; 0 ≤ u2 ≤ U2  x (u , u )   3 1 2 



(19.3)



The normal vector n to the surface, at a point of parametric coordinates (u1, u2), is given by



n(u1 , u2 ) =



∂r ∂r × ∂u1 ∂u2



(19.4)



where × denotes vector product. Eq. 19.3 defines the surface as a mapping between a 2D rectangular region on a parameter plane (u1, u2) and IR3. Such a parametric representation is provided by the majority of surface representation systems used in CAD. For grid generation purposes, we will require that the mapping defining the surface is bijective almost everywhere and that a normal to the surface can be defined, and is continuous, for all the interior points. Singular points, i.e., those where the normal is not defined such as, for instance, the apex of a cone or the pole of a sphere, are allowed to appear only on the boundary.



19.2.2



Topological Description



The B-Rep model provides a hierarchical definition of the computational domain as the 3D region interior to a boundary partitioned into a set of faces. A face is a region on a surface delimited by an oriented set of edges.† Finally, an edge is the segment on a curve bound by two vertices. The topological data required by the model is the definition of the boundary of a region at a certain level of the hierarchical model: domain, face, and edge, in terms of a list of regions in the next lower level: faces, edges, and vertices, respectively. Vertices are points common to three or more faces and are represented by their 3D Cartesian coordinates. An edge is defined by the parametric curve on which it lies and the two end vertices. This representation admits the definition of several nonoverlapping edges on the same curve. If the computation domain is assumed to be connected, then an edge will be common to two faces only. A face is defined by the surface on which it lies and a set of edges forming its boundary. Again, several nonoverlapping faces can be defined on the same surface.



†



A face is sometimes referred to as a “trimmed” surface.
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FIGURE 19.2



FIGURE 19.3



19.3



Definition of a face on a surface as a mapping.



Mapping of a triangular grid T* in the parameter plane onto the surface.



Surface Discretization



The representation of a surface S given by Eq. 19.3 allows us to define a face as a region Ω on the surface with boundary Γ, which is the image, by the mapping (Eq. 19.3), of a region Ω* in the parameter plane (u1, u2). This region is delimited by a boundary Γ* which is the preimage in the parameter plane of the boundary of the face Γ. The notation used here is illustrated in Figure 19.2. If the mapping representing the surface is bijective, i.e., the normal to the surface does not vanish and is continuous, for all the points interior to the face, then such a mapping will transform a valid triangulation T* in the parameter plane into a valid surface triangulation T (Figure 19.3).† This suggests the idea of generating a grid in the parameter plane that will later be mapped onto the surface to produce an appropriate surface discretization. This is accomplished by ensuring that the size and shape of the triangles generated in the parameter plane are such that when mapped onto the surface the size and shape of the resulting triangles comply with those specified by a suitably defined grid control function.



19.3.1



Grid Control Function



The inclusion of adequate grid control is a key ingredient in ensuring the generation of a grid of suitable characteristics for the performance of a numerical simulation. In this approach, the shape and size of the elements in the grid are assumed to be a function of the position, and they are locally defined in terms of a set of mesh parameters. Here the mesh parameters used are a set of three mutually orthogonal directions α i; i = 1, 2, 3, and three associated element sizes, or spacings, δ ι ; i = 1, 2, 3 (see Figure 19.4). Thus, at a certain point, if all three element sizes are equal, the grid in the vicinity of that point will consist of approximately equilateral elements. †



Strictly speaking, it suffices that the mapping be bijective at the nodes of the triangulation only.
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FIGURE 19.4



FIGURE 19.5



Mesh parameters.



The effect of the local mapping T (2D).



The grid control is accomplished by defining a function which represents the characteristics of an element in the neighborhood of a point. This function is represented by means of a linear transformation that locally maps the 3D space onto a space where elements, in the neighborhood of the point being considered, will be approximately equilateral with unit average size. This new space will be referred to as the normalized space. For a general grid, this transformation will be a function of position. The mapping, denoted by T, is represented by a symmetric 3 × 3 matrix; it is a function of the mesh parameters α i and δ i at that position, and can be expressed as r = (x1, x2, x3).



3



1 α j (r ) ⊗ α j (r ) j =1 δ j (r )



T(r) = ∑



(19.5)



where ⊗ denotes the tensor product of two vectors. The effect of this transformation in two dimensions is illustrated in Figure 19.5. The spatial variation of the mesh parameters (or equivalently T) is obtained through the definition of their values at a set of discrete positions and a procedure for interpolation at intermediate points. The most commonly used methods for the definition of the grid control function are the background grid and the distribution of sources [12]. In the first method, the mesh parameters are obtained via linear interpolation from a grid of tetrahedra in which each node is assigned a set of grid parameters. In the second method, the mesh parameters at a point are given as a user-defined function of the distance from the point to the reference sources.
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19.3.2 Grid Quality It is possible to impose restrictions on the grid spacing to ensure that some measure of grid quality is satisfied. The method proposed here tries to avoid rapid spatial changes in grid spacing, since they usually cause problems to the grid generation procedure and might lead to the creation of badly distorted grids. A simple argument in one dimension provides us with a criterion for ensuring a smooth spatial variation of elements sizes. Consider two adjacent element of sizes (or spacings) δ1 and δ2, for which we would like to impose that the size should not change more than a certain fraction, K, of their average size. This condition can be written as



δ 2 − δ1 ≤ K



δ 2 + δ1 2



(19.6)



A continuous analogue of Eq. 19.6 is given by



dδ ( x ) ≤K dx



(19.7)



This can be easily extended to the multi-dimensional case by simply imposing that



∇δ ⋅ S ≤ K



(19.8)



where S denotes a 3D unit vector.



19.4 Triangulation of Surfaces The surface grid generation method proposed here is based on the idea that, using a tensor-product representation of a surface, a face can be obtained as a mapping between a region on a 2D parameter plane and 3D. If the mapping is not singular, i.e., the normal to the surface is non-zero and finite, at interior points on the face, then a valid triangulation in the parameter plane will subsequently transform onto a valid triangulation on the surface. The characteristics of the triangular grid in the parameter plane should be calculated so as to guarantee that the distribution of element size and shape in the transformed surface grid approximately complies with the user-specified 3D grid control function. The following sections describe how this is achieved in practice.



19.4.1 Grid Generation Procedure The grid generation proceeds in a bottom-up fashion. Edges on the curves are discretized first into straight sides. Triangular grids are independently generated in each of the faces on the surfaces forming the boundary of the computational domain. A set of previously generated sides forms the initial generation front on the surface. The procedural steps are the following: 1. Read the geometrical definition and a suitable distribution of mesh parameters. 2. Discretize the edges. a. Calculate the local coordinate u of the points defining the end of the edges. b. Position points along the edge according to the grid control function. 3. Discretize the faces. a. Calculate the local coordinates (u1, u2) in the parameter plane of the points generated in the previous step that belong to the edges in the boundary of the face. b. Form the initial front in the parameter plane and orientate the surface in a form compatible with its normal, as defined by its parametrization (Eq. 19.3) and according to Eq. 19.4.
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c. Generate an appropriate triangulation in the parameter plane using a suitably modified 2D advancing front technique. d. Perform grid enhancement techniques in the parameter plane to achieve a better representation of the surface curvature and to improve the quality of the surface grid. e. Map the resulting grid onto the surface definition. 4. Orientate the discretized boundary.



19.4.2



Computation of the Local Coordinates of the Edge Endpoints



An edge is a region on a curve delimited by two endpoints. These endpoints are vertices of the boundary of the computational domain. However, since the curve is only an approximation to the true intersection, the vertices will not, in general, lie exactly on the curve. For this reason, the delimiting points of the edge are taken to be the points on the curve which are the closest to the vertices. The distance between the vertex and the closest point on the curve has to be smaller than a certain threshold distance Dt. Its value is utilized to determine whether two points are coincident and it should be either known from the geometrical tolerance used in the creation of the CAD data or, if this is not available, calculated from the machine roundoff error. The problem of finding the parametric coordinate of a vertex can be formulated as a point projection problem, i.e., given a vertex r*, find the parametric coordinate u of the point r(u) on the curve such that D = r(u) − r∗ = min



(19.9)



The solution to the above equation is obtained by means of a standard iterative procedure for function minimization [4]. An initial bracketing of the minimum in Eq. 19.9 is given by a triplet of parametric coordinates u(1) ≤ u(2) ≤ u(3). The interval end values are taken to be those corresponding to the endpoints of the curve, u(1) = 0 and u(3) = U, and the third value, u(2), is obtained as follows. The curve is first divided into a few straight segments, then the segment closest to the point is found and, finally, u(2) is taken to be the average value of the parametric coordinates of the endpoints of the closest segment. Once the initial bracketing is done, the bracket is contracted, using a combination of sectioning by golden section search and parabolic interpolation, until the position corresponding to a minimum of the distance, D = Dmin, is found. If the geometrical data is correctly defined, the value of this distance should not be larger than the threshold distance (Dmin ≤ Dt).



19.4.3



Curve Discretization



This procedure consists of dividing the edge into straight sides. The sides should be such that their length is approximately compliant with the spacing specified by the grid control function. Here we will consider two approaches which are equivalent in the hypothetical case that we could define a continuous grid control function and that the length integrations involved could be carried out exactly. The first method is based in the placement of points along the curve according to a distribution function which is reminiscent of those employed in PDE based grid generation methods f In the second approach, the linear mapping T is used to transform the curve to a new space where the grid spacing is uniform. 19.4.3.1 Discretization Using a Distribution Function The discretization of the edges in the surface definition is achieved by positioning nodes along the curve according to a certain function δ (s), the grid spacing, which represents the size of the sides to be generated along the curve. The parameter s denotes the arc length of the curve which, for a curve represented in parametric form as r(u), 0 ≤ u ≤ U, is given by



s( u ) = ∫



s(u)



0
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ds = ∫



u



0



dr(t ) dt dt



(19.10)



where a denotes the Euclidean norm of the vector a. In what follows, the edge is taken to be the region on the curve given by the parametric interval 0 ≤ U1 ≤ u ≤ U2 ≤ U, where U1 and U2 are the parametric coordinates of the points on the curve which are the closest to the vertices representing the endpoints as computed by the procedure described in Section 19.4.2. The distribution of spacing along the edge, δ (s), is calculated using the information about the spatial distribution of mesh parameters provided by the grid control function described in Section 19.3.1. Consecutive points generated in the discretization procedure will then by joined by means of straight lines to form sides. The procedure employed here to determine the position and number of nodes to be created on the edges is based on the definition of an appropriate node distribution function. Consider an interval of length ds at a point r(u) corresponding to an associated arc length s and assume that the interval is small enough so that the spacing δ (s) can be taken to be approximately constant. Under these assumptions, the number of subdivisions dAe of the interval will be



dAe =



ds δ (s)



(19.11)



The distribution function will be obtained through the integration of Eq. 19.11. To achieve this, the definition of the spacing function δ (s) along the curve is required first. Here, this is accomplished by generating a set of uniformly spaced sampling points r(ui); i = 1, …, m along the curve. A safe choice for the distance between sampling points is the minimum user specified element size but, often, considerably larger values can be used. The position of the sampling points, i.e., the value of ui, is computed by numerically solving the equation



si = s(ui ) = L1 +



ui dr i −1 ( L2 − L1 ) = ∫0 du; m −1 du



i = 1,..., m



(19.12)



where L1 = s(U1) and L2 = s(U2) denote the arc length values corresponding to the endpoints of the edge. For all the sampling points r(uj); j = 1, …, m, the mesh parameters are obtained by interpolation from the grid control function and the spacing δ j associated to a sampling point is computed as



δ cj = Tj t j



−1



(19.13)



where Tj is the value of the auxiliary transformation at the sampling point given by formula 19.5 and dr tj represents the tangent to the curve at that point, ------ (uj). Then, a piecewise linear distribution of du spacings δ (s) along the edge is obtained from the values δ cj computed in Eq. 19.13 and may be written as m



δ (s) = ∑ δ ic Ni (s)



(19.14)



i =1



where Ni(s) represents the linear finite element shape function



0 if i ≠ j  Ni s j =   1 if i = j 



( )



(19.15)



The positions sk, k = 1, …, Ne – 1 of the internal nodes to be created are the solutions of the equation



φ ( sk ) =
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Ne Ae



∫



sk



L1



1 ds = k ; k = 1,..., Ne − 1 δ (s)



(19.16)



FIGURE 19.6



Curve discretization by means of a distribution function.



φ(s) is commonly referred to as the distribution function and Ne denotes the number of sides generated on the curve. Its value is chosen to be the nearest integer value to Ae, which is computed by integrating expression 19.10 as



Ae = ∫



L2



L1



1 ds δ (s)



(19.17)



The positioning of the points along the curve using the discretization procedure described above is illustrated in Figure 19.6. The integrals in Eqs. 19.16 and 19.17 can be computed explicitly since the δ (s) is taken to be the piecewise linear function Eq. 19.14. The solution of Eq. 19.16 is obtained via the Newton’s iteration



sk( i +1) = sk( i ) −



( ) φ (s( ) ) − k { } A



δ sk( i )



i



k



(19.18)



e



where s (i) k denotes the value of the arch length sk at iteration i and the initial value for the iteration is taken to be s (0) k = sk–1. 19.4.3.2 Discretization Using the Mapping T Here the placement of points along the edge is based on a transformation of the curve to a normalized space where the spacing along the curve is uniform. In order to determine the position and number of nodes to be created on each edge, the following steps are followed: 1. Subdivide recursively each edge into smaller curves until their length is smaller than a certain prescribed value, i.e., define a set of sampling points rj = r(uj); j = 1, …, n as described previously. When subdividing an edge, the position and tangent vectors corresponding to these new points, tj can be readily found directly from the original definition of the curve. 2. For each data point rj; j = 1, …, n obtain from the grid control function the coefficients of the transformation Tj and transform the position and tangent vectors according to rˆ j = Tj rj and ˆt j = Tj tj. The new position and tangent vectors, rˆ j and ˆt j ; j = 1, …, n, define a spline curve that can ©1999 CRC Press LLC



be interpreted as the image of the original edge in the normalized space. It must be noted that, because of the approximate nature of this procedure, the new curve will in general have discontinuities of curvature, even if the curvature of the original curve varies continuously. 3. Compute the length of the edge in the normalized space, subdivide it into segments of approximately unit length, and calculate the parametric coordinate of each newly created point. This information is then used to determine the coordinates of the new nodes in the physical space, using the parametric representation of the curve.



19.4.4 Computation of Coordinates in the Parameter Plane A face is defined as a region on a surface delimited by a set of edges. These have been discretized in the previous step of the generation process, and the assembly of the discretized edges forms the boundary of the triangular grid to be generated. However, in the approach adopted here, the AFT generation of the triangular grid will take place on the parameter plane. Consequently, to form the initial generation front in the parameter plane, the (u1, u2) parametric coordinates of the nodes generated on the edges need to be computed. Since the mapping r(u1, u2) cannot, in general, be inverted analytically, the coordinates (u1, u2) of such points are found numerically by means of an iterative procedure. The curve where the edge is defined is only an approximation to the intersection curve of the surfaces to which the two adjacent faces belong to. As a result of this, the nodes generated on the edges are not exactly on the surface. The distance between these nodes and the surface depends on the accuracy used to approximate the true intersection between the surfaces by a spline curve. In this formulation, the parametric coordinates (u1, u2) of a node, denoted by r*, are taken to be those of the point r(u1, u2) = (x1, x2, x3) in the surface closest to r*. This can be formulated as the minimization problem of finding the parametric coordinates (u1, u2) for which



r∗ − r(u1 , u2 ) = min



(19.19)



It should be pointed out that the discretization of the edges if performed directly in the 3D space and not in the parameter plane in order to ensure compatibility of nodal coordinates between contiguous faces. The non-linear Eq. 19.19 is solved by means of an iterative procedure that involves the following steps: 1. The distance r – r * is calculated for all the singular points on the surface boundary. If for one of them, this value is smaller than the threshold distance Dt used to determine whether two points coincide, then its parametric coordinates are the sought solution. 2. If the answer is not found among the singular points, the search for the minimum continues on the boundary. The minimization is performed using the 1D procedure described in the Section 19.4.2. The iteration stops if a point r is found that verifies r – r * < D t . 3. Finally, we look for the minimum in the interior of the region. The closest point found on the boundary is used as the initial guess for a conjugate gradient method with line minimization [4]. This method is very efficient but might fail in certain circumstances, e.g., for interior points in the vicinity of a singular point. In such cases, a more robust, but also more expensive, “brute force” approach is used. This method starts with an initial uniform subdivision of the parameter plane into rectangular regions along coordinate lines. Amongst these rectangles, the closest to the target point is selected for further subdivision into four. The distance between the centroid of the rectangle and the target point is used for this purpose. This procedure is repeated until a point r is found which verifies the convergence criteria, i.e., r – r * < D t .



19.4.5 Orientation of Initial Front A simple procedure for automatically orientating the initial front can be devised if we assume that the region in the parameter plane representing a face on the surface is a connected region. For this type of ©1999 CRC Press LLC



FIGURE 19.7



Automatic boundary orientation in the parameter plane.



regions, the boundary of the face is formed by one or more closed non-self-intersecting loops of edges. The edges in a loop join other edges at their end vertices and a vertex is always shared by two edges in the face. Under these assumptions, the loops of edges can be identified and their points ordered so as to assign a unique orientation to the closed curve. There are two possible orientations for a curve that can be determined as follows. The area of a region in the parameter plane (u1, u2) delimited by a closed curve C can be expressed, using Green’s theorem, as the absolute value of the line integral



A=



1 −u2 du1 + u1du2 2 ∫c



(19.20)



The sign of A is used to characterize the orientation of the curve. The initial front representing the discretized boundary of the region in the parameter plane is formed by one or more loops of discretized edges. This provides a piecewise linear representation of the loop as a set of straight segments that permits a simple numerical evaluation of the integral Eq. 19.20. For a connected region, the loop representing the outer boundary will have the largest area in absolute value. The final orientation of the loops defining the boundary of the region is selected so the area of the exterior loop is positive and the area of the interior loops, if any, is negative according to Eq. 19.20. This is depicted in Figure 19.7.



19.4.6 Grid Generation in the Parameter Plane The definition of the surface where a face lies as a mapping permits the surface grid generation to be performed in the parameter plane by a suitably modified 2D grid generation method. The grid generation method employed here is a modification on the 2D AFT, which is briefly summarized in Section 19.4.6.1. This procedure requires the definition of a suitable distribution of mesh parameters in the parameter plane such that, when the triangular grid generated there is transformed onto the surface, the resulting surface triangulation approximately complies with the grid characteristics specified by 3D grid control function. The utilization of a bijective mapping permits to establish a correspondence between the 3D mesh parameters on the surface and the 2D mesh parameters in the parameter plane. This is described in Section 19.4.6.2. 19.4.6.1 The Modified 2D AFT The modified AFT follows these algorithmic steps: 1. Select a side from the current generation front. The sides of the front are ordered, using a heap structure, according to their length in 3D. The side selected is the shortest side, which is located at the root of the binary tree representing the heap. 2. Determine the position of the “ideal” point to form a triangle. The position of the ideal point should be such that the size and shape of the resulting surface triangle complies with those specified
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by the 3D grid control function. A detailed description of the nonlinear iterative procedure employed to achieve this is given in Section 19.4.7. 3. Generate a list of alternative locations and select a list of possible candidates among the nodes in the generation front. 4. Go through the list of candidate nodes (which are organized in a heap structure according to a measure of quality in 3D) and select the best among those producing a compatible triangle, i.e., one that does not intersect with the current generation front. This compatibility condition is verified in the 2D parameter plane, thus avoiding the problem of crossing if checked directly on the surface. 5. Update the generation front and repeat the process if there are sides left in the front. 19.4.6.2 Grid Characteristics in the Parameter Plane The discretization of each face is accomplished by generating a two-dimensional grid of triangles in the parametric plane (u1, u2) and then transforming it onto the surface using the mapping r(u1, u2) defined in Eq. 19.3. This mapping establishes a one-to-one correspondence between the face and a region on the parametric plane (u1, u2) (Figure 19.2). Thus, a consistent triangular grid in the parametric plane will be transformed, by the mapping r(u1, u2), into a valid triangulation of the surface component. The construction of the triangular grid in the parameter plane (u1, u2) using the two-dimensional grid generator, requires the determination of an appropriate spatial distribution of the two-dimensional mesh parameters. These consist of a set of two mutually orthogonal directions α *i ; i = 1, 2, and two associated element sizes δ *i ; = 1, 2. The two-dimensional mesh parameters in the (u1, u2) plane can be evaluated from the spatial distribution of the three-dimensional mesh parameters and the metric tensor that locally represents the deformation characteristics of the mapping. To illustrate this process, consider a point P*, in the parametric plane of coordinates (u*1, u*2), where the values of the mesh parameters α *i, δ *i ; i = 1, 2 are to be computed. Its image on the surface will be the point P given by the position vector r(u*1, u*2). The transformation between the physical space and the normalized space at this point T can be obtained from the grid control function. A new mapping can now be defined at the point P between the parametric plane (u1, u2) and the normalized space as



R(u1 , u2 ) = Tr(u1 , u2 )



(19.21)



A curve in the parametric plane passing through point P* and with unit tangent vector β = (β1, β2) at this point, is transformed by the above mapping into a curve in the normalized space passing through the point of coordinates R(u1, u2). The arc length parameters ds* and ds, along the original and transformed curves, respectively, are related by the expression 19.14.



 2 ∂R ∂R  2 ds 2 =  ∑ . βi β j ds * i, j =1 ∂ui ∂u j 



(19.22)



Assuming that this relation between the arc length parameters also holds for the spacings, we can compute the spacing δβ at the point P* and along the direction β in the parameter plane as



1 = δβ



2



∂R ∂R



∑ ∂u ⋅ ∂u



i , j =1



i



βi β j



(19.23)



j



The two-dimensional mesh parameters α *i , δ *i ; i = 1, 2 are determined from the direction in which δβ attains an extremum. This reduces to finding the eigenvalues and eigenvectors of a symmetric 2 × 2 matrix.
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19.4.6.3 Influence of the Surface Parametrization It is clearly apparent from the discussion in the previous section that there is a direct relation between the mesh parameters in the parameter plane required to produce a surface grid compliant with the 3D grid control function and the parametrization of the surface. The main problem associated with this is that the parametrization of a surface is not unique. A region in the parameter plane can be transformed into a surface using an unlimited number of parametrizations. However, the choice of parametrization will influence the performance and accuracy of the grid generation method, since different parametrizations will induce different degrees of distortion between the parameter plane and the surface. An example of this is illustrated in Figure 19.8 in which a uniform triangular grid for a square region, defined on a planar surface, is obtained by using three different parametrizations. Figures 19.8(a), 19.8(c) and 19.8(e) show the triangulation and a set of 5 × 5 coordinate lines u1 = 0, 1, 2, 3, 4 and u2 = 0, 1, 2, 3, 4 in the parameter plane. Figures 19.8(b), 19.8(d) and 19.8(f) show their respective images on the 3D surface. The first parametrization, shown in Figures 19.8(a) and 19.8(b), preserves the length and area ratios; the mapping does not introduce any distortion and the grids on the surface and the parameter plane are alike. The second parametrization of the surface mapping, Figures 19.8(c) and 19.8(d), maintains the length ratio along u1 but introduces distortion in the u2-direction. The pre-image of the 3D square region is no longer a square since its sides are not straight lines due to the deformation induced by the mapping. To account for this deformation, stretched triangles must be generated in the parameter plane in order to produce a uniform triangulation in 3D. This certainly makes the task of generating a suitable grid in the parameter plane more difficult. The third mapping, Figures 19.8(c) and 19.8(d), introduces distortion in both directions. Stretched elements are required for this case too, but now the variation of the mesh parameters through the parameter plane is more rapid than before, which further increases the difficulties associated with generating the grid in the parameter plane. A slight deterioration of the grid quality is readily noticeable in Figure 19.8(d). As a consequence of the additional deformation introduced by the surface parametrization, large variations of the mesh parameters in a relatively small neighborhood of a point in the parameter plane might occur.† The best parametrization, from the point of view of grid generation, is the one that uses parametric coordinates based on arc length. This results in a surface mapping that produces a small distortion between the parameter plane and the surface. However, such a parametrization is not easy to obtain in practice. Therefore, provisions should always be made to account for mapping-induced distortion in the grid generation procedure. The method originally proposed in [11] assumed that the values of the mesh parameters at the midpoint of the side selected for the generation of a triangle were approximately constant in the neighborhood of the side. In the presence of rapid local changes in the mesh parameters, the quality of the surface grids deteriorates; therefore, it had to be modified to account for the rapid variation of mesh parameters. An improved nonlinear iteration procedure is used here to determine the position of the grid nodes on the surface. This is described in detail in the following section.



19.4.7 Finding the Location of the Ideal Point Following the notation displayed in Figure 19.9, let us consider a side AB in the generation front to be used to generate a new triangle in the surface grid. A candidate location, the so-called “ideal point” P, is sought as the vertex of a triangle with base AB that complies with the size and shape characteristics prescribed by the 3D grid control function. The location of the ideal point is obtained as follows. The matrix T is calculated at the midpoint M of the side AB using the values of the 3D mesh parameters given by the user-specified grid control function. It is assumed that the local mapping, represented by T, can be taken to be constant in the (3D) neighborhood of the side. This assumption is reasonably correct if criteria of grid quality such those described in Section 19.3.2 are enforced on the grid control †



See [15] for a more detailed exposition of this problem.
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FIGURE 19.8 Influence of the surface parametrization. The network of lines on the surface represents the set of coordinate curves u1 = 0, 1, 2, 3, 4 and u2 = 0, 1, 2, 3, 4.



function. It must be stressed that this is not necessarily true for the triangle in the parameter plane since, as discussed in Section 19.4.6.3, the surface mapping might introduce rapid variations of the 2D mesh parameters.
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FIGURE 19.9



Location of the ideal point.



The location of the ideal point P is calculated by first transforming, using T, the coordinates of the relevant points in the triangle to a 3D normalized space. Then its parametric coordinates (u1, u2) are determined by requesting that its position r(u1, u2) in the normalized space satisfies



{r(u , u ) − r } ⋅ {r 1



2



M



B



− rA } = 0



r(u1 , u2 ) − rA



2



(19.24)



=1



(19.25)



where rA, rB and rM denote the positions in the normalized space of the points A, B, and M, respectively. The system of Eqs. 19.24 and 19.25 is nonlinear. Its solution is achieved by iteration using Newton’s method. The iterative procedure can be written in abbreviated matrix form as



[ ][ ]



∆u( k ) = u( k +1) − u( k ) = − J −1 u( k ) f u( k )



(19.26)



with



∆u



(k )



{



}



 r( k ) − rM ⋅ {rB − rA } u1( k +1)  u1( k )  (k )  =  k +1  −  k ; f u =  2 ( ) ( ) k)   ( u u  2   2    r − rA − 1



[ ]



(19.27)



and



[ ]



J u( k )



 ∂r( k ) .{rB − rA }  ∂u1  =  ∂r( k ) 2 ⋅ r( k ) − rA  ∂u1



{



∂r( k ) ⋅ {rB − rA } ∂u2



}



    ∂r( k ) 2 ⋅ r( k ) − rA  ∂u2 



{



}



(19.28)



where the index (k) denotes the value of the corresponding variable at the kth iteration of the Newton procedure. The convergence of this iterative method depends on the choice of initial guess u(0). If the surface mapping does not introduce severe distortions, an initial guess of the location of the ideal point calculated using the values of the 2D mesh parameters from expression 19.23 usually leads to convergence of the Newton method. However, in general, it is not always possible to avoid or reduce the deformation induced by the mapping and, therefore, an alternative method for handling such situations is required. ©1999 CRC Press LLC



FIGURE 19.10



The diagonal swapping procedure; (a) admissible, (b) inadmissible.



The approach adopted here is to improve upon this initial guess, if the nonlinear iteration fails to converge, by means of a “brute force” approach based on selective recursive subdivision. In the event of convergence failure of the Newton method, a conservative estimate of the maximum ratio between the length of a side in the parameter plane and their image on the surface is calculated first. This ratio is used to determine the size of a rectangular region in the parameter plane that is to be attached to the front side and will contain the location of the ideal point. The selection of the new initial guess for the Newton iteration is based on a quadtree recursive subdivision. The rectangular region is first divided into four rectangles that and the new guess for the position of the ideal point is the center of the rectangle that best approximates the requirements Eqs. 19.24 and 19.25. If the Newton iteration fails to converge, the previously chosen rectangle is further subdivided into four to produce a new initial guess for another iteration. The procedure is repeated until convergence of the Newton iteration is achieved.



19.4.8



Surface Grid Enhancement Techniques



The triangular grid generated on the face in the previous step may contain some badly distorted triangles, especially if the mapping-induced distortions are large. In order to enhance the quality of the generated grid, two post-processing are applied: diagonal swapping and grid smoothing. These procedures are local in nature and do not alter the total number of nodes and elements in the grid. A description of the implementation of these two methods follows. 19.4.8.1 Diagonal Swapping This procedure modifies the grid connectivity without altering the positions of the nodes. This process requires a loop over all the element sides, excluding those sides on the boundary. Following the notation of Figure 19.10, for each internal side AB common to two triangles ACB and ABD, one considers the possibility of swapping AB by CD, thus replacing the triangles ACB and ABD by the triangles ACD and BDC, as shown in Figure 19.10(a). This operation is admissible only if the region bound by the rectangle ACBD is convex. If it is not, the swapping procedure will result in an incompatible grid connectivity as depicted in Figure 19.10(b). When the alternative configuration is admissible, the swapping operation is performed if a user-defined quality criterion is better satisfied by the new configurations than by the existing one. In the present implementation, three grid quality criteria for swapping are used: optimal node connectivity, maximizing the minimum angle, and accurate representation of surface curvature. The optimal node connectivity is represented by the ideal number of sides joining at an internal node. This number is taken to be six for an internal node, which is the number of sides at a node for a grid of equilateral triangles. For a boundary node, the ideal number of connectivities depends on the boundary geometry. The difference between the actual and the ideal number of connectivities, the defect value, is computed for each of the four nodes in the current configuration. The swapping is performed if the new configuration reduces the sum of nodal defect values. The criteria of maximizing the minimum angle requires to perform an admissible swapping if the minimum of the angles between adjacent sides of the surface triangles in the new configuration is larger than that in the original configuration.’
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FIGURE 19.11



Accounting for surface curvature in the diagonal swapping procedure.



The final criterion is based on improving the representation of the curvature of the surface. Following the notation of Figure 19.11, A, B, C, and D are nodes of the triangular grid and are located on the surfaces S. O is the midpoint of side AB and P is the image of the midpoint of the side in the parameter plane. The length OP provides a measure of the accuracy of the approximation of the surface by triangles. In this case the surface will be better represented by using the triangles ACD and BDC. The swapping procedure aims at reducing the distance OP; here the swapping is performed only if the distance in the current configuration is three to four times larger than that of the new configuration. In practice, the strategy employed consists of performing two of three loops of side swapping according to the first two criteria and then it concludes with an optimal loop over the internal sides to improve on the representation of the surface curvature. 19.4.8.2 Grid Smoothing This method modifies the positions of the interior nodes without changing the connectivity of the grid. The element sides are considered as springs. The stiffness of a spring is assumed to be proportional to its length in 3D. The nodes are removed until the spring system is in equilibrium. The equilibrium positions are found by relaxation. Each step of this iterative procedure amounts to performing a loop over the interior nodes in which each node is move independently. In order to move a node I, only the sides that connect with the node are considered to be active springs, and the rest of the nodes J = 1, …, NI connected with I by active sides are taken to be fixed. Denoting the coordinates in the parameter plane by the vector u = (u1, u2), the node I is then moved to an equilibrium position uI which is the solution of N1



f (u I ) = ∑ ω IJ J =1



uJ − uI =0 uJ − uI



(19.29)



ω IJ represents the spring stiffness, which is taken to be proportional to the difference between the 3D length of the side and the length δ IJ along the side IJ as specified by the 3D grid control function, i.e.,



ω IJ (u I ) = rJ − r(u I ) − δ IJ



(19.30)



The new position of the node I is approximately calculated by using one step of a Newton method for the solution of Eq. 19.29 starting from an initial guess u0. Here u0 is taken to be the centroid of the surrounding nodes



u0 =



1 NI



NI



∑u



J



(19.31)



J =1



and the new position uJ is given by −1



 ∂f  u J = u0 −  ( u 0 ) f ( u 0 ) ∂ u  I  ©1999 CRC Press LLC



(19.32)



FIGURE 19.12



Mesh smoothing: The node I is moved to the equilibrium position I′ within the shaded area.



The procedure is repeated for all the interior nodes. Usually two to four loops over the nodes are performed to enhance the grid. This procedure works well if the region formed by the triangles surrounding the node is convex. If it is not, following the method suggested in [6], the motion of the point is restricted to the interior of a convex region, represented by the shaded area in Figure 19.12. This area is defined by a new set of vertices PIJ, on the sides IJ surrounding point I, which are obtained as follows. The coordinates of a point along the side IJ can be expressed as



u = u I + λ (u J − u I ) with



0 ≤ λ ≤1



(19.33)



The intersection between the straight lines along the sides IJ and KL will correspond to a value λ = λ K in Eq. 19.33 with



λK = −



uI ⋅ uK



(u J − u I ) ⋅ n K



0 ≤ λK ≤ 1



with



(19.34)



where nK denotes the normal to side KL. Finally, the position of the vertex PIJ is represented by λ P given by



(



λ P = min λ1 ,..., λ N I



)



(1935)



When the region defined by the triangular elements surrounding node I is nonconvex, the vertices PIJ determined in this fashion are used instead of the original nodes J = 1, …, NI in the smoothing procedure previously described. The combined application of these two post-processing techniques is found to be very effective in improving the smoothness and regularity of the triangular grid generated on the surface.



19.5 Orientation of the Assembled Surface Following arguments similar to those presented in Section 19.4.5, by assuming that the 3D computational domain is connected, the faces forming its boundary can be automatically oriented. Here the discretized faces generated in the previous step of the generation procedure can be joined together to form closed surfaces by using the available information on the common edges. Since these surfaces are assumed to be connected, an edge is always common to two faces. This also permits to assign a consistent orientation to the set of faces forming the closed surface. This orientation is given by the direction of its normal. Using the Gauss’ Theorem, the volume of the region interior to a closed surface S can be expressed as the absolute value of the surface integral



V=
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1 r ⋅ ndS 3 ∫s



(19.36)



where r is the position of a point on the surface and n denotes the unit normal to the surface. The sign of V characterizes the orientation of the surface, i.e., a positive value of V indicates that the adopted normal n is the outer normal. The integral 19.36 can be computed numerically given a triangulation of the face. The closed surface that gives the maximum volume in absolute value is taken to be the outer boundary and is assigned an orientation compatible with a positive value of V according to Eq. 19.36. The other surfaces, if any, are assigned an orientation such that the value of V is negative. The imposition of the (not very severe) restriction that the computational domain and the boundary faces forming its boundary should be connected provides a simple method for their automatic orientation. This greatly reduces the amount of information about the topology of the computational domain that the user has to provide to the grid generation code.



Further Information A presentation of the discretization of surfaces using the advancing front directly on the surface and a discussion of the problems associated with verifying the validity of a new element directly in 3D space by means of an auxiliary projection for triangular and quadrilateral grids are given in [8] and [3], respectively. An alternative method for the discretization of curves in which the grid control function defines a variable metric tensor M along the curve is presented in [7]. Using the notation employed in this chapter, the metric tensor can be written as M = Tt T, where T is given by Eq.19.5. A discussion of the generation of grids on surfaces that are piecewise continuous approximations of discrete data and hence are not defined via a single mapping from a parameter plane is given in [8]. Surface grid generation in the parameter plane using the Delaunay approach requires the introduction of a modified circumcircle criterion or the use of an auxiliary transformation to account for grid stretching. Examples of such approaches have been proposed in [9, 1].
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