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Chapter 12 RECENT RESULTS FOR LINEAR TIME SERIES MODELS WITH NON INDEPENDENT INNOVATIONS Christian Francq Jean-Michel Zako¨ıan Abstract



1.



In this paper, we provide a review of some recent results for ARMA models with uncorrelated but non independent errors. The standard so-called Box-Jenkins methodology rests on the errors independence. When the errors are suspected to be non independent, which is often the case in real situations, this methodology needs to be adapted. We study in detail the main steps of this methodology in the above-mentioned framework.



Introduction



Among the great diversity of stochastic models for time series, it is customary to make a sharp distinction between linear and non-linear models. It is often argued that linear ARMA models do not allow to deal with data which exhibit nonlinearity features. This is true if, as is usually done, strong assumptions are made on the noise governing the ARMA equation. There are numerous data sets from the ﬁelds of biology, economics and ﬁnance, which appear to be hardly compatible with these so-called strong ARMA models (see Tong (1982) for examples). When these assumptions are weakened, it can be shown that many non linear processes admit a ﬁnite order ARMA representation. A striking feature of the ARMA class is that it is suﬃciently ﬂexible and rich enough to accommodate a variety of non-linear models. In fact, these two classes of processes, linear and non-linear, are not incompatible and can even be complementary. A key question, of course, is how to ﬁt linear ARMA models to data which exhibit non-linear behaviours. The validity of the diﬀerent steps
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of the traditional methodology of Box and Jenkins, identiﬁcation, estimation and validation, crucially depends on the noise properties. If the noise is not independent, most of the tools (such as parameters conﬁdence intervals, autocorrelation signiﬁcance limits, portmanteau tests for white noise, and goodness-of-ﬁt statistics) provided by standard softwares relying on the Box-Jenkins methodology can be quite misleading, as will be seen below. The consequences in terms of order selection, model validation, prediction, can be dramatic. It is therefore of great importance to develop tests and methods allowing to work with a broad class of ARMA models. Section 2 of this paper deals with some preliminary deﬁnitions and interpretations. Examples of nonlinear processes admitting a linear representation are given in Section 3. Section 4 describes the asymptotic behaviour of the empirical autocovariances of a large class of stationary processes. We show how these results can be used for identifying the ARMA orders. In Section 5 we consider the estimation of the ARMA coeﬃcients based on a least-squares criterion, with emphasis on the limiting behaviour of the estimators under mild dependence assumptions. In Section 6 we consider goodness-of-ﬁt tests. Section 7 concludes. All proofs are collected in an appendix. The main goal of this paper is to provide a review of recent results for ARMA models with uncorrelated but non independent errors. This paper also contains new results.



2.



Basic deﬁnitions



In this paper, a second-order stationary real process X = (Xt )t∈Z , is said to admit an ARMA(p, q) representation, where p and q are integers, if for some constants a1 , . . . , ap , b1 , . . . , bq , ∀t ∈ Z,



Xt −



p  i=1



ai Xt−i = t −



q 



bj t−j ,



(12.1)



j=1



where  = (t ) is a white noise, that is, a sequence of centered uncorrelated variables, with common variance σ 2 . It is convenient to write )p (12.1)i operator, φ(z) = 1 − as φ(L)Xt = ψ(L)t , where L is the lag i=1 ai z )q j is the AR polynomial and ψ(z) = 1 − j=1 bj z is the MA polynomial. Diﬀerent sub-classes of ARMA models can be distinguished depending on the noise assumptions. If in (12.1),  is a strong white noise, that is a sequence of independent and identically distributed (iid) variables, then it is customary to call X a strong ARMA(p, q), and we will do this henceforth. If  is a martingale diﬀerence (m.d.), that is a sequence such that E(t |t−1 , t−2 , . . .) = 0, then X is called a semi-strong ARMA(p, q).
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If no additional assumption is made on , that is if  is only a weak white noise (not necessarily iid, nor a m.d.), X is called a weak ARMA(p, q). It is clear from these deﬁnitions that the following inclusions hold: {strong ARMA} ⊂ {semi-strong ARMA} ⊂ {weak ARMA}. It is often necessary to constrain the roots of the AR and MA polynomials. The following assumption is standard: φ(z)ψ(z) = 0 ⇒ |z| > 1.



(12.2)



Under (12.2): (i) a solution Xt of (12.1) is obtained as a linear combination of t , t−1 , . . . (this solution is called non anticipative or causal), and (ii) t can be written as a linear combination of Xt , Xt−1 , . . . (equation (12.1) is said to be invertible). Moreover, it can be shown that if X satisﬁes (12.1) with φ(z)ψ(z) = 0 ⇒ |z| = 1, then there exist a weak white noise ∗ , and some polynomials φ∗ and ψ ∗ , with no root inside the unit disk, such that φ∗ (B)Xt = ψ ∗ (B)∗t . Therefore, (12.2) is not restrictive for weak ARMA models whose AR and MA polynomials have no root on the unit circle. The next example shows that this property does not hold for strong ARMA models.



Example 12.1 (Non causal strong AR(1)) Let the AR(1) model Xt = aXt−1 + ηt ,



ηt iid (0, σ 2 )



where |a| > 1. This has a stationary yet anticipative solution, of )equation −i η a , from which the autocovariance function the form Xt = − ∞ t+i i=1 2 of (Xt ) is easily obtained as γX (h) := Cov(Xt , Xt+h ) = aσ|h| a21−1 . Now let ∗t = Xt − (1/a)Xt−1 . Then E∗t = 0, Var(∗t ) = σ 2 /a2 , and it is straightforward to show that (∗t ) is uncorrelated. Therefore X admits the causal AR(1) representation Xt = (1/a)Xt−1 + ∗t . This AR(1) is not 2 = strong in general because, for example, it can be seen that E∗t Xt−1 3 2 2 3 ∗ Eηt /{a (1 + a + a )}. Thus when Eηt = 0,  is not even a m.d. The diﬀerent assumptions on the noise have, of course, diﬀerent consequences in terms of prediction. Assume that (12.2) holds. When the ARMA is semi-strong the optimal predictor is linear: that is, the best predictor of Xt in the mean-square sense is a linear function of its past values, and it can be obtained by inverting the MA polynomial. When the ARMA is weak, the same predictor is optimal among the linear functions of the past, and it is called optimal linear predictor, but not necessarily among all functions of the past. The generality of the weak ARMA class can be assessed through the so-called Wold decomposition. Wold (1938) has shown that any purely
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non deterministic, second-order stationary process admits an inﬁnite MA representation of the form Xt = t +



∞ 



ci t−i ,



(12.3)



i=1



) process of X and i c2i < ∞. Deﬁning where (t ) is the linear innovation) the MA(q) process Xt (q) = t + qi=1 ci t−i , it is straightforward that  Xt (q) − Xt 22 = E2t c2i → 0, when q → ∞. i>q



Therefore any purely non deterministic, second-order stationary process is the limit, in the mean-square sense, of weak ﬁnite-order ARMA processes. The principal conclusion of this section is that the linear model (12.3), which consists of the ARMA models and their limits, is very general under the noise uncorrelatedness, but can be restrictive if stronger assumptions are made.



3.



Examples of exact weak ARMA representations



Many nonlinear processes admit ARMA representations. Examples of bilinear processes, Markov switching processes, threshold processes, deterministic processes, processes obtained by temporal aggregation of a strong ARMA, or by linear combination of independent ARMA processes can be found in Francq and Zako¨ıan (1998a, 2000). In this section, we will show that the powers of a GARCH(1,1) process (t ) admit an ARMA representation. Consider the GARCH(1,1) model  √ ht ηt t = (12.4) 2 ht = ω + α2t−1 + βσt−1 where α and β are nonnegative constants, ω is a positive constant, (ηt ) is a strong white noise with unit variance. Under the constraint α + β < 1, there exists a strictly stationary solution (t ), nonanticipative (i.e. such that t is a function of the ηt−i with i ≥ 0), and with a second order moment. This solution is clearly a semi-strong white noise. Since E(t |t−1 , t−2 , . . .) = ht , the innovation process of 2t is deﬁned by νt = 2t − ht . The second equation in (12.4) can be written as 2t = ω + (α + β)2t−1 + νt − βνt−1 .



(12.5)
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This equation shows that, provided E(4t ) < ∞, the process (2t ) admits an ARMA(1,1) representation. This representation is semi-strong because E(νt |t−1 , t−2 , . . .) = 0. The next theorem generalizes this wellknown result.



Theorem 12.1 Suppose that (t ) is strictly stationary nonanticipative < ∞, where m is an integer. Then solution of Model (12.4) with E4m t ) admits a weak ARMA(m, m) representation. (2m t Remark 12.1 A similar theorem was proved in the framework of Markov-switching GARCH(p, q) models by Francq and Zako¨ıan (2003). This class encompasses the standard GARCH model so the theorem of the present paper can be seen as a corollary of a more general theorem. However, the result was obtained for the general class with a more complex proof requiring vector representations. The proof presented in the appendix gives an alternative (simpler) way to show the existence of the ARMA representations in the GARCH(1,1) case. Remark 12.2 As can be seen in the appendix, the ARMA coeﬃcients can be derived from the coeﬃcients of model (12.4) and from moments of ηt . Remark 12.3 Contrary to the representation (12.5), the ARMA representations for m > 1 are not semi-strong in general. The noises involved in these representations are not m.d.’s. This can be seen from tedious computations involving numerical calculations.



4.



Sample ACVF and related statistics



In time series analysis, the autocovariance function (ACVF) is an important tool because it provides the whole linear structure of the series. More precisely, it is easy to compute the ACVF from the Wold representation of a regular stationary process. Conversely, the knowledge of the ACVF is suﬃcient to determine the ARMA representation (when existing). Consider observations X1 , . . . , Xn of a centered second-order stationary process. The sample ACVF and autocorrelation function (ACF) are deﬁned, respectively, by n−h 1 Xt Xt+h , γˆ (h) = γˆ (−h) = n t=1



ρˆ(h) =



γˆ (h) , γˆ (0)



0 ≤ h < n.



We know that for strictly stationary ergodic processes, γˆ (h) and ρˆ(h) are strongly consistent estimators of the theoretical autocovariance γ(h)
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and the theoretical autocorrelation ρ(h). For 0 ≤ m < n, let γˆ0:m := {ˆ γ (0), γˆ (1), . . . , γˆ (m)} and γ0:m := {γ(0), γ(1), . . . , γ(m)} . Similarly, denote by ρˆ1:m and ρ1:m the vectors of the ﬁrst m sample autocorrelations and theoretical autocorrelations.



4.1



Asymptotic behaviour of the sample ACVF



Extending the concept of second-order stationarity, a real-valued process (Xt ) is said to be stationary up to the order k if E|Xt |k < ∞ for all t, and EXt1 Xt2 . . . Xtk = EXt1 +h Xt2 +h . . . Xtk +h for all k ∈ {1, 2, . . . , m} all h, t1 , . . . , tk ∈ Z.



Theorem 12.2 If (Xt ) is centered and stationary up to the order 4, and if +∞  |σh,k ()| < ∞, for all k, h ∈ {0, 1 . . . , m} =−∞



where σh,k () = Cov (Xt Xt+h , Xt+ Xt++k ), then  +∞   lim nVar (ˆ γ0:m ) = Σγˆ0:m , where Σγˆ0:m = σh,k () n→∞



=−∞



.



0≤h,k≤m



) Remark 12.4 We have Σγˆ0:m = +∞ =−∞ Cov(Υt , Υt+ ) where Υt := Xt (Xt , Xt+1 , . . . , Xt+m ) . Thus (2π)−1 Σγˆ0:m can be interpreted as the spectral density of (Υt ) at the zero frequency. To show the asymptotic normality of the sample ACV’s, additional moment conditions and weak dependence conditions are needed. Denote by (αX (k))k∈N ∗ the sequence of strong mixing coeﬃcients of any process (Xt )t∈Z . Romano and Thombs (1996) showed that under the assumption )∞ ν/(2+ν) < ∞ A1: supt E|Xt |4+2ν < ∞ and k=0 {αX (k)} √ for some ν > 0, n (ˆ γ0:m − γ0:m ) is asymptotically normal with mean 0 and variance Σγˆ0:m . The mixing condition in A1 is valid for large classes of processes (see Pham (1986), Carrasco and Chen (2002)) for which the (stronger) condition of β-mixing with exponential decay can be shown. If the mixing coeﬃcients tend to zero at an exponential rate, ν can be chosen arbitrarily small. The moment condition is mild since EXt4 < ∞ is required for the existence of Σγˆ0:m . Romano and Thombs (1996) proposed resampling methods to obtain conﬁdence intervals and to perform tests on the ACVF and ACF. Berlinet and Francq (1997, 1999) employed HAC type estimators to estimate Σγˆ0:m (see e.g. Andrews (1991) for details about HAC estimators). In view of Remark 12.4, alternative
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estimators of Σγˆ0:m can be obtained by smoothing the periodogram of Υt at the zero frequency (see e.g. Brockwell and Davis, 1991, Sections 10.4 and 11.7) or by using an AR spectral density estimator (see e.g. Brockwell and Davis, 1991, Section 10.6, and Berk, 1974). In this paper we use the AR spectral density estimator, studied in Francq, Roy and Zako¨ıan (2003), and deﬁned by ˆ r Aˆr (1)−1 , ˆ γˆ = Aˆr (1)−1 Σ Σ 0:m



(12.6)



ˆ r denote the ﬁtted AR polynomial and the variance where Aˆr (·) and Σ of the residuals in the multivariate regression of Υt on Υt−1 , . . . , Υt−r , for t = r + 1, . . . , n − m. The AR polynomial is ﬁtted using the DurbinLevinson algorithm. The order r is selected minimizing the BIC information criteria. Using the delta method, it is easy to obtain the asymptotic distribution of diﬀerentiable functions of γˆ0:m . In particular, we have √  n (ˆ ρ1:m − ρ1:m ) ⇒ N (0, Σρˆ1:m ) , Σρˆ1:m = Jm Σγˆ0:m Jm (12.7)  . For strong ARMA processes, Matrix Σ and Jm = ∂ρ1:m /∂γ0:m ρˆ1:m is given by the so-called Bartlett’s formula, which involves the theoretical autocorrelation function ρ(·) only. In particular, for an iid sequence, ρˆ(1), . . . , ρˆ(h) are approximately independent and N (0, n−1 ) distributed, for large n. This can be used to detect√whether a given series is an iid ρ(h) is asymptotically normal sequence or not. For a strong ) MA(q), nˆ with mean 0 and variance qk=−q ρ2 (k), for any h > q. Replacing ρ(k) by ρˆ(k), this can be used to select the order of a strong MA. Unfortunately, in the case of weak MA or ARMA models, Σρˆ1:m is much more complicated, and involves not only ρ(·), but also fourth order cumulants.



4.2



Misuse of the Bartlett formula



The usual text book formula for Σρˆ1:m , the above-mentioned Bartlett’s formula, is based on strong assumptions (see M´elard and Roy, 1987, M´elard, Paesmans and Roy, 1991, and Roy,1989). In particular, the Bartlett formula is not valid when the linear innovations are not iid. It can be shown that the value given by the Bartlett formula can deviate markedly from the true value of Σρˆ0:m . As can be seen in the following example, this result is essential in the identiﬁcation stage of the BoxJenkins methodology.



Example 12.2 Figure 12.1 displays the sample ACF of a simulation of length 5000 of the GARCH(1,1) model (12.4) where (ηt ) is i.i.d N (0, 1),
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ω = 1, α = 0.3 and β = 0.55. The solution of (12.4) is a white noise with fourth-order moments, but the t ’s are not independent (the 2t ’s are correlated). The Bartlett formula applied to a strong white noise gives Σρˆ1:m = Im . We deduce that, asymptotically, the sample auto√ correlations of a strong white noise are between the bounds ±1.96/ n with probability 0.95. The usual procedure consists in rejecting the white noise assumption and ﬁtting a more complex ARMA model√when numerous sample autocorrelations lie outside the bounds ±1.96/ n (or when one sample autocorrelation is quite outside the bounds). This procedure is absolutely valid for testing the independence assumption, but may lead to incorrect conclusions when applied for testing the weak white noise assumption. In the left graph of Figure 12.1, it can be seen√that numerous sample autocorrelations lie outside the bounds ±1.96/ n. The √ sample autocorrelations at lag 2 and 3 are much less that −1.96/ n. This leads us to reject the strong white noise assumption. However, this does not mean that the weak white noise must be rejected, i.e. that some sample autocorrelations are signiﬁcant. Actually, all the sample autocorrelations are inside the true signiﬁcance limits (in thick dotted lines). The true 5% signiﬁcance limits for the sample ACF are of course unknown in practice. In the right graph of Figure 12.1, an estimate (based on the AR spectral density estimator of Σρˆ1:m described in Section 4.1) of these signiﬁcance limits is plotted. From the right graph, there is no evidence against the weak white noise assumption (but from the left graph the strong white noise model is rejected). We draw the conclude that, to detect weak ARMA models, it is important to use more robust estimators of Σρˆ1:m than those given by the Bartlett formula. ρˆ(h)
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Figure 12.1. Sample ACF of a simulation of length n = 5000 of the weak (semi√ strong) white noise (12.4). In the left graph, the horizontal dotted lines ±1.96/ n correspond to the asymptotic 5% signiﬁcance limits for the sample autocorrelations of a strong white noise. The thick dotted lines about zero represent the asymptotic 5% signiﬁcance limits for the sample autocorrelations of t . In the right graph, the thick dotted lines about zero represent an estimate of the 5% signiﬁcance limits for the sample autocorrelations of t .
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4.3
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Behaviour of the sample partial autocorrelations



The partial autocovariance function (PACF), denoted by r(·), is a very convenient tool to detect AR(p) processes. Since r(h) is a diﬀerentiable function of ρ(1), ρ(2), . . . , ρ(h), the asymptotic behaviour of the sample PACF rˆ(·) is given by a formula similar to (12.7). √ r(h) is asymptotically It is known that, for strong AR(p) processes, nˆ N (0, 1) distributed, for each h > p. This is very convenient to detect the order of strong AR processes. Of course, the limiting distribution is no more N (0, 1) for weak AR models. The following result shows that a comparison between the sample ACF and sample PACF can be useful to detect a weak white noise.



Theorem 12.3 If (Xt ) is a stationary weak white noise satisfying A1, then (12.8) ρˆ(h) − rˆ(h) = OP (n−1 ). Remark 12.5 This result indicates that, for a weak white noise, the sample ACF and sample PACF should be very close. To our knowledge, however, no formal test based on this principle exists. Theorem 12.3 also √ for a weak √ white noise, the asymptotic distributions of √ entails that, nˆ ρ1:m and nˆ r1:m := n {ˆ r(1), . . . , rˆ(m)} are the same.



4.4



Portmanteau tests for weak white noise assumption



It is possible to test the assumption H0 : ρ(1) = · · · = ρ(m) = 0 by a so-called portmanteau test. The initial version of the test is based on the ) 2 (h). Under the assumpρ ˆ Box and Pierce (1970) statistic Qm = n m h=1  we know from the Bartlett fortion H0 that (Xt ) is a strong white noise, √ ρ1:m is N (0, Im ). Therefore mula that the asymptotic distribution of nˆ 2 the asymptotic distribution of Qm is χm under H0 . The standard test procedure consists in rejecting the null hypothesis H0 if Qm > χ2m (1−α), where χ2m (1 − α) denotes the (1 − α)-quantile of a χ2 distribution with m degrees of freedom. Ljung and Box (1978) argued that, in the case of a Gaussian white noise, the ﬁnite sample distribution of the test statistic is more accurately approximated by a χ2m when Qm is replaced by ˜ m = n(n + 2) )m ρˆ2 (h) . Nowadays, all the time series packages inQ h=1 n−h corporate the Ljung-Box version of the portmanteau test. ˜ m) It is easy to see that the asymptotic distribution of Qm (and Q 2  can be very diﬀerent from the χm when H0 is satisﬁed, but H0 is not (see Lobato (2001) and Francq, Roy and Zako¨ıan (2003)). Therefore the standard portmanteau test is rather an independence test than an
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uncorrelatedness test. Thus, when the standard portmanteau test leads to the rejection, i.e. Qm > χ2m (1 − α), the practitioner does not know whether (i) H0 is actually false, or (ii) H0 is true but H0 is false. The problem can be solved by using the estimators of Σγˆ0:m mentioned in Section 4.1.



Theorem 12.4 Let (Xt ) be a stationary process and let Υt := (Xt2 , Xt Xt+1 , . . . , Xt Xt+m ). Assume that Var(Υt ) is non-singular. ˆ ρˆ If (Xt ) is a weak white noise satisfying A1 and if Σ 1:m is a weakly consistent estimator of Σρˆ1:m , then the limit law of the statistics ˆ −1 ρˆ1:m Qρm = nˆ ρ1:m Σ ρˆ1:m



and



 ˆ −1 rˆ1:m Qrm = nˆ r1:m Σ ρˆ1:m



(12.9)



is the χ2m distribution.



Remark 12.6 Replacing Qm by Qρm in the standard portmanteau test for strong white noise, we obtain a portmanteau test for weak white noise. Another portmanteau test for weak white noise, based on the sample PACF, is obtained when the statistic Qrm is used. Monte Carlo experiments reveal that the portmanteau test based on the sample PACF may be more powerful than that based on the sample ACF. Intuitively, this is the case for alternatives such that the magnitude of the PACF is larger than that of the ACF (in particular, for MA models). Example 12.3 (Example 12.2 continued) The sample PACF is displayed in Figure 12.2. It is seen that this PACF is very close to the sample ACF displayed in the right graph of Figure 12.1. This is not surprising in view of Theorem 12.3. The results of the standard portmanteau tests are not presented but lead to reject the strong white noise assumption ˜ m ) are less than 0.001 for m > 1). Fig(P (χ2m > Qm ) and P (χ2m > Q ure 12.3 show that the weak white noise assumption is not rejected by the portmanteau tests based on the statistic Qρm (the portmanteau tests based on the PACF lead to similar results).



4.5



Application to the identiﬁcation stage



To detect the order of a MA, a common practice is to draw the sample ACF, as in Figure 12.1. If for some not too large integer q0 , almost all the 8) 91/2 j=h−1 2 (j) ρˆ(h) such that h > q0 are inside the bounds ±1.96n−1/2 ρ ˆ , j=−h+1 practitioners consider that a MA(q0 ) is a reasonable model. Although meaningful for detecting the order of a strong MA process, this procedure is not valid for identifying weak MA models. Indeed, we have seen that the bounds given by the Bartlett formula are not correct in
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Figure 12.2. As for the right graph in Figure 12.1, but for the Sample PACF.



1 0.2 0.696 7 7 11.5 0.120



2 3.3 0.197 8 8 11.5 0.176



3 6.2 0.101 9 9 14.3 0.113



4 8.3 0.081 10 10 15.2 0.123



Figure 12.3. Portmanteau tests of the weak white noise assumption (based on (12.9)) for a simulation of length n = 5000 of Model (12.4).



this framework. A procedure which remains valid for weak models, is )j=h−1 2 ˆ (j) by the h-th diagonal term of the obtain by replacing j=−h+1 ρ ˆ matrix Σρˆ1:m given in (12.7) and (12.6). With this modiﬁcation, the identiﬁcation of (weak) MA models can be done in the usual way. Similarly, the asymptotic distribution of rˆ1:m , given in Section 4.3 can be used to detect the order of an AR model. For mixed ARMA processes, diﬀerent statistics have been introduced in the literature (e.g. the corner method (B´eguin, Gouri´eroux and Monfort, 1980), the epsilon algorithm (Berlinet, 1984), Glasbey’s generalized autocorrelations (1982)). Initially the methods based on these statistics were developed for strong ARMA models, using the conventional Bartlett formula. Without any modiﬁcation, their application to weak ARMA models can misguide the analyst and result in an inappropriate model being selected. However, all the above-mentioned statistics are diﬀerentiable functions of ρˆ1:m . Thus their asymptotic distributions can be derived from (12.7). Using this correction, these methods remain valid for selecting weak ARMA models. Other popular approaches for identifying the ARMA orders are founded on information criteria such as AIC and BIC. It was shown in Francq and Zako¨ıan (1998b) that, asymptotically, the orders are not underestimated when these criteria are applied to weak ARMA models. The consistency of the BIC criterion is an open issue in the weak ARMA framework.



5.



Estimation



Following the seminal papers by Mann and Wald (1943) and Walker (1964), numerous works have been devoted to the estimation of ARMA models. Hannan (1973) showed the strong consistency of several estimators, under the ergodicity assumption for the observed process, and the asymptotic normality under the m.d. assumption for the noise. Dun-
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smuir and Hannan (1976) and Rissanen and Caines (1979) extended these results to multivariate processes. Tiao and Tsay (1983) considered a nonstationary case with an iid noise. Mikosch, Gadrich, Kl¨ uppelberg and Adler (1995) considered ARMA with inﬁnite variance and iid noise. Kokoszka and Taqqu (1996) considered fractional ARIMA with inﬁnite variance and iid noise. Following Dickey and Fuller (1979), the estimation of ARMA models with unit roots have been extensively investigated. All these authors assumed (at least for the asymptotic normality) that the linear innovations constitute a m.d. This assumption is not satisﬁed for ARMA representations of non linear processes. We will investigate the asymptotic behaviour of the ordinary least squares (OLS) estimator when the linear innovation process is not a m.d. Alternative estimators, such as those obtained from the generalized method of moments (see Hansen (1982), have been proposed (see Broze, Francq and Zako¨ıan (2002)). Denote by θ0 = (a1 , . . . , ap , b1 , . . . , bq ) the true value of the unknown parameter.



5.1



Consistency



The assumptions are the following. A2: X is strictly stationary and ergodic. A3: The polynomials φ(z) = 1 − a1 z + . . . − ap z p and ψ(z) = 1 − b1 z + . . . − bq z q have all their zeros outside the unit disk and have no zero in common. A4: p + q > 0 and a2p + b2q = 0 (by convention a0 = b0 = 1). A5: σ 2 > 0. A6: θ0 ∈ Θ∗ where Θ∗ is a compact subspace of the parameter space  Θ := θ = (θ1 , . . . , θp+q ) ∈ Rp+q : φθ (z) = 1 − θ1 z − · · · − θp z p and ψθ (z) = 1 − θp+1 z − · · · − θp+q z q have all their zeros outside the unit disk} . Note that A2 is equivalent to A2’:  is strictly stationary and ergodic. For all θ ∈ Θ, let t (θ) = ψθ−1 (B)φθ (B)Xt = Xt +



∞  i=1



ci (θ)Xt−i .
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Given a realization of length n, X1 , X2 , . . . , Xn , t (θ) can be approximated, for 0 < t ≤ n, by et (θ) deﬁned recursively by et (θ) = Xt −



p 



θi Xt−i +



i=1



q 



θp+i et−i (θ)



(12.10)



i=1



where the unknown starting values are set to zero: e0 (θ) = e−1 (θ) = . . . = e−q+1 (θ) = X0 = X−1 = . . . = X−p+1 = 0. The random variable θˆn is called least squares (LS) estimator if it satisﬁes, almost surely, 1 2 et (θ). n n



Qn (θˆn ) = min∗ Qn (θ),



Qn (θ) =



θ∈Θ



(12.11)



t=1



Hannan (1973) showed the following result using the spectral analysis. The proof we give in the appendix is quite diﬀerent.



Theorem 12.5 Under Assumptions A2-A6, θˆn −→ θ0 almost surely as n → ∞.



5.2



Asymptotic normality



The asymptotic normality is established in Francq and Zako¨ıan (1998a), using the additional assumptions A1 and A6 : θ belongs to the interior of Θ∗ . Assumption A1 can be replaced by ν ) 2+ν < ∞ for some ν > 0. A1’ : E|t |4+2ν < ∞ and ∞ k=0 [α (k)] Note that Assumptions A1 and A1’ are not equivalent.



Theorem 12.6 Under Assumption A1 or A1’ and Assumptions A2A6,  √  d (12.12) n θˆn − θ0 ; N (0, J −1 IJ −1 ) as n → ∞, where I = I(θ0 ), J = J(θ0 ),   √ ∂ 1 n Qn (θ) , I(θ) = lim var 4 n→∞ ∂θ



J(θ) =



1 ∂2 lim Qn (θ) 2 n→∞ ∂θ∂θ



a.s.



Remark 12.7 Matrices I and J can be computed explicitly. Indeed, from (12.1) we have −Xt−i = ψ(B)



∂ t ∂θi



and



0 = −t−j + ψ(B)



∂ t ∂θp+j
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for i = 1, . . . , p and j = 1, . . . , q. Thus ∂t /∂θ = (ut−1 , . . . , ut−p , vt−1 , . . . , vt−q ) where ut = −φ−1 (B)t := −



∞ 



φ∗i t−i



and vt = ψ −1 (B)t :=



i=0



Hence J



∞ 



ψi∗ t−i .



i=0



 ∂ t = Var (ut−1 , . . . , ut−p , vt−1 , . . . , vt−q ) = Var ∂θ θ=θ0 ∞  = Var t−i λi = σ 2 Λ∞ Λ∞ 



i=1



and I =



=



+∞  h=−∞ ∞ 



  ∂ ∂ Cov t t , t+h t+h ∂θ ∂θ



λi



i,j=1



+∞ 



 Cov (t t−i , t+h t+h−j ) λj = Λ∞ Σγˆ1:∞ Λ∞



h=−∞



 where, for m = 1, 2, . . . , ∞, the matrix Σγˆ1:m is the asymptotic variance √  of n {ˆ γ (1), . . . , γˆ (m)} , and ⎛ ⎞ −φ∗m−1 −1 −φ∗1 · · · .. ⎟ ⎜ −1 . ⎟ ⎜0 ⎜ . ⎟ ⎜ . ⎟ ⎜ . ⎟ ⎜ ⎟ −1 −φ∗1 · · · −φ∗m−p ⎟ ⎜0 Λm = (λ1 λ2 · · · λm ) = ⎜ ⎟. ∗ ψ1∗ · · · ψm−1 ⎜1 ⎟ ⎜ ⎟ . ⎜0 .. ⎟ 1 ⎜ ⎟ ⎜ . ⎟ ⎝ .. ⎠ ∗ ∗ 0 1 ψ1 · · · ψm−q (12.13)



5.3



Asymptotic accuracy of LSE for weak and strong ARMA



In the strong ARMA case, we have     ∂ 2 ∂ 1 t (θ0 ) = var t t (θ0 ) = σ 2 J. I = var 4 ∂θ ∂θ
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The asymptotic covariance matrix of the LSE is then S = σ 2 J −1 . In the weak ARMA case, the true asymptotic variance Σ can be very diﬀerent from S (see Example 12.4 below) For the statistical inference on the parameter, in particular the Student’s t signiﬁcant test, the standard time series analysis softwares use empirical estimators of S. Under ergodicity and moment assumptions, these estimators converges to S, but, in general, they do not converge to the true asymptotic variance Σ. This can of course be a serious cause of mistake in model selection. Francq and Zako¨ıan (2000) have proposed an estimator of Σ which is consistent for both weak and strong ARMA cases.



Example 12.4 (Example 12.3 continued) Consider the AR(1) model by the Xt − aXt−1 = t where t is the weak white noise deﬁned ) GARCH(1,1) equation (12.4). The LSE of a is simply a ˆ = nt=2 Xt Xt−1 / )n 2 1/2 (ˆ a − a) converges in t=2 Xt−1 . From Theorem 12.6 we know that n law to the N (0, Σ) distribution, where Σ depends on a, ω, α and β. It is also well known that, when (t ) is a strong white noise (i.e. when a − a) converges in law to the N (0, S) distribution, α = β = 0), n1/2 (ˆ where S = 1 − a2 . Figure 12.4 displays the ratio Σ/S for several values of a, α and β. It can be seen that Σ and S can be very diﬀerent. Σ/S
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Figure 12.4. Comparison of the true asymptotic covariance Σ and S = 1 − a2 for the LS estimator of a in the model Xt = aXt−1 + t , where ( t ) follows the GARCH(1,1) equation (12.4).



6.



Validation



The goodness of ﬁt of a given ARMA(p, q) model is often judged by studying the residuals ˆ = (ˆ t ). If the model is appropriate, then the residual autocorrelations should not be too large. Box and Pierce (1970) gave the asymptotic distribution of the residual autocorrelations of strong ARMA models. Recently, Francq, Roy and Zako¨ıan (2003) ˆ considered the weak ARMA case. We summarize their results. Let ρˆ1:m be the vector of the ﬁrst m residual autocorrelations.
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We use the notations of Remark 12.7 and the additional notation       Σγˆ = lim nCov {ˆ γ (1), . . . , γ ˆ (m)} , γ ˆ (1), . . . , γ ˆ (m ) .      1:m×1:m



n→∞



Under the assumptions of Theorem 12.6, it can be shown that N (0, Σρˆˆ ), where



√



d



ˆ nˆ ρ1:m ;



1:m



  = σ −4 Σγˆ1:m + Λm J −1 IJ −1 Λm − σ −2 Λm J −1 Λ∞ Σγˆ1:∞×1:m



Σρˆˆ



1:m



 −σ −2 Σγˆ1:m×1:∞ Λ∞ J −1 Λm .



(12.14)



 Note that in the strong ARMA case, Σγˆ1:m = σ 4 Im and



Σρˆˆ



1:m



= Im − Λm {Λ∞ Λ∞ }−1 Λm  Im − Λm {Λm Λm }−1 Λm



is close to a projection matrix with m − (p + q) eigenvalues equal to 1, and (p + q) eigenvalues equal to 0, and we retrieve the result given in Box and Pierce (1970). Matrices Λm only depend on the ARMA  parameters and can be estimated by a plug-in approach. Matrices Σγˆ1:m can be estimated by the methods described in Section 4.1. This leads to a consistent estimator of Σρˆˆ , which provides estimated signiﬁcance 1:m limits for the sample autocorrelations. This can be used in a graph, similar to that of the right panel of Figure 12.1, to judged whether the selected weak ARMA(p, q) model is adequate or not. Other very popular diagnostic checking tools are the portmanteau ) ˆ2ˆ (i) tests based on the residual autocorrelations. Let Qρmˆ := n m i=1 ρ be the Box-Pierce portmanteau statistic based on the ﬁrst m sample autocorrelations. The portmanteau statistic for residuals is not deﬁned as in (12.9), because Σρˆˆ can be singular. From (12.13), it is easy to 1:m see that the statistics Qρmˆ converges in distribution, as n → ∞, to Zm (ξm ) :=



m 



ξi,m Zi2



(12.15)



i=1



where ξm = (ξ1,m , . . . , ξm,m ) is the eigenvalues vector of Σρˆˆ , and 1:m Z1 , . . . , Zm are independent N (0, 1) variables. The distribution of the quadratic form Zm (ξm ) can be computed using the algorithm by Imhof (1961).



Example 12.5 (Example 12.4 continued) We simulated a realization of length n = 5000 of the AR(1) model Xt − aXt−1 = t with a = 0.5 and where (t ) satisﬁes the GARCH(1,1) equation (12.4). The LS estimate of a is a ˆ = 0.483. Figure 12.5 displays the sample autocorrelations,
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ρˆˆ(h), h = 1, . . . , 12, of the residuals ˆt = Xt − a ˆXt−1 , t = 2, . . . , n. (h) should lie between the For a strong AR(1) model, we know that ρ ˆ ˆ  −1/2 2h−2 2 (1 − a ) with probability close to 95%. bounds ±1.96n 1−a These 5% signiﬁcance limits are plotted in thin dotted lines. It can be seen that numerous residual autocorrelations are close or outside the thin dotted lines, which can be considered as an evidence against the strong AR(1) model. This is conﬁrmed by the standard portmanteau tests given in Figure 12.6. For the simulated weak AR(1), the correct 5% signiﬁcance limits are not the thin dotted lines. Estimates of the true 5% signiﬁcance limits are plotted in thick dotted lines. Since all the residual autocorrelations are inside these limits, there is no evidence against the weak AR(1) model. This is conﬁrmed by the portmanteau tests (based on the statistic Qρmˆ and on the limiting distribution (12.15)), presented in Figure 12.7. m ρ P (χ2 m > Qm )



ρˆˆ(h)



1 n.d.
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Figure 12.6. Portmanteau test for a strong AR(1)
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Figure 12.5. Residual ACF of a simulation of the model of Example 12.5



7.



m p-value



1 0.295



Figure 12.7. AR(1)
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12 0.185



Portmanteau test for a weak



Conclusion



The principal thrust of this paper is to point out that : (i) the standard Box-Jenkins methodology can lead to erroneous conclusions when the independence assumption on the noise is in failure; (ii) this methodology can be accommodated to handle weak ARMA models. We made a survey of the recent literature on this topic and also presented some complementary new results and illustrations. Of course, many issues remain uncovered, such as eﬃciency of the inference procedures, testing the diﬀerent classes of ARMA models, extension to the multivariate framework.
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Appendix: Proofs Proof of Theorem 12.1. Let for i ≥ j ≥ 0,   µ2i i ξi,j = ω i−j E(αηt2 + β)j j µ2j



where



µ2i = Eηt2i .



We have, for i = 0, . . . , 2m E 2i t



=



µ2i



 i i    i 2 + β)j E(hjt−1 ) = ξi,j E( 2j ω i−j E(αηt−1 t−1 ), j j=0



(A.1)



j=0



using the independence between ηt and ht . Similarly, for k > 1 and i = 0, . . . , m 2m E( 2i t t−k )



=



i 



2m ξi,j E( 2j t−1 t−k ).



j=0



It follows that for k > 1 and i = 0, . . . , m 2m Cov( 2i t , t−k )



=



i 



2m ξi,j Cov( 2j t−1 , t−k ).



(A.2)



j=1



Denoting by L the lag operator and writing, for any bivariate stationary process (Xt , Yt ), LCov(Xt , Yt ) = Cov(Xt−1 , Yt ), we then have 2m (1 − ξi,i L)Cov( 2i t , t−k )



=



i−1 



2m ξi,j Cov( 2j t−1 , t−k ),



k>1



(A.3)



j=1



Note the right hand side of (A.3) is equal to equal to zero when i = 1. Applying to this equality the lag polynomial 1 − ξi−1,i−1 L we get 2m (1 − ξi,i L)(1 − ξi−1,i−1 L)Cov( 2i t , t−k )



=



2(i−1)



ξi,i−1 (1 − ξi−1,i−1 L)Cov( t−1 +



i−2 



, 2m t−k )



2m ξi,j (1 − ξi−1,i−1 L)Cov( 2j t−1 , t−k ).



j=1 2(i−1)



Since by stationarity Cov( t−1 obtain, for k > 2,



2(i−1)



, 2m t−k ) = Cov( t



, 2m t−k+1 ), we can use (A.3) to



2m (1 − ξi,i L)(1 − ξi−1,i−1 L)Cov( 2i t , t−k )



=



ξi,i−1



i−2  j=1



=



i−2  j=1



2m ξi−1,j Cov( 2j t−2 , t−k ) +



i−2 



2m ξi,j (1 − ξi−1,i−1 L)Cov( 2j t−1 , t−k )



j=1



2m (ξi,i−1 ξi−1,j − ξi−1,i−1 ξi,j )Cov( 2j t−2 , t−k ) +



i−2  j=1



2m ξi,j Cov( 2j t−1 , t−k ).
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The right hand side of previous equality is zero when i = 2. Applying iteratively equation (A.3) we obtain, for k > i, i 0



2m (1 − ξj,j L)Cov( 2i t , t−k ) = 0.



j=1



In particular m 0



2m (1 − ξj,j L)Cov( 2m t , t−k ) = 0,



k > m.



(A.4)



j=1



In view of the standard result characterizing the existence of an ARMA representation through the autocovariance function (see e.g. Brockwell and Davis (1991), Proposition 3.2.1 and Remark p. 90), we conclude that ( 2m t ) admits an ARMA(m, m) representation as claimed. 2 Derivation of the ARMA(m, m) representation / of Theorem 12.1. By (A.4) the AR polynomial of the ARMA representation is m j=1 (1 − ξj,j L). Notice that, by (A.1), (1 − ξi,i )E( 2i t ) =



i−1 



ξi,j E( 2j t−1 ),



j=0



which proves that ξi,i < 1 for i = 1, . . . , m. The condition ξi,i < 1 can be shown to be necessary and suﬃcient for the existence of a strictly stationary nonanticipative solution of Model (12.4) with E 2i t < ∞. The MA part can be derived by computing the ﬁrst m + 1 autocovariances of 2m t . The moments of 2t up to the order 2m are obtained recursively from (A.1). Hence the variance of 2m t . Next, the ﬁrst-order autocovariance can be obtained from 2m E( 2i t t−1 )



=



 i   µ2i i 2(m+j) 2 2m + β)j ηt−1 } E



, ω i−j E{(αηt−1 j µ2(m+j) t−1 j=0



implying, for i = 1, . . . , m 2m Cov( 2i t , t−1 )



=



  i   1 i 2(m+j) 2 2m + β)j ηt−1 } E t ω i−j µ2i E{(αηt−1 j µ 2(m+j) j=1  1 2 2m −E(αηt−1 + β)j E 2j E



. t µ2j t



The other autocovariances follow from (A.2). For instance if the ARMA(1,1) representation (12.5) for 2t was not known, it could be obtained as follows. First note that ξ1,1 = α + β, which gives the AR coeﬃcient. To derive the MA coeﬃcient we derive the ﬁrst-order autocorrelation of 2t . From E( 2t ) =



ω , 1 − (α + β)



E( 4t ) =



ω 2 µ4 (1 + α + β) , {1 − (α + β)}{1 − (α + β)2 − (µ4 − 1)α2 }
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we get ω 2 (µ4 − 1)(1 − 2αβ − β 2 ) {1 − (α + β)}2 {1 − (α + β)2 − (µ4 − 1)α2 }



γ(0)



:=



Var( 2t ) =



γ(1)



:=



Cov( 2t , 2t−1 ) =



ρ(1)



:=



ω 2 α(µ4 − 1)(1 − (α + β)β) {1 − (α + β)}2 {1 − (α + β)2 − (µ4 − 1)α2 } γ(1) α(1 − (α + β)β) . = γ(0) 1 − 2αβ − β 2



For an ARMA(1,1) with AR coeﬃcient φ and MA coeﬃcient θ, the ﬁrst-order autocorrelation is (φ − θ)(1 − θφ) . ρ(1) = 1 − 2θφ + θ2 Given that φ = α + β we obtain θ = β or, if β = 0, θ = 1/β. Since 0 ≤ β < 1, the canonical ARMA representation is therefore given by (12.5). When β = 0 we obtain an AR(1) model. ) Proof of Theorem 12.2. For h ≥ 0, let γ ∗ (h) = γ ∗ (−h) = n1 n t=1 Xt Xt+h . We have nCov{ˆ γ (h), γˆ (k)} − nCov{γ ∗ (h), γ ∗ (k)} = d1 + d2 + d3 , γ (h) − γ ∗ (h), γ ∗ (k)}, d2 =nCov{γ ∗ (h), γˆ (k) − γ ∗ (k)} and d3 =nCov where d1 =nCov{ˆ {ˆ γ (h) − γ ∗ (h), γˆ (k) − γ ∗ (k)}. By the fourth-order stationarity, =  = +∞ n n = = h  1  1 = = Xt Xt+h , Xs Xs+k = ≤ |σh,k ()| → 0. |d1 | = n =Cov = = n n s=1 n t=n−h+1



=−∞



Similarly, it can be shown that d2 and d3 tend to zero as n → ∞. This entails that we can replace {ˆ γ (h), γˆ (k)} by {γ ∗ (h), γ ∗ (k)} to show the theorem. By stationarity, we have nCov{γ ∗ (h), γ ∗ (k)} =



=



n 1  Cov (Xt Xt+h , Xs Xs+k ) n t,s=1



1 n



n−1 



(n − ||)Cov (X1 X1+h , X1+ X1++k ) →



=−n+1



using the dominated convergence theorem.



+∞ 



σh,k ()



=−∞



2



Proof of Theorem 12.3. The result is obvious for h = 1. For h > 1, we have ) ρˆ(h − i)ˆ ah−1,i ρˆ(h) − h−1 rˆ(h) = , )i=1 1 − h−1 ρ ˆ (i)ˆ a h−1,i i=1 ˆh−1,h−1 ) is the vector of the estimated coeﬃcients in the rewhere (ˆ ah−1,1 , . . . , a gression of Xt on Xt−1 , . . . , Xt−h+1 , (t = h, . . . , n). Using the ergodic theorem (stationarity and A1 imply ergodicity), it can be shown that, ρˆ(1) → 0,. . . , ρˆ(h) → 0 ˆh−1,h−1 ) → 0 almost surely. From Romano and Thombs (1996), we and (ˆ ah−1,1 , . . . , a √ √ ρ(h) = OP (1). Similarly, it can be shown that n (ˆ ah−1,1 , . . . , a ˆh−1,h−1 ) know that nˆ −1 ah−1,i = OP (n ) for i = 1, . . . , h−1 and k = 1, . . . , h. Thus = OP (1). Therefore ρˆ(k)ˆ ) ˆh−1,i {ˆ ρ(h − i) − ρˆ(i)ˆ ρ(h)} n h−1 i=1 a = Op (1). 2 n {ˆ ρ(h) − rˆ(h)} = ) 1 − h−1 ρ ˆ (i)ˆ a h−1,i i=1
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Proof of Theorem 12.4. It can be shown that Σρˆ1:m is non-singular. So the proof comes from (12.7), Remark 12.5, and a standard result (see e.g. Brockwell and Davis, 1991, Problem 6.14). 2 Proof of Theorem 12.5. We only give the scheme of the proof. A detailed proof is given in an unpublished document (a preliminary version of Francq and Zako¨ıan, 1998a) which is available on request. It can be shown that the identiﬁability assumptions, in A3 − A6 entail that for all θ ∈ Θ and all t ∈ Z,



t (θ) = t a.s.



⇒



θ = θ0 .



(A.5)



It can also be shown that the assumptions on the roots of the AR and MA polynomials, in A3, entail that the initial values e0 (θ), . . . , e−q+1 (θ), X0 , . . . , X−p+1 are asymptotically negligible. More precisely, we show that sup |ci (θ)| = O(ρi )



θ∈Θ∗



for some ρ ∈ [0, 1[,



lim sup |Qn (θ) − On (θ)| = 0



n→∞ θ∈Θ∗



where



lim sup | t (θ) − et (θ)| = 0,



t→∞ θ∈Θ∗



On (θ) =



n 1 2



t (θ). n t=1



(A.6)



)∞ Since t − t (θ) = i=1 {ci (θ0 ) − ci (θ)} Xt−i belongs to the linear past of Xt , it is uncorrelated with the linear innovation t . Hence the limit criterion Q∞ (θ) := Eθ0 2t (θ) satisﬁes Q∞ (θ) = Eθ0 { t (θ) − t + t }2 = Eθ0 { t (θ) − t }2 + Eθ0 2t + 2Cov { t (θ) − t , t } = Eθ0 { t (θ) − t }2 + σ 2 ≥ σ 2 , with equality if and only if



t (θ) = t a.s. In view of (A.5), the last equality holds if and only if θ = θ0 . Thus, we have shown that Q∞ (θ) is minimized at θ0 : σ 2 = Q∞ (θ0 ) < Q∞ (θ),



∀θ = θ0 .



(A.7)



Let Vm (θ∗ ) be the sphere with center θ∗ and radius 1/m. It is clear that Sm (t) := inf θ∈Vm (θ∗ )∩Θ 2t (θ) is measurable and integrable. The process {Sm (t)}t is stationary and ergodic. The ergodic theorem shows that, almost surely, inf∗



θ∈Vm (θ )∩Θ



On (θ) =



inf∗



θ∈Vm (θ )∩Θ



n n 1 2 1



t (θ) ≥ Sm (t) → Eθ0 Sm (t), n t=1 n t=1



as n → ∞. Since 2t (θ) is continuous in θ, Sm (t) increases to 2t (θ∗ ) as m increases to +∞. By Beppo-Levi’s theorem we obtain lim Eθ0 Sm (t) = Eθ0 2t (θ∗ ) = Q∞ (θ∗ ).



m→∞



From (A.7), we then have lim inf lim inf m→∞



inf



n→∞ θ∈Vm (θ ∗ )



On (θ) ≥ Q∞ (θ∗ ) > σ 2



∀θ∗ ∈ Θ, θ∗ = θ0 .



Thus we have shown that, for all θ∗ ∈ Θ, θ∗ = θ0 , there exists a neighborhood V (θ∗ ) of θ∗ such that V (θ∗ ) ⊂ Θ and lim inf



inf



n→∞ θ∈V (θ ∗ )



On (θ) > σ 2 ,



a.s.



In view of (A.6), (A.8) and the inequality inf



θ∈θ∈Θ∗



Qn (θ) ≥



inf



θ∈θ∈Θ∗



On (θ) − sup |On (θ) − Qn (θ)| θ∈Θ∗



(A.8)
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we obtain that, for all θ∗ ∈ Θ∗ , θ∗ =  θ0 , there exists a neighborhood V (θ∗ ) of θ∗ such that V (θ∗ ) ⊂ Θ and (A.9) lim inf inf ∗ Qn (θ) > σ 2 , a.s. n→∞ θ∈V (θ )



We conclude by a standard compactness argument. Let V (θ0 ) be a neighborhood of θ0 . The compact set Θ∗ is covered by V (θ0 ) and the union of the open sets V (θ∗ ), θ∗ ∈ Θ∗ − V (θ0 ), where the V (θ∗ )’s satisfy (A.9). Therefore>Θ∗ is covered by a ﬁnite number of these open sets: there exist θ1 , ..., θk such that ki=0 V (θi ) ⊂ Θ∗ . Inequality (A.9) shows that, almost surely, inf Qn (θ) =



θ∈Θ∗



min



i=0,1,...,k



inf



θ∈V (θi )∩Θ∗



Qn (θ) =



inf



θ∈V (θ0 )∩Θ∗



Qn (θ),



for suﬃciently large n. Thus, almost surely, θˆn belongs to V (θ0 ) for suﬃciently large n. Since V (θ0 ) can be chosen arbitrarily small, the proof is complete. 2 Proof of Theorem 12.6. Under Assumption A1, the proof is given in Francq and Zako¨ıan (1998a). Under Assumption A1’, the scheme of the proof is the same. It relies on a Taylor expansion of the criterion Qn (θ) around θ0 , and on showing that √



∂ d (A.10) Qn (θ0 ) ; N (0, 4I) . ∂θ ) To show (A.10), note that ∂ t (θ0 )/∂θ = ∞ i=1 t−i λi for some sequence of vectors (λi ) (see Remark 12.7 below for an explicit form of these vectors). Thus, we can write n1/2



∂ Qn (θ0 ) ∂θ



=



Yt,r



=



n



n−1/2



n 



Yt,r + n−1/2



t=2



2 t



r 



n 



Zt,r + oP (1),



t=2



λi t−i ,



i=1



Zt,r = 2 t



∞ 



λi t−i .



i=r+1



Under A1’, the process Yr := (Yt,r )t is strongly mixing, since αYr (h) ≤ α (h − r − 1). From the central limit theorem for mixing processes (see Herrndorf, 1984), ) d we show that n−1/2 n t=2 Yt,r ; N (0, 4Ir ) where Ir → I as r → ∞. Using the arguments given 8in Francq and Zako¨ 9 ıan (1998a, Lemma 4), it can be shown that −1/2 ) n = 0. So the proof comes from a standard result limr→∞ supn Var n t=2 Zt,r (see e.g. Billingsley, 1995, Theorem 12.5).



2



References Andrews, D.W.K. (1991). Heteroskedasticity and autocorrelation consistent covariance matrix estimation. Econometrica, 59:817–858. B´eguin, J.M., Gouri´eroux, C., and Monfort, A. (1980). Identiﬁcation of a mixed autoregressive-moving average process: The corner method. In: Anderson, O.D. (ed.), Time Series, pages 423–436, North-Holland, Amsterdam. Berk, K.N. (1974). Consistent autoregressive spectral estimates. The Annals of Statistics, 2:489–502.



Weak ARMA



159



Berlinet, A. (1984). Estimating the degrees of an ARMA model. Compstat Lectures, 3:61–94. Berlinet, A., and Francq, C. (1997). On Bartlett’s Formula for nonlinear processes. Journal of Time Series Analysis, 18:535–55. Berlinet, A., and Francq, C. (1999). Estimation des covariances entre autocovariances empiriques de processus multivari´es non lin´eaires. La revue Canadienne de Statistique, 27:1–22. Billingsley, P. (1995). Probability and Measure. John Wiley & Sons, New York. Box, G.E.P., and Pierce, D.A. (1970). Distribution of residual autocorrelations in autoregressive-integrated moving average time series models. JASA, Journal of the American Statistical Association, 65:1509– 1526. Brockwell, P.J., and Davis, R.A. (1991). Time Series: Theory and Methods. Springer-Verlag. Broze, L., Francq, C., and Zako¨ıan, J-M. (2002). Eﬃcient use of higherlag autocorrelations for estimating autoregressive processes, Journal of Time Series Analysis, 23:287–312. Carrasco, M., and Chen, X. (2002). Mixing and moment properties of various GARCH and stochastic volatility models. Econometric Theory, 18:17–39. Dickey, D.A., and Fuller, W.A. (1979). Distribution of the estimators for autoregressive time series with a unit root. JASA, Journal of the American Statistical Association, 74:427–431. Dunsmuir, W., and Hannan, E.J. (1976). Vector linear time series models. Advances in Applied Probability, 8:339–364. Francq, C., and Zako¨ıan, J-M. (1998a). Estimating linear representations of nonlinear processes. Journal of Statistical Planning and Inference, 68:145–165. Francq, C., and Zako¨ıan, J.-M. (1998b). Estimating the order of weak ARMA models. Prague Stochastic’98 Proceedings, 1:165–168. Francq, C., and Zako¨ıan, J.-M. (2000). Covariance matrix estimation for estimators of mixing Wold’s ARMA. Journal of Statistical Planning and Inference, 83:369–394. Francq, C., and Zako¨ıan, J.-M. (2003). The L2 -structures of standard and switching-regime GARCH models. Working document. Francq, C., Roy R., and Zako¨ıan, J.-M. (2003). Goodness-of-ﬁt tests for ARMA models with uncorrelated errors. Working document. Glasbey, C.A. (1982). Generalization of partial autocorrelation useful in identifying ARMA models. Technometrics, 24:223–228. Hannan, E.J. (1973). The asymptotic theory of linear time series models. Journal of Applied Probability, 10:130–145.



160



STATISTICAL MODELING AND ANALYSIS



Hansen, B.E. (1992). Consistent covariance matrix estimation for dependent heterogeneous processes. Econometrica, 60:967–972. Herrndorf, N. (1984). A functional central limit theorem for weakly dependent sequences of random variables. Annals of Probability, 12:141– 153. Imhof, J.P. (1961). Computing the distribution of quadratic forms in normal variables. Biometrika, 48:419–426. Kokoszka, P.S., and Taqqu, M.S. (1996). Parameter estimation for inﬁnite variance fractional ARIMA. The Annals of Statistics, 24:1880– 1913. Ljung, G.M., and Box, G.E.P. (1978). On the Measure of lack of ﬁt in time series models. Biometrika, 65:297–303. Lobato, I.N. (2001). Testing that a dependent process is uncorrelated. JASA, Journal of the American Statistical Association, 96:1066–1076. Mann, H.B., and Wald, A. (1943). On the statistical treatment of linear stochastic diﬀerential equations. Econometrica, 11:173–200. M´elard, G., and Roy, R. (1987). On conﬁdence intervals and tests for autocorrelations. Computational Statistics and Data Analysis, 5:31– 44. M´elard, G., Paesmans, M., and Roy, R. (1991). Consistent estimation of the asymptotic covariance structure of multivariate serial correlations. Journal of Time Series Analysis, 12:351–361. Mikosch, T., Gadrich, T., Kl¨ uppelberg, C., and Adler, R.J. (1995). Parameter estimation for ARMA models with inﬁnite variance innovations. The Annals of Statistics, 23:305–326. Pham, D.T. (1986). The mixing property of bilinear and generalized random coeﬃcient autoregressive models. Stochastic Processes and their Applications, 23:291–300. Rissanen, J., and Caines, P.E. (1979). The strong consistency of maximum likelihood estimators for ARMA processes. The Annals of Statistics, 7:297–315. Romano, J.L., and Thombs, L.A. (1996). Inference for autocorrelations under weak assumptions. JASA, Journal of the American Statistical Association, 91:590–600. Roy, R. (1989). Asymptotic covariance structure of serial correlations in multivariate time series. Biometrika, 76:824-827. Tiao, G.C., and Tsay, R.S. (1983). Consistency properties of least squares estimates of autoregressive parameters in ARMA models. The Annals of Statistics, 11:856–871. Tong, H. (1990). Non-linear Time Series: A Dynamical System Approach. Clarendon Press Oxford.



Weak ARMA



161



Walker, A.M. (1964). Asymptotic properties of least squares estimates of the parameters of the spectrum of a stationary non-deterministic time series. Journal of the Australian Mathematical Society, 4:363–384. Wold, H. (1938). A Study in the Analysis of Stationary Time Series. Almqvist and Wiksell, Stocholm.



























des documents recommandant







[image: alt]





Chapter 12 RECENT RESULTS FOR LINEAR TIME SERIES MODELS 

It is often argued that linear ARMA models do not allow to deal with data which ... for white noise, and goodness-of-fit statistics) provided by standard soft- wares relying on ... ARMA orders. In Section 5 we consider the estimation of the ARMA.










 


[image: alt]





Linear and Non-Linear Model for Statistical Localization of ... - CiteSeerX 

m m m q. -. = . Intersections between the cranial contour and the principal axis defined by the angles Î¸ and Î¸+2Ï€ ..... American Journal of Orthodontics, 86, pp.










 


[image: alt]





Review of recent results on spin polarized tunneling and ... - CiteSeerX 

TMR curves of six TM/I/LSMO tunnel junctions at 40 or 50 K for: (a) Fe/STO/LSMO, .... highest current value and the background curve Rp(I) can be recorded ...










 


[image: alt]





1 RECENT ADVANCES IN LINEAR VCO ... - F6CSX 

formula [1] was extended by Scherer of Hewlett-Packard (HP Application Note), adding the flicker corner frequency calculation to it and Rohde added the VCO ...










 


[image: alt]





chapter 12 

to be transmitted to the foundation. 2. Obtain the subsurface soil conditions. 3. Explore the possibility of constructing any one of the types of foundation under the.










 


[image: alt]





Chapter 12. DATA ASSIMILATION FOR MODELING AND 

associated with highly nonlinear coupled biologicalâ€“physical dynamics. ..... based models (IBMs) are Langrangian models for concentration densities of life-stage ..... forces the ocean and ocean physics forces ocean biology, there are three ...










 


[image: alt]





Recent Achievements on a DGTD Method for Time ... - IEEE Xplore 

We report on results concerning a discontinuous Galerkin time domain (DGTD) method for the solution of Maxwell equations. This. DGTD method is formulated ...










 


[image: alt]





MANAGING SPACE-TIME NETWORKS FOR THE ... - CiteSeerX 

Journal of Nonlinear Systems and Applications (2010). Copyright c ... Several operational distribution problems, such as the de- liveries of .... The proposed algorithm starts by ...... volume 43 of Operations research/computer science interfaces ...










 


[image: alt]





MANAGING SPACE-TIME NETWORKS FOR THE ... - CiteSeerX 

Journal of Nonlinear Systems and Applications (2010). Copyright c ... This distribution answers the objec- tive of the ... Several operational distribution problems, such as the de- liveries of .... the authors propose to adapt the genetic algorithms










 


[image: alt]





Real-time scattering compensation for time-of-flight camera - CiteSeerX 

background subtraction methods are employed [1]. This paper provides an ..... for the raw signals, while the blue curves represent the average lift for signals.










 


[image: alt]





CHAPTER 12 : CRYSTAL PLASTICITY 

stress. This chapter deals with plastic deformation of single crystals. The ...... Equation (12.6.13) also serves to identify the elastic and plastic parts of the rate of ...










 


[image: alt]





Chapter 12 Bodywork 

Bonnet - lock and release . .... a book by Lindsay Porter called â€œThe Car. Bodywork Repair Manualâ€�. ..... lower the release lever under the facia panel.










 


[image: alt]





Chapter 12: Spatial Statistics 

For example, we might look for patterns such as clustering or regu- larity. While in ...... These tests are based on nearest neighbor distances and the K-function.










 


[image: alt]





Contents Chapter 12: Accessories 

WM. Pressure gauge selector valve. 12- 29. Pressure switches. PSB. Pressure switches. 12- 31. SCPSD. Electronic pressure switch. 12- 37. Pressure intensifiers.










 


[image: alt]





Contents Chapter 12: Accessories 

Catalogue HY11-3500/UK. Parker Hannifin GmbH .... several directional control valves to a common pressure and return line. ..... Minimum pressure. â€¢ Maximum ...










 


[image: alt]





Chapter 12 ANALISYS OF P53 GENE AALTERATIONS IN ... - CiteSeerX 

started to become really popular, with the title of â€œmolecule of the yearâ€� attributed by ... the fact that not all p53 mutations appear to be equivalent and present a.










 


[image: alt]





Chapter 12 ANALISYS OF P53 GENE AALTERATIONS IN ... - CiteSeerX 

particular selection for accumulation of p53 mutations in tumour cells can have two .... make it an important gatekeeper and re-introduction of a wild-type p53 gene into a tumour cell ... Multiple pathways of inactivation of the p53 gene .... Page 11










 


[image: alt]





Existence Results for Initial Value Problems for Neutral ... - CiteSeerX 

If x is a solution of equation (1), then it satisfies the integral equation x(t)=.(0)&g(0, .)+ ... Suppose that f and g are completely continuous and the hypothesis (H1) is ...










 


[image: alt]





Optical texture and linear perspective as stimuli for slant ... - CiteSeerX 

Flock's theoretical model specifying optical stimuli for slant are discussed. ... their results in the form of regression co- efficients, b, taking ... 1956. 1956. 1959. 1962. B. B. C, D. E. A. B. I. II. A, C. A. NR. Display surfaces. T. T. R. T-R ..










 


[image: alt]





Coloring Meyniel graphs in linear time 

A coloring of a graph is a mapping that assigns one color to each vertex in such a way that any two adjacent vertices receive distinct colors. A coloring is.










 


[image: alt]





Chapter 2. Solution of Linear Algebraic Equations 

Chapter 2. Solution of Linear. Algebraic Equations. 2.0 Introduction. A set of linear algebraic equations looks like this: a11x1 + a12x2 + a13x3 + Â·Â·Â· + a1N xN = b1.










 


[image: alt]





Linear time-derivative trackers - Prof. Salim Ibrir 

Mechanical Engineering Department Section Design, Campus de l'Universite de Montreal, 2500, Chemin de .... tems is the ability to estimate the higher derivatives of ...... International Journal of Applied Mathematics and Computer Science,.










 


[image: alt]





Time scales in linear differential delayed equations 

1Departamento de Matemáticas, E.T.S.I. Industriales, U. Politécnica de Madrid José. Gutiérrez Abascal 2. 28806 Madrid, Spain (e-mail: [email protected]) ...










 


[image: alt]





Linear Time Series in Finance - L. Ferrara 

Stationarity, co-movement, cluster of volatility ... â–» How to make ... Box.test(rcac40,lag=1,type="'Ljung"') ... (i) parameter significance (Student test or Fischer test).










 














×
Report Chapter 12 RECENT RESULTS FOR LINEAR TIME ... - CiteSeerX





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



