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Chapter 10 Nonparametric Regression



10.1 Introduction In Chapter 7, we briefly introduced the concepts of linear regression and showed how cross-validation can be used to determine a model that provides a good fit to the data. We return to linear regression in this section to introduce nonparametric regression and smoothing. We first revisit classical linear regression and provide more information on how to analyze and visualize the results of the model. We also examine more of the capabilities available in MATLAB for this type of analysis. In Section 10.2, we present a method for scatterplot smoothing called loess. Kernel methods for nonparametric regression are discussed in Section 10.3, and regression trees are presented in Section 10.4. Recall from Chapter 7 that one model for linear regression is 2



d



Y = β 0 + β 1 X + β 2 X + … + βd X + ε .



(10.1)



We follow the terminology of Draper and Smith [1981], where the ‘linear’ refers to the fact that the model is linear with respect to the coefficients, β j . It is not that we are restricted to fitting only straight lines to the data. In fact, the model given in Equation 10.1 can be expanded to include multiple predictors X j, j = 1, …k . An example of this type of model is Y = β0 + β1 X 1 + … + β k Xk + ε .



(10.2)



In parametric linear regression, we can model the relationship using any combination of predictor variables, order (or degree) of the variables, etc. and use the least squares approach to estimate the parameters. Note that it is called ‘parametric’ because we are assuming an explicit model for the relationship between the predictors and the response. To make our notation consistent, we present the matrix formulation of linear regression for the model in Equation 10.1. Let Y be an n × 1 vector of
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observed values for the response variable and let X represent a matrix of observed values for the predictor variables, where each row of X corresponds to one observation and powers of that observation. Specifically, X is of dimension n × ( d + 1 ) . We have d + 1 columns to accommodate a constant term in the model. Thus, the first column of X is a column of ones. The number of columns in X depends on the chosen parametric model (the number of predictor variables, cross terms and degree) that is used. Then we can write the model in matrix form as Y = Xβ + ε ,



(10.3)



where β is a ( d + 1 ) × 1 vector of parameters to be estimated and ε is an n × 1 vector of errors, such that E[ε] = 0 V ( ε ) = σ I. 2



The least squares solution for the parameters can be found by solving the socalled ‘normal equations’ given by –1 T T βˆ = ( X X ) X Y .



(10.4)



The solutions formed by the parameter estimate βˆ obtained using Equation 10.4 is valid in that it is the solution that minimizes the error sumT of-squares ε ε , regardless of the distribution of the errors. However, normality assumptions (for the errors) must be satisfied if one is conducting hypothesis testing or constructing confidence intervals that depend on these estimates.



Example 10.1 In this example, we explore two ways to perform least squares regression in MATLAB. The first way is to use Equation 10.4 to explicitly calculate the inverse. The data in this example were used by Longley [1967] to verify the computer calculations from a least squares fit to data. They can be downloaded from http://www.itl.nist.gov/div898. The data set contains 6 predictor variables so the model follows that in Equation 10.2: y = β 0 + β 1 x1 + β2 x 2 + β3 x3 + β 4 x 4 + β5 x5 + β 6 x6 + ε . We added a column of ones to the original data to allow for a constant term in the model. The following sequence of MATLAB code obtains the parameter estimates using Equation 10.4
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load longley bhat1 = inv(X'*X)*X'*Y; The results are -3482258.65, 15.06, -0.04, -2.02, -1.03, -0.05, 1829.15 A more efficient way to get the estimates is using MATLAB’s backslash operator ‘\’. Not only is the backslash more efficient, it is better conditioned, so it is less prone to numerical problems. When we try it on the longley data, we see that the parameter estimates match. The command bhat = X\Y; yields the same parameter estimates. In some more difficult situations, the backslash operator can be more accurate numerically.







Recall that the purpose of regression is to estimate the relationship between the independent or predictor variable X j and the dependent or response variable Y. Once we have such a model, we can use it to predict a value of y for a given x. We obtain the model by finding the values of the parameters that minimize the sum of the squared errors. Once we have our model, it is important to look at the resultant predictions to see if any of the assumptions are violated, and how the model is a good fit to the data for all values of X. For example, the least squares method assumes that the errors are normally distributed with the same variance. To determine whether or not these assumptions are reasonable, we can look at the differˆ that we obtain from ence between the observed Y i and the predicted value Y i the fitted model. These differences are called the residuals and are defined as εˆ i = Y i – Yˆ i ;



i = 1, … , n ,



(10.5)



where Y i is the observed response at X i and Yˆ i is the corresponding prediction at X i using the model. The residuals can be thought of as the observed errors. We can use the visualization techniques of Chapter 5 to make plots of the residuals to see if the assumptions are violated. For example, we can check the assumption of normality by plotting the residuals against the quantiles of a normal distribution in a q-q plot. If the points fall (roughly) on a straight line, then the normality assumption seems reasonable. Other possibilities include a histogram (if n is large), box plots, etc., to see if the distribution of the residuals looks approximately normal. Another and more common method of examining the residuals using graphics is to construct a scatterplot of the residuals against the fitted values. Here the vertical axis units are given by the residuals εˆ i , and the fitted values Yˆ i are shown on the horizontal axis. If the assumptions are correct for the
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model, then we would expect a horizontal band of points with no patterns or trends. We do not plot the residuals versus the observed values Y i , because they are correlated [Draper and Smith, 1981], while the εˆ i and Yˆ i are not. We can also plot the residuals against the X i , called a residual dependence plot [Clevelend, 1993]. If this scatterplot still shows a continued relationship between the residuals (the remaining variation not explained by the model) and the predictor variable, then the model is inadequate and adding additional columns in the X matrix is indicated. These ideas are explored further in the exercises.



Example 10.2 The purpose of this example is to illustrate another method in MATLAB for fitting polynomials to data, as well as to show what happens when the model is not adequate. We use the function polyfit to fit polynomials of various degrees to data where we have one predictor and one response. Recall that the function polyfit takes three arguments: a vector of measured values of the predictor, a vector of response measurements and the degree of the polynomial. One of the outputs from the function is a vector of estimated parameters. Note that MATLAB reports the coefficients in descending powers: βˆ d, …, βˆ 0 . We use the filip data in this example, which can be downloaded from http://www.itl.nist.gov/div898. Like the longley data, this data set is used as a standard to verify the results of least squares regression. The model for these data are y = β 0 + β 1 x + β 2 x + … + β 10 x + ε . 2



10



We first load up the data and then naively fit a straight line. We suspect that this model will not be a good representation of the relationship between x and y. load filip % This loads up two vectors: x and y. [p1,s] = polyfit(x,y,1); % Get the curve from this fit. yhat1 = polyval(p1,x); plot(x,y,'k.',x,yhat1,'k') By looking at p1 we see that the estimates for the parameters are a y-intercept of 1.06 and a slope of 0.03. A scatterplot of the data points, along with the estimated line are shown in Figure 10.1. Not surprisingly, we see that the model is not adequate. Next, we try a polynomial of degree d = 10 . [p10,s] = polyfit(x,y,10); % Get the curve from this fit. yhat10 = polyval(p10,x);
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FIGURE GURE 10.1 10.1 This shows a scatterplot of the filip data, along with the resulting line obtained using a polynomial of degree one as the model. It is obvious that this model does not result in an adequate fit. Polynomial with d = 10 0.95
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FIGURE GURE 10.2 10.2 In this figure, we show the scatterplot for the filip data along with a curve using a polynomial of degree ten as the model.
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The curve obtained from this model is shown in Figure 10.2, and we see that it is a much better fit. The reader will be asked to explore these data further in the exercises.







The standard MATLAB program (Version 6) has added an interface that can be used to fit curves. It is only available for 2-D data (i.e., fitting Y as a function of one predictor variable X). It enables the user to perform many of the tasks of curve fitting (e.g., choosing the degree of the polynomial, plotting the residuals, annotating the graph, etc.) through one graphical interface. The Basic Fitting interface is enabled through the Figure window Tools menu. To activate this graphical interface, plot a 2-D curve using the plot command (or something equivalent) and click on Basic Fitting from the Figure window Tools menu. The MATLAB Statistics Toolbox has an interactive graphical tool called polytool that allows the user to see what happens when the degree of the polynomial that is used to fit the data is changed.



10.2 Smoothing The previous discussion on classical regression illustrates the situation where the analyst assumes a parametric form for a model and then uses least squares to estimate the required parameters. We now describe a nonparametric approach, where the model is more general and is given by d



Y =



∑ f ( Xj ) + ε .



(10.6)



j=1



Here, each f ( X j ) will be a smooth function and allows for non-linear functions of the dependent variables. In this section, we restrict our attention to the case where we have only two variables: one predictor and one response. In Equation 10.6, we are using a random design where the values of the predictor are randomly chosen. An alternative formulation is the fixed design, in which case the design points are fixed, and they would be denoted by x i . In this book, we will be treating the random design case for the most part. The function f ( X j ) is often called the regression or smoothing function. We are searching for a function that minimizes 2



E[ (Y – f( X ) ) ] .



© 2002 by Chapman & Hall/CRC



(10.7)



Chapter 10: Nonparametric Regression



391



It is known from introductory statistics texts that the function which minimizes Equation 10.7 is E [ Y X = x] . Note that if we are in the parametric regression setting, then we are assuming a parametric form for the smoothing function such as f ( X ) = β0 + β1 X . If we do not make any assumptions about the form for f ( X j ) , then we should use nonparametric regression techniques. The nonparametric regression method covered in this section is called a scatterplot smooth because it helps to visually convey the relationship between X and Y by graphically summarizing the middle of the data using a smooth function of the points. Besides helping to visualize the relationship, it also provides an estimate or prediction for given values of x. The smoothing method we present here is called loess, and we discuss the basic version for one predictor variable. This is followed by a version of loess that is made robust by using the bisquare function to re-weight points based upon the magnitude of their residuals. Finally, we show how to use loess to get upper and lower smooths to visualize the spread of the data.



Loess Before deciding on what model to use, it is a good idea to look at a scatterplot of the data for insight on how to model the relationship between the variables, as was discussed in Chapter 7. Sometimes, it is difficult to construct a simple parametric formula for the relationship, so smoothing a scatterplot can help the analyst understand how the variables depend on each other. Loess is a method that employs locally weighted regression to smooth a scatterplot and also provides a nonparametric model of the relationship between two variables. It was originally described in Cleveland [1979], and further extensions can be found in Cleveland and McGill [1984] and Cleveland [1993]. The curve obtained from a loess model is governed by two parameters, α and λ . The parameter α is a smoothing parameter. We restrict our attention to values of α between zero and one, where high values for α yield smoother curves. Cleveland [1993] addresses the case where α is greater than one. The second parameter λ determines the degree of the local regression. Usually, a first or second degree polynomial is used, so λ = 1 or λ = 2. How to set these parameters will be explored in the exercises. The general idea behind loess is the following. To get a value of the curve yˆ at a given point x, we first determine a local neighborhood of x based on α .
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All points in this neighborhood are weighted according to their distance from x, with points closer to x receiving larger weight. The estimate yˆ at x is obtained by fitting a linear or quadratic polynomial using the weighted points in the neighborhood. This is repeated for a uniform grid of points x in the domain to get the desired curve. We describe below the steps for obtaining a loess curve [Hastie and Tibshirani, 1990]. The steps of the loess procedure are illustrated in Figures 10.3 through 10.6. PROCEDURE - LOESS CURVE CONSTRUCTION



1. Let x i denote a set of n values for a predictor variable and let y i represent the corresponding response. 2. Choose a value for α such that 0 < α < 1 . Let k = is the greatest integer less than or equal to αn .



αn , where k



3. For each x 0 , find the k points x i that are closest to x 0 . These x i comprise a neighborhood of x 0 , and this set is denoted by N ( x 0 ) . 4. Compute the distance of the x i in N ( x 0 ) that is furthest away from x 0 using ∆ ( x 0 ) = max x i ∈ N 0 x 0 – x i . 5. Assign a weight to each point ( x i, y i ) , x i in N ( x 0 ) , using the tricube weight function x0 – xi  - , w i ( x 0 ) = W  ---------------- ∆ ( x0 )  with  ( 1 – u3 ) 3 ; W(u) =   0;



0≤u … > T K = { t 1 } , where { t 1 } denotes the root of the tree. Along with the sequence of pruned trees, we have a corresponding sequence of values for α , such that 0 = α 1 < α2 < … < α k < α k + 1 < … < α K . Recall that for α k ≤ α < α k + 1 , the tree T k is the smallest subtree that minimizes R α ( T ) .



Selec elect ing ing a Tree ree Once we have the sequence of pruned subtrees, we wish to choose the best tree such that the complexity of the tree and the estimation error R ( T ) are both minimized. We could obtain minimum estimation error by making the
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FIGURE GURE 10.13 10.13 This is the regression tree for Example 10.8.
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FIGURE GURE 10.14 10.14 This shows the partition view of the regression tree from Example 10.8. It is easier to see how the space is partitioned. The method first splits the region based on variable x 1 . The left side of the space is then partitioned at x2 = –0.49 , and the right side of the space is partitioned at x 2 = 0.48 .
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tree very large, but this increases the complexity. Thus, we must make a trade-off between these two criteria. To select the right sized tree, we must have honest estimates of the true * error R ( T ) . This means that we should use cases that were not used to create the tree to estimate the error. As before, there are two possible ways to accomplish this. One is through the use of independent test samples and the other is cross-validation. We briefly discuss both methods, and the reader is referred to Chapter 9 for more details on the procedures. The independent test sample method is illustrated in Example 10.9. * To obtain an estimate of the error R ( T ) using the independent test sample method, we randomly divide the learning sample L into two sets L 1 and L 2 . The set L 1 is used to grow the large tree and to obtain the sequence of pruned subtrees. We use the set of cases in L 2 to evaluate the performance of each subtree, by presenting the cases to the trees and calculating the error between the actual response and the predicted response. If we let d k ( x ) represent the predictor corresponding to tree T k , then the estimated error is TS 1 Rˆ ( T k ) = ----n2



∑



2



( y i – d k ( xi ) ) ,



(10.30)



( xi, y i ) ∈ L 2



where the number of cases in L 2 is n 2 . We first calculate the error given in Equation 10.30 for all subtrees and then find the tree that corresponds to the smallest estimated error. The error is an estimate, so it has some variation associated with it. If we pick the tree with the smallest error, then it is likely that the complexity will be larger than it should be. Therefore, we desire to pick a subtree that has the fewest number of nodes, but is still in keeping with the prediction accuracy of the tree with the smallest error [Breiman, et al. 1984]. First we find the tree that has the smallest error and call the tree T 0 . We ˆ T S ( T ) . Then we find the standard error for this estidenote its error by R min 0 mate, which is given by [Breiman, et al., 1984, p. 226] n2 2 TS TS 1 1 4 ˆ SE ( Rˆ m in ( T 0 ) ) = --------- ----- ∑ ( y i – d ( x i ) ) – ( Rˆ m in ( T 0 ) ) n n2 2



1 --2



.



(10.31)



i=1



*



We then select the smallest tree T k , such that TS TS TS * ˆ Rˆ ( T k ) ≤ Rˆ m in ( T 0 ) + SE ( Rˆ m in ( T 0 ) ) .



(10.32)



Equation 10.32 says that we should pick the tree with minimal complexity that has accuracy equivalent to the tree with the minimum error. If we are using cross-validation to estimate the prediction error for each tree in the sequence, then we divide the learning sample L into sets
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L 1, …, L V . It is best to make sure that the V learning samples are all the same size or nearly so. Another important point mentioned in Breiman, et al. [1984] is that the samples should be kept balanced with respect to the response variable Y. They suggest that the cases be put into levels based on the value of their response variable and that stratified random sampling (see Chapter 3) be used to get a balanced sample from each stratum. (v ) We let the v-th learning sample be represented by L = L – Lv , so that we reserve the set L v for estimating the prediction error. We use each learning sample to grow a large tree and to get the corresponding sequence of pruned (v ) subtrees. Thus, we have a sequence of trees T ( α ) that represent the minimum error-complexity trees for given values of α . At the same time, we use the entire learning sample L to grow the large tree and to get the sequence of subtrees T k and the corresponding sequence of α k . We would like to use cross-validation to choose the best subtree from this sequence. To that end, we define α' k =



αk αk + 1 ,



(10.33) ( v)



( v)



and use d k ( x ) to denote the predictor corresponding to the tree T ( α' k ) . The cross-validation estimate for the prediction error is given by V CV 1 Rˆ ( T k ( α' k ) ) = --- ∑ n



∑



(v )



2



( yi – d k ( xi ) ) .



(10.34)



v = 1 ( x i, y i ) ∈ L v ( v)



We use each case from the test sample L v with d k ( x ) to get a predicted response, and we then calculate the squared difference between the predicted response and the true response. We do this for every test sample and all n cases. From Equation 10.34, we take the average value of these errors to estimate the prediction error for a tree. We use the same rule as before to choose the best subtree. We first find the tree that has the smallest estimated prediction error. We then choose the tree with the smallest complexity such that its error is within one standard error of the tree with minimum error. We obtain an estimate of the standard error of the cross-validation estimate of the prediction error using CV ˆ SE ( Rˆ ( T k ) ) =



where
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∑



2 2 (v ) [ ( y i – d k ( x i ) ) – Rˆ C V ( T k ) ] .



(10.36)



( x i, y i )



Once we have the estimated errors from cross-validation, we find the subtree that has the smallest error and denote it by T 0 . Finally, we select the * smallest tree T k , such that CV CV CV ˆ * Rˆ ( T k ) ≤ Rˆ m in ( T 0 ) + SE ( Rˆ m in ( T 0 ) )



(10.37)



Since the procedure is somewhat complicated for cross-validation, we list the procedure below. In Example 10.9, we implement the independent test sample process for growing and selecting a regression tree. The cross-validation case is left as an exercise for the reader. PROCEDURE - CROSS-VALIDATION METHOD



1. Given a learning sample L , obtain a sequence of trees T k with associated parameters α k . 2. Determine the parameter α' k =



α k α k + 1 for each subtree T k .



3. Partition the learning sample L into V partitions, L v . These will be used to estimate the prediction error for trees grown using the remaining cases. (v )



4. Build the sequence of subtrees T k (v ) L = L – Lv .



using the observations in all



5. Now find the prediction error for the subtrees obtained from the entire learning sample L . For tree T k and α' k , find all equivalent (v ) (v ) trees T k , v = 1, …, V by choosing trees T k such that ( v)



(v )



α' k ∈ [ α k , α k + 1 ) . 6. Take all cases in L v, v = 1, …, V and present them to the trees found in step 5. Calculate the error as the squared difference between the predicted response and the true response. CV 7. Determine the estimated error for the tree Rˆ ( T ) by taking the k



average of the errors from step 6. 8. Repeat steps 5 through 7 for all subtrees T k to find the prediction error for each one. 9. Find the tree T 0 that has the minimum error, CV CV Rˆ m i n ( T 0 ) = min { Rˆ ( T k ) } . k
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10. Determine the standard error for tree T 0 using Equation 10.35. 11. For the final model, select the tree that has the fewest number of nodes and whose estimated prediction error is within one standard CV error (Equation 10.36) of Rˆ m i n ( T 0 ) .



Example 10.9 We return to the same data that was used in the previous example, where we now add random noise to the responses. We generate the data as follows. X(1:50,1) = unifrnd(0,1,50,1); X(1:50,2) = unifrnd(0.5,1,50,1); y(1:50) = 2+sqrt(2)*randn(1,50); X(51:100,1) = unifrnd(-1,0,50,1); X(51:100,2) = unifrnd(-0.5,1,50,1); y(51:100) = 3+sqrt(2)*randn(1,50); X(101:150,1) = unifrnd(-1,0,50,1); X(101:150,2) = unifrnd(-1,-0.5,50,1); y(101:150) = 10+sqrt(2)*randn(1,50); X(151:200,1) = unifrnd(0,1,50,1); X(151:200,2) = unifrnd(-1,0.5,50,1); y(151:200) = -10+sqrt(2)*randn(1,50); The next step is to grow the tree. The T m ax that we get from this tree should be larger than the one in Example 10.8. % Set the maximum number in the nodes. maxn = 5; tree = csgrowr(X,y,maxn); The tree we get has a total of 129 nodes, with 65 terminal nodes. We now get the sequence of nested subtrees using the pruning procedure. We include a function called cspruner that implements the process. % Now prune the tree. treeseq = cspruner(tree); The variable treeseq contains a sequence of 41 subtrees. The following code shows how we can get estimates of the error as in Equation 10.30. % Generate an independent test sample. nprime = 1000; X(1:250,1) = unifrnd(0,1,250,1); X(1:250,2) = unifrnd(0.5,1,250,1); y(1:250) = 2+sqrt(2)*randn(1,250); X(251:500,1) = unifrnd(-1,0,250,1); X(251:500,2) = unifrnd(-0.5,1,250,1); y(251:500) = 3+sqrt(2)*randn(1,250);
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Computational Statistics Handook with MATLAB X(501:750,1) = unifrnd(-1,0,250,1); X(501:750,2) = unifrnd(-1,-0.5,250,1); y(501:750) = 10+sqrt(2)*randn(1,250); X(751:1000,1) = unifrnd(0,1,250,1); X(751:1000,2) = unifrnd(-1,0.5,250,1); y(751:1000) = -10+sqrt(2)*randn(1,250); % For each tree in the sequence, % find the mean squared error k = length(treeseq); msek = zeros(1,k); numnodes = zeros(1,k); for i=1:(k-1) err = zeros(1,nprime); t = treeseq{i}; for j=1:nprime [yhat,node] = cstreer(X(j,:),t); err(j) = (y(j)-yhat).^2; end [term,nt,imp] = getdata(t); % find the # of terminal nodes numnodes(i) = length(find(term==1)); % find the mean msek(i) = mean(err); end t = treeseq{k}; msek(k) = mean((y-t.node(1).yhat).^2);



In Figure 10.15, we show a plot of the estimated error against the number of terminal nodes (or the complexity). We can find the tree that corresponds to the minimum error as follows. % Find the subtree corresponding to the minimum MSE. [msemin,ind] = min(msek); minnode = numnodes(ind); We see that the tree with the minimum error corresponds to the one with 4 terminal nodes, and it is the 38th tree in the sequence. The minimum error is 5.77. The final step is to estimate the standard error using Equation 10.31. % Find the standard error for that subtree. t0 = treeseq{ind}; for j = 1:nprime [yhat,node] = cstreer(X(j,:),t0); err(j) = (y(j)-yhat).^4-msemin^2; end se = sqrt(sum(err)/nprime)/sqrt(nprime);
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FIGURE GURE 10.15 10.15 This shows a plot of the estimated error using the independent test sample approach. Note that there is a sharp minimum for T k = 4 .



This yields a standard error of 0.97. It turns out that there is no subtree that has smaller complexity (i.e., fewer terminal nodes) and has an error less than 5.77 + 0.97 = 6.74 . In fact, the next tree in the sequence has an error of 13.09. So, our choice for the best tree is the one with 4 terminal nodes. This is not surprising given our results from the previous example.







10.5 M ATLAB Code MATLAB does not have any functions for the nonparametric regression techniques presented in this text. The MathWorks, Inc. has a Spline Toolbox that has some of the desired functionality for smoothing using splines. The basic MATLAB package also has some tools for estimating functions using splines (e.g., spline, interp1, etc.). We did not discuss spline-based smoothing, but references are provided in the next section. The regression function in the MATLAB Statistics Toolbox is called regress. This has more output options than the polyfit function. For example, regress returns the parameter estimates and residuals, along with corresponding confidence intervals. The polytool is an interactive demo
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available in the MATLAB Statistics Toolbox. It allows the user to explore the effects of changing the degree of the fit. As mentioned in Chapter 5, the smoothing techniques described in Visualizing Data [Cleveland, 1993] have been implemented in MATLAB and are available at http://www.datatool.com/Dataviz_home.htm for free download. We provide several functions in the Computational Statistics Toolbox for local polynomial smoothing, loess, regression trees and others. These are listed in Table 10.1.



TABLE 10.1 List of Functions from Chapter 10 Included in the Computational Statistics Toolbox Purpose These functions are used for loess smoothing.



This function does local polynomial smoothing.



M ATLAB Function csloess csloessenv csloessr cslocpoly



These functions are used to work with regression trees.



csgrowr cspruner cstreer csplotreer cspicktreer



This function performs nonparametric regression using kernels.



csloclin



10.6 Further Reading For more information on loess, Cleveland’s book Visualizing Data [1993] is an excellent resource. It contains many examples and is easy to read and understand. In this book, Cleveland describes many other ways to visualize data, including extensions of loess to multivariate data. The paper by Cleveland and McGill [1984] discusses other smoothing methods such as polar smoothing, sum-difference smooths, and scale-ratio smoothing. For a more theoretical treatment of smoothing methods, the reader is referred to Simonoff [1996], Wand and Jones [1995], Bowman and Azzalini [1997], Green and Silverman [1994], and Scott [1992]. The text by Loader [1999] describes other methods for local regression and likelihood that are not covered in our book. Nonparametric regression and smoothing are also examined in Generalized Additive Models by Hastie and Tibshirani [1990]. This
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text contains explanations of some other nonparametric regression methods such as splines and multivariate adaptive regression splines. Other smoothing techniques that we did not discuss in this book, which are commonly used in engineering and operations research, include moving averages and exponential smoothing. These are typically used in applications where the independent variable represents time (or something analogous), and measurements are taken over equally spaced intervals. These smoothing applications are covered in many introductory texts. One possible resource for the interested reader is Wadsworth [1990]. For a discussion of boundary problems with kernel estimators, see Wand and Jones [1995] and Scott [1992]. Both of these references also compare the performance of various kernel estimators for nonparametric regression. When we discussed probability density estimation in Chapter 8, we presented some results from Scott [1992] regarding the integrated squared error that can be expected with various kernel estimators. Since the local kernel estimators are based on density estimation techniques, expressions for the squared error can be derived. Several references provide these, such as Scott [1995], Wand and Jones [1995], and Simonoff [1996].
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Computational Statistics Handook with MATLAB



Exercises 3



2



10.1. Generate data according to y = 4x + 6x – 1 + ε , where ε represents some noise. Instead of adding noise with constant variance, add noise that is variable and depends on the value of the predictor. So, increasing values of the predictor show increasing variance. Do a polynomial fit and plot the residuals versus the fitted values. Do they show that the constant variance assumption is violated? Use MATLAB’s Basic Fitting tool to explore your options for fitting a model to these data. 10.2. Generate data as in problem 10.1, but use noise with constant variance. Fit a first-degree model to it and plot the residuals versus the observed predictor values X i (residual dependence plot). Do they show that the model is not adequate? Repeat for d = 2, 3. 10.3. Repeat Example 10.1. Construct box plots and histograms of the residuals. Do they indicate normality? 10.4. In some applications, one might need to explore how the spread or scale of Y changes with X. One technique that could be used is the following: ˆ a) determine the fitted values Y i ;



ˆ b) calculate the residuals ε i = Y i – Y i ; c) plot ε i against X i ; and d) smooth using loess [Cleveland and McGill, 1984]. Apply this technique to the environ data. 10.5. Use the filip data and fit a sequence of polynomials of degree d = 2, 4, 6, 10. For each fit, construct a residual dependence plot. What do these show about the adequacy of the models? 10.6. Use the MATLAB Statistics Toolbox graphical user interface polytool with the longley data. Use the tool to find an adequate model. 10.7. Fit a loess curve to the environ data using λ = 1, 2 and various values for α . Compare the curves. What values of the parameters seem to be the best? In making your comparison, look at residual plots and smoothed scatterplots. One thing to look for is excessive structure (wiggliness) in the loess curve that is not supported by the data. 10.8. Write a MATLAB function that implements the Priestley-Chao estimator in Equation 10.23.
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10.9. Repeat Example 10.6 for various values of the smoothing parameter h. What happens to your curve as h goes from very small values to very large ones? 10.10. The human data set [Hand, et al., 1994; Mazess, et al., 1984] contains measurements of percent fat and age for 18 normal adults (males and females). Use loess or one of the other smoothing methods to determine how percent fat is related to age. 10.11. The data set called anaerob has two variables: oxygen uptake and the expired ventilation [Hand, et al., 1994; Bennett, 1988]. Use loess to describe the relationship between these variables. 10.12. The brownlee data contains observations from 21 days of a plant operation for the oxidation of ammonia [Hand, et al., 1994; Brownlee, 1965]. The predictor variables are: X 1 is the air flow, X 2 is the cooling water inlet temperature (degrees C), and X 3 is the percent acid concentration. The response variable Y is the stack loss (the percentage of the ingoing ammonia that escapes). Use a regression tree to determine the relationship between these variables. Pick the best tree using cross-validation. 10.13. The abrasion data set has 30 observations, where the two predictor variables are hardness and tensile strength. The response variable is abrasion loss [Hand, et al., 1994; Davies and Goldsmith, 1972]. Construct a regression tree using cross-validation to pick a best tree. 10.14. The data in helmets contains measurements of head acceleration (in g) and times after impact (milliseconds) from a simulated motorcycle accident [Hand, et al., 1994; Silverman, 1985]. Do a loess smooth on these data. Include the upper and lower envelopes. Is it necessary to use the robust version? 10.15. Try the kernel methods for nonparametric regression on the helmets data. 10.16. Use regression trees on the boston data set. Choose the best tree using an independent test sample (taken from the original set) and cross-validation.
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