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Chapter 0 Model Building, Model Testing and Model Fitting J.E. Everett Department of Information Management and Marketing The University of Western Australia Nedlands, Western Australia 6009 Phone (618) 9380-2908, Fax (618) 9380-1004 e-mail [email protected] Abstract Genetic algorithms are useful for testing and fitting quantitative models. Sensible discussion of this use of genetic algorithms depends upon a clear view of the nature of quantitative model building and testing. We consider the formulation of such models, and the various approaches that might be taken to fit model parameters. Available optimization methods are discussed, ranging from analytical methods, through various types of hill-climbing, randomized search and genetic algorithms. A number of examples illustrate that modeling problems do not fall neatly into this clear-cut hierarchy. Consequently, a judicious selection of hybrid methods, selected according to the model context, is preferred to any pure method alone in designing efficient and effective methods for fitting parameters to quantitative models.



0.1 Uses of Genetic Algorithms 0.1.1 Optimizing or Improving the Performance of Operating Systems Genetic algorithms can be useful for two largely distinct purposes. One purpose is the selection of parameters to optimize the performance of a system. Usually we are concerned with a real or realistic operating system, such as a gas distribution pipeline system, traffic lights, travelling salesmen, allocation of funds to projects, scheduling, handling and blending of materials and so forth. Such operating systems typically depend upon decision parameters, chosen (perhaps within constraints) by the system designer or operator. Appropriate or inappropriate choice of decision parameters will cause the system to perform better or worse, as measured by some relevant objective or fitness function. In realistic systems, the interactions between the parameters are not generally amenable to analytical treatment, and the researcher has to resort to appropriate search techniques. Most published work has been concerned with this use of genetic algorithms, to
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optimize operating systems, or at least to improve them by approaching the optimum. 0.1.2 Testing and Fitting Quantitative Models The second potential use for genetic algorithms has been less discussed, but lies in the field of testing and fitting quantitative models. Scientific research into a problem area can be described as an iterative process. An explanatory or descriptive model is constructed and data are collected and used to test the model. When discrepancies are found, the models are modified. The process is repeated until the problem is solved, or the researcher retires, dies, runs out of funds and interest passes on to a new problem area. In using genetic algorithms to test and fit quantitative parameters, we are searching for parameters to optimize a fitness function. However, in contrast to the situation where we were trying to maximize the performance of an operating system, we are now trying to find parameters that minimize the misfit between the model and the data. The fitness function, perhaps more appropriately referred to as the “misfit function,” will be some appropriate function of the difference between the observed data values and the data values that would be predicted from the model. Optimizing involves finding parameter values for the model that minimize the misfit function. In some applications, it is conventional to refer to the misfit function as the “loss” or “stress” function. For the purposes of this chapter, “fitness,” “misfit,” “loss” and “stress” can be considered as synonymous. 0.1.3 Maximizing vs. Minimizing We have distinguished two major areas of potential for genetic algorithms: optimizing an operating system or fitting a quantitative model. This could be distinguished as the difference between maximizing an operating system’s performance measure and minimizing the misfit between a model and a set of observed data. This distinction, while useful, must not be pressed too far, since maximizing and minimizing can always be interchanged. Maximizing an operating system’s performance is equivalent to minimizing its shortfall from some unattainable ideal. Conversely, minimizing a misfit function is equivalent to maximizing the negative of the fitness function. 0.1.4 Purpose of this Chapter The use of genetic algorithms to optimize or improve the performance of operating systems is discussed in many of the chapters of this book. The purpose of the present chapter is to concentrate on the second use of genetic algorithms: the fitting and testing of quantitative models. An example of such an application,
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which uses a genetic algorithm to fit multidimensional scaling models, appears in Chapter 6. It is important to consider the strengths and limitations of the genetic algorithm method for model fitting. To understand whether genetic algorithms are appropriate for a particular problem, we must first consider the various types of quantitative model and appropriate ways of fitting and testing them. In so doing, we will see that there is not a one-to-one correspondence between problem types and methods of solution. A particular problem may contain elements from a range of model types. It may therefore be more appropriately tackled by a hybrid method, incorporating genetic algorithms with other methods, rather than by a single pure method.



0.2 Quantitative Models 0.2.1 Parameters Quantitative models generally include one or more parameters. For example, consider a model that claims children’s weights are linearly related to their heights. The model contains two parameters: the intercept (the weight of a hypothetical child of zero height) and the slope (the increase in weight for each unit increase in height). Such a model can be tested by searching for parameter values that fit real data to the model. Consider the children’s weight and height model. If we could find no values of the intercept and slope parameters that adequately fit a set of real data to the model, we would be forced to abandon or to modify the model. In cases where parameters could be found that adequately fit the data to the model, then the values of the parameters are likely to be of use in several ways. The parameter values will aid attempts to use the model as a summary way of describing reality, to make predictions about further as yet unobserved data, and perhaps even to give explicative power to the model. 0.2.2 Revising the Model or Revising the Data? If an unacceptable mismatch occurs between a fondly treasured model and a set of data, then it may be justifiable, before abandoning or modifying the model, to question the validity or relevance of the data. Cynics might accuse some practitioners, notably a few economists and psychologists, of having a tendency to take this too far, to the extent of ignoring, discrediting or discounting any data that do not fit received models. However, in all sciences, the more established a model is, the greater the body of data evidence required to overthrow it.
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0.2.3 Hierarchic or Stepwise Model Building: The Role of Theory Generally, following the principal of Occam’s razor, it is advisable to start with a too simplistic model. This usually means the model's parameters are less than are required. If a simplistic model is shown to inadequately fit observed data, then we reject the model in favor of a more complicated model with more parameters. In the height and weight example this might, for instance, be achieved by adding a quadratic term to the model equation predicting weight from height. When building models of successively increasing complexity, it is preferable to base the models upon some theory. If we have a theory that says children’s height would be expected to vary with household income, then we are justified in including the variable in the model. A variable is often included because it helps the model fit the data, but without any prior theoretical justification. That may be interesting exploratory model building, but more analysis of more data and explanatory development of the theory will be needed to place much credence on the result. As we add parameters to a model, in a stepwise or hierarchic process of increasing complexity, we need to be able to test whether each new parameter added has improved the model sufficiently to warrant its inclusion. We also need some means of judging when the model has been made complex enough: that is, when the model fits the data acceptably well. Deciding whether added parameters are justified, and whether a model adequately fits a data set, are often tricky questions. The concepts of significance and meaningfulness can help. 0.2.4 Significance and Meaningfulness It is important to distinguish statistical significance from statistical meaningfulness. The explanatory power of a parameter can be statistically significant but not meaningful, or it can be meaningful without being significant, or it can be neither or both significant and meaningful. In model building, we require any parameters we include to be statistically significant and to be meaningful. If a parameter is statistically significant, then that means a data set as extreme as found would be highly unlikely if the parameter were absent or zero. If a parameter is meaningful, then it explains a useful proportion of whatever it is that our model is setting out to explain. The difference between significance and meaningfulness is best illustrated by an example. Consider samples of 1000 people from each of two large communities. Their heights have all been measured. The average height of one sample was 1 cm greater. The standard deviation of height for each sample was 10 cm. We
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would be justified in saying that there was a significant difference in height between the two communities because if there really were no difference between the population, the probability of getting such a sampling difference would be about 0.1%. Accordingly, we are forced to believe that the two communities really do differ in height. However, the difference between the communities” average heights is very small compared with the variability within each community. One way to put it is to say that the difference between the communities explains only 1% of the variance in height. Another way of looking at it is to compare two individuals chosen at random one from each community. The individual from the taller community will have a 46% chance of being shorter than the individual from the other community, instead of the 50% chance if we had not known about the difference. It would be fair to say that the difference between the two communities” heights, while significant, is not meaningful. Following Occam’s razor, if we were building a model to predict height, we might not in this case consider it worthwhile to include community membership as a meaningfully predictive parameter. Conversely, it can happen that a parameter appears to have great explicative power, but the evidence is insufficient to be significant. Consider the same example. If we had sampled just one member from each community and found they differed in height by 15 cm, that would be a meaningful pointer to further data gathering, but could not be considered significant evidence in its own right. In this case, we would have to collect more data before we could be sure that the apparently meaningful effect was not just a chance happening. Before a new model, or an amplification of an existing model by adding further parameters, can be considered worth adopting, we need to demonstrate that its explanatory power (its power to reduce the misfit function) is both meaningful and significant. In deciding whether a model is adequate, we need to examine the residual misfit: • If the misfit is neither meaningful nor significant, we can rest content that we have a good model. • If the misfit is significant but not meaningful, then we have an adequate working model. • If the misfit is both significant and meaningful, the model needs further development. • If the misfit is meaningful but not significant, we need to test further against more data. The distinction between significance and meaningfulness provides one very strong reason for the use of quantitative methods both for improving operating systems and for building and testing models. The human brain operating in
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qualitative mode has a tendency to build a model upon anecdotal evidence, and subsequently to accept evidence that supports the model and reject or fail to notice evidence that does not support the model. A disciplined, carefully designed and well-documented quantitative approach can help us avoid this pitfall.



0.3 Analytical Optimization Many problems of model fitting can be solved analytically, without recourse to iterative techniques such as genetic algorithms. In some cases, the analytical solubility is obvious. In other cases, the analytical solution may be more obscure and require analytical skills unavailable to the researcher. An analytical solution lies beyond the powers of the researcher, or the problem may become non-analytical as we look at fuller data sets. The researcher might then be justified in using iterative methods even when they are not strictly needed. However, the opposite case is also quite common: a little thought may reveal that the problem is analytically soluble. As we shall see, it can happen that parts of a more intractable problem can be solved analytically, reducing the number of parameters that have to be solved by iterative search. A hybrid approach including partly analytical methods can then reduce the complexity of an iterative solution. 0.3.1 An Example: Linear Regression Linear regression models provide an example of problems that can be solved analytically. Consider a set of “n” data points {xi , yi } to which we wish to fit the linear model: y = a + bx (1) The model has two parameters “a” (the intercept) and “b” (the slope), as shown in Figure 0.1. The misfit function to be minimized is the mean squared error F(a,b): F(a,b) = ∑(a + bxi - yi )2 /n



(2)



Differentiation of F with respect to a and b shows F is minimized when: b = (∑yi ∑xi - n∑yi ∑xi ) / ((∑xi )2 - n∑xi 2 )



(3)



a = (∑yi - b∑xi )/n



(4)



It is important that the misfit function be statistically appropriate. We might with reason believe that scatter around the straight line should increase with x. Use of
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the misfit function defined in Equation (2) would then lead to points of large x having too much relative weight. In this case, the misfit function to be minimized would be F/x. Sometimes the appropriate misfit function can be optimized analytically, other times it cannot, even if the model may itself be quite simple.



y (xi, yi )



b 1



misfit y=a+bx



a x Figure 0.1 Simple linear regression More complicated linear regression models can be formed with multiple independent variables: y = a + b1x1 + b2x2 + b3x3 + b4x4 ……



(5)



Analytical solution of these multiple regression models is described in any standard statistics textbook, together with a variety of other analytically soluble models. However, many models and their misfit functions cannot be expressed in an analytically soluble form. In such a situation, we will need to consider iterative methods of solution.



0.4 Iterative Hill-Climbing Techniques There are many situations where we need to find the global optimum (or a close approximation to the global optimum) of a multidimensional function, but we cannot optimize it analytically. For many years, various hill-climbing techniques have been used for iterative search towards an optimum. The term “hill-climbing” should strictly be applied only to maximizing problems, with techniques for minimizing being identified as “valley-descending.” However, a simple reversal
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of sign converts a minimizing problem into a maximizing one, so it is customary to use the “hill-climbing” term to cover both situations. A very common optimizing problem occurs when we try to fit some data to a model. The model may include a number of parameters, and we want to choose the parameters to minimize a function representing the “misfit” between the data and the model. The values of the parameters can be thought of as coordinates in a multidimensional space, and the process of seeking an optimum involves some form of systematic search through this multidimensional space. 0.4.1 Iterative Incremental Stepping Method



Parameter 2



The simplest, moderately efficient way of searching for an optimum in a multidimensional space is by the iterative incremental stepping method, illustrated in Figure 0.2.



end



start Parameter 1 Figure 0.2 Iterative incremental stepping method In this simplest form of hill-climbing, we start with a guess as to the coordinates of the optimum. We then change one coordinate by a suitably chosen (or guessed) increment. If the function gets better, we keep moving in the same direction by
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the same increment. If the function gets worse, we undo the last increment, and start changing one of the other coordinates. This process continues through all the coordinates until all the coordinates have been tested. We then halve the increment, reverse its sign, and start again. The process continues until the increments have been halved enough times that the parameters have been determined with the desired accuracy. 0.4.2 An Example: Fitting the Continents Together A good example of this simple iterative approach is the computer fit of the continents around the Atlantic. This study provided the first direct quantitative evidence for continental drift (Bullard, Everett and Smith, 1965). It had long been observed that the continents of Europe, Africa and North and South America looked as if they fit together. We digitized the spherical coordinates of the contours around the continents, and used a computer to fit the jigsaw together. The continental edges were fit by shifting one to overlay the other as closely as possible. This shifting, on the surface of a sphere, was equivalent to rotating one continental edge by a chosen angle around a pole of chosen latitude and longitude. There were thus three coordinates to choose to minimize the measure of misfit: • The angle of rotation • The latitude and longitude of the pole of rotation The three coordinates were as shown in Figure 0.3, in which point Pi on one continental edge is rotated to point Pi´ close to the other continental edge. The misfit function, to be minimized, was the mean squared under-lap or overlap between the two continental edges after rotation. If the under-lap or overlap is expressed as an angle of misfit αi, then the misfit function to be minimized is: F = ∑αi2 /n



(6)



It can easily be shown that F is minimized if φ, the angle of rotation is chosen so that: ∑φi = 0
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(7)



So, for any given center of rotation, the problem can be optimized analytically for the third parameter, the angle of rotation, by simply making the average overlap zero.



centre of rotation (latitude, longitude) φ αi



Pi



P'i



Figure 0.3 Fitting contours on the opposite sides of an ocean Minimizing the misfit can therefore be carried out using the iterative incremental stepping method, as shown above in Figure 0.2, with the two parameters being the latitude and longitude of the center of rotation. For each center of rotation being evaluated, the optimum angle of rotation is found analytically to make the average misfit zero. A fourth parameter was the depth contour at which the continental edges were digitized. This parameter was treated by repeating the study for a number of contours: first for the coastline (zero depth contour) and then for the 200, 1000, 2000 and 4000 meter contours. Gratifyingly, the minimum misfit function was obtained for contours corresponding to the steepest part of the continental shelf, as shown in Figure 0.4. This result, that the best fit was obtained for the contour line corresponding to the steepest part of the continental shelf, provided good theory-based support for the model. The theory of continental drift postulates that the continents around the Atlantic are the remains of a continental block that has been torn apart. On this theory, we would indeed expect to find that the steepest part of the continental shelf provides the best definition of the continental edge, and therefore best fits the reconstructed jigsaw.
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Figure 0.4 Least misfit for contours of steepest part of continental shelf The resulting map for the continents around the Atlantic is shown in Figure 0.5. Further examples of theory supporting the model are found in details of the map. For example, the extra overlap in the region of the Niger delta is explained: recent material was washed into the ocean, thus bulging out that portion of the African coastline. 0.4.3 Other Hill-Climbing Methods A more direct approach to the optimum can be achieved by moving in the direction of steepest descent. If the function to be optimized is not directly differentiable, then the method of steepest decent may not improve the efficiency, because the direction of steepest descent may not be easily ascertained. Another modification that can improve the efficiency of approach to the optimum is to determine the incremental step by a quadratic approximation to the function. The function is computed at its present location, and at two others equal amounts to either side. The increment is then calculated to take us to the minimum of the quadratic fitted through the three points. If the curvature is convex upwards, then the reflection is used. Repeating the process can lead us to the minimum in fewer steps than would be needed if we used the iterative incremental stepping method. A fuller description of this quadratic approximation method can be found in Chapter 6.
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Figure 0.5 The fit of the continents around the Atlantic 0.4.4 The Danger of Entrapment on Local Optima and Saddle Points Although the continental drift problem required an iterative solution, the clear graphical nature of its solution suggested that local optima were not a problem of concern. This possibility was in fact checked for by starting the solution at a number of widely different centers of rotation, and finding that they all gave consistent convergence to the same optimum. When only two parameters require iterative solution, it is usually not difficult to establish graphically whether local optima are a problem. If the problem requires iteration on more than two parameters, then it may be very difficult to check for local optima. While iterating along each parameter, it is also possible to become entrapped at a point minimizing each parameter. The point may be not a local optimum but just a saddle point. Figure 0.6 illustrates this possibility for a problem with two parameters, p and q. The point marked with an asterisk is a saddle point. The
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saddle point is a minimum with respect to changes in either parameter, p or q. However, it is a maximum along the direction (p+q), going from the bottom left to the top right of the graph. If we explore by changing each of the parameters p and q in turn, as in Figure 0.2, then we will wrongly conclude that we have reached a minimum. 0.4.5 The Application of Genetic Algorithms to Model Fitting Difficulty arises for problems with multiple local optima, or even for problems where we do not know whether a single optimum is unique. Both the iterative incremental step and the steepest descent methods can lead to the solution being trapped in a local optimum. Restarting the iteration from multiple starting points may provide some safeguard against entrapment in a local minimum. Even then, there are problems where any starting point could lead us to a local optimum before we reached the global optimum. For this type of problem, genetic algorithms offer a preferable means of solution. Genetic algorithms offer the attraction that all parts of the feasible space are potentially available for exploration, so the global minimum should be attained if premature convergence can be avoided. We will now consider a model building problem where a genetic algorithm can be usefully incorporated into the solution process. 50 40 80 70 60



q 40 50 60



*



70 80



p Figure 0.6 Entrapment at a saddle point
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0.5 Assay Continuity in a Gold Prospect To illustrate the application of a genetic algorithm as one tool in fitting a series of hierarchical models, we will consider an example of economic significance. 0.5.1 Description of the Problem There is a copper mine in Europe that has been mined underground since at least Roman times. The ore body measures nearly a kilometer square by a couple of hundred meters thick. It is now worked out as a copper mine, but only a very small proportion of the ore body has been removed. Over the past 40 years, as the body was mined, core samples were taken and assayed for gold and silver as well as copper. About 1500 of these assays are available, from locations scattered unevenly through the ore body. Standard Deviations (Normal Distribution) 3 99% Cumulative Probability 2 90% 1 70% 0
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Figure 0.7 Cumulative distribution of gold assays, on log normal scale The cumulative distribution of the gold assay values is plotted on a log normal scale in Figure 0.7. The plot is close to being a straight line, confirming that the assay distribution is close to being log normal, as theory would predict for this type of ore body. If the gold concentration results from a large number of random multiplicative effects, then the Central Limit theorem would lead us to expect the logarithms of the gold assays to be normally distributed, as we have found. The gold assays average about 2.6 g/tonne, have a median of 1.9 g/tonne, and correlate only weakly (0.17) with the copper assays. It is therefore reasonable to suppose that most of the gold has been left behind by the copper mining. The
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concentration of gold is not enough to warrant underground mining, but the prospect would make a very attractive open-cut mine, provided the gold assays were representative of the whole body. To verify which parts of the ore body are worth open-cut mining, extensive further core-sample drilling is needed. Drilling is itself an expensive process, and it would be of great economic value to know how closely the drilling has to be carried out to give an adequate assessment of the gold content between the drill holes. If the holes are drilled too far apart, interpolation between them will not be valid, and expensive mistakes may be made in the mining plan. If the holes are drilled closer together than necessary, then much expensive drilling will have been wasted. 0.5.2 A Model of Data Continuity Essentially, the problem reduces to estimating a data “continuity distance” across which gold assays can be considered reasonably well correlated. Assay values that are from locations far distant from one another will not be correlated. Assay values will become identical (within measurement error) as the distance between their locations tends to zero. So the expected correlation between a pair of assay values will range from close to one (actually the test/retest repeatability) when they have zero separation, down to zero correlation when they are far distant from each other. Two questions remain: • How fast does the expected correlation diminishes with distance? • What form does the diminution with distance take? The second question can be answered by considering three points strung out along a straight line, separated by distances r12 and r23 as shown in Figure 0.8. Let the correlation between the assays at point 1 and point 2, points 2 and 3, and between points 1 and 3 be ρ12, ρ23, ρ13 respectively.
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Figure 0.8 Assay continuity It can reasonably be argued that, in general, knowledge of the assay at point 2 gives us some information about the assay at point 3. The assay at point 1 tells us no more about point 3 than we already know from the assay at point 2. We have
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what is essentially a Markov process. This assumption is valid unless there can be shown to be some predictable cyclic pattern to the assay distribution. Examples of Markov processes are familiar in marketing studies where, for instance, knowing what brand of toothpaste a customer bought two times back adds nothing to the predictive knowledge gained from knowing the brand they bought last time. In the field of finance, for the share market, if we know yesterday’s share price, we will gain no further predictive insight into today’s price by looking up what the price was the day before yesterday. The same model applies to the gold assays. The assay from point 1 tells us no more about the assay for point 3 than we have already learned from the assay at point 2, unless there is some predictable cyclic behavior in the assays. Consequently, we can treat ρ12 and ρ23 as orthogonal, so: ρ13 = ρ12 • ρ23



(8)



ρ(r13) = ρ(r12+r23) = ρ(r12) • ρ(r23)



(9)



To satisfy Equation (9), and the limiting values ρ(0) = 1, ρ (∞) = 0, we can postulate a negative exponential model for the correlation coefficient ρ(r), as a function of the distance r between the two locations being correlated. MODEL 1



ρ(r) = exp(-kr)



(10)



Model 1 has a single parameter, k whose reciprocal represents the distance at which the correlation coefficient falls to (1/e) of its initial value. The value of k answers our first question as to how fast the expected correlation diminishes with distance. However, the model makes two simplifying assumptions, which we may need to relax. First, Model 1 assumes implicitly that the assay values have perfect accuracy. If the test/retest repeatability is not perfect, we should introduce a second parameter a = ρ(0), where a < 1. The model then becomes: MODEL 2



ρ(r) = a.exp(-kr)



(11)



The second parameter, a, corresponds to the correlation that would be expected between repeat samples from the same location, or the test/retest repeatability. This question of the test/retest repeatability explains why we do not include the cross-products of assays with themselves to establish the correlation for zero distance. The auto cross-products would have an expectation of one, since they are not subject to test/retest error.
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The other implicit assumption is that the material is homogeneous along the three directional axes x, y and z. If there is geological structure that pervades the entire body, then this assumption of homogeneity may be invalid. We then need to add more parameters to the model, expanding kr to allow for different rates of fall off (k a , kb , kc ), along three orthogonal directions, or major axes, (ra , rb , rc ). This modification of the model is still compatible with Figure 0.8 and Equation (9), but allows for the possibility that the correlation falls off at different rates in different directions. k r = sqrt(ka2 ra2 + kb2 rb2 + kc2 rc2 )



(12)



These three orthogonal directions of the major axes (ra , rb , rc ) can be defined by a set of three angles (α , β , γ). Angles α and β define the azimuth (degrees east of north) and inclination (angle upwards from the horizontal) of the first major axis. Angle γ defines the direction (clockwise from vertical) of the second axis, in a plane orthogonal to the first. The direction of the third major axis is then automatically defined, being orthogonal to each of the first two. If two points are separated by distances (x, y, z) along north, east and vertical coordinates, then their separation along the three major axes is given by: ra = x.cosα.cosβ + y.sinα.cosβ + z.sinβ



(13)



rb = -x(sinα.sinγ+cosα.sinβ.cosγ) + y(cosα.sinγ-sinα.sinβ.cosγ) + z.cosβ.cosγ (14) rc = x(sinα.cosγ-cosα.sinβ.sinγ) - y(cosα.cosγ+sinα.sinβ.sinγ) + z.cosβ.sinγ (15) The six parameters (ka , kb , kc ) and (α , β , γ) define three-dimensional ellipsoid surfaces of equal assay continuity. The correlation between assays at two separated points is now ρ(ra , rb , rc ), a function of (ra , rb , rc ), the distance between the points along the directions of the three orthogonal major axes. Allowing for the possibility of directional inhomogeneity, the model thus becomes: MODEL 3



ρ(ra , rb , rc ) = a.exp[-sqrt(ka2 ra2 + kb2 rb2 + kc2 rc2 )]



(16)



In Model 3, the correlation coefficient still falls off exponentially in any direction, but the rate of fall-off depends upon the direction. Along the first major axis, the correlation falls off by a ratio 1/e for an increase of 1/ka in the separation. Along
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the second and third axes, the correlation falls off by 1/e when the separation increases by 1/kb and 1/kc, respectively. 0.5.2.1 A Model Hierarchy In going from Model 1 to Model 2 to Model 3, as in Equations (10), (11) and (16), we are successively adding parameters: ——> 1) ——> 2) ——> 3)



ρ(r) = exp(-kr) ρ(r) = a.exp(-kr) ρ(ra , rb , rc ) = a.exp[-sqrt(ka2 ra2 + kb2 rb2 + kc2 rc2 )]



The three models can thus be considered as forming a hierarchy. In this hierarchy, each successive model adds explanatory power at the cost of using up more degrees of freedom in fitting more parameters. Model 1 is a special case of Model 2, and both are special cases of Model 3. As we go successively from Model 1 to Model 2 to Model 3, the goodness of fit (the minimized misfit function) cannot get worse, but may improve. We have to judge whether the improvement of fit achieved by each step is sufficient to justify the added complexity of the model. 0.5.3 Fitting the Data to the Model As we have seen, the assay data were found to closely approximate a log normal distribution. Accordingly, the analysis to be described here was carried out on standardized logarithm values of the assays. Some assays had been reported as zero gold content: these were in reality not zero, but below a reportable threshold. The zero values were replaced by the arbitrary low measure of 0.25 g/tonne before taking logarithms. The logarithms of the assay values had their mean subtracted and were divided by the standard deviation, to give a standardized variable of zero mean, unit standard deviation and approximately normal distribution. The cross-product between any two of these values could therefore be taken as an estimate of the correlation coefficient. The cross products provide the raw material for testing Models 1, 2 and 3. The 1576 assay observations yielded over 1,200,000 cross products (excluding the cross-products of assays with themselves). Of these cross-products, 362 corresponded to radial distances less than a meter, 1052 between 1 and 2 meters, then steadily increasing numbers for each 1-meter shell, up to 1957 in the interval between 15 and 16 meters. The average cross-product in each concentric shell can be used to estimate the correlation coefficient at the center of the shell.
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Figure 0.9 Log correlations as a function of r, the inter-assay distance Figure 0.9 shows the average cross-product for each of these 1-meter shells. This provides an estimate of the correlation coefficient for each radial distance. The vertical scale is plotted logarithmically, so the negative exponential Model 1 or 2 (Equations 10 or 11) should yield a negatively sloping straight-line graph. The results appear to fit this model reasonably well. The apparently increasing scatter as the radial distance increases is an artifact of the logarithmic scale. Figure 0.10 shows the same data plotted with a linear correlation scale. The curved thin line represents a negative exponential fitted by eye. It is clear that the scatter in the observed data does not vary greatly with the radial distance. There is also no particular evidence of any cyclic pattern to the assay values. The data provide empirical support for the exponential decay model that we had derived theoretically. 0.5.4 The Appropriate Misfit Function The cross product of two items selected from a pair of correlated standardized normal distributions has an expected value equal to the correlation between the two distributions. We can accordingly construct a misfit function based upon the difference between the cross-product and the modeled correlation coefficient. So, in using our Models 1, 2 or 3 to fit the correlation coefficient to the observed cross-products pi as a function of actual separation ri = (xi , yi , zi ), our objective is to minimize the misfit function:
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F = ∑[pi - ρ(ri )]2 /n



(17)



In fitting a model, we are finding parameters to minimize F. The residual F, and the amount it is reduced as we go through the hierarchy of models, helps in judging the meaningfulness and overall explanatory power of the model. We have seen that the available 1576 observations could yield more than a million cross-products. The model fitting to be described here will be based upon the 4674 cross-products that existed for assays separated by less than 5 meters. As discussed above, the cross-products were formed from the standardized deviations of the logarithms of the gold assays. Cross-products of assays with themselves were of course not used in the analysis. Correlation between Assays 1.0
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Figure 0.10 Correlations as a function of r, the inter-assay distance Using data for separations of less than 5 meters is admittedly rather arbitrary. To use the more than a million available cross-products would take too much computer time. An alternative approach would be to sample over a greater separation range. However, given the exponential fall-off model, the parameters will be less sensitive to data for greater separations. So it was decided to carry out these initial investigations with a manageable amount of data by limiting the separation between assays to 5 meters. The theoretical model of Figure 0.8 and Equation (9) gives us the reassurance that establishing the model for separations less than 5 meters should allow extrapolation to predict the correlation for greater separations.
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0.5.5 Fitting Models of One or Two Parameters We will first consider the models that require only one or two parameters. The misfit function for these models can be easily explored without recourse to a genetic algorithm. The analysis and graphs to be reported here were produced using an Excel spreadsheet. 0.5.5.1 Model 0 If we ignore the variation with r, the inter-assay distance, we would just treat the correlation coefficient as a constant, and so could postulate: ρ(r) = a



MODEL 0



(18)



This model is clearly inadequate, since we have already strong evidence that ρ does vary strongly with r. The estimate “a” will just be the average cross-product within the 5-meter radius that we are using data from. If we increased the data radius, the value of the parameter “a” would decrease. The parameter “a” can be simply estimated analytically by computing the average value of the cross-product. The same answer can be obtained iteratively by minimizing the misfit function F in Equation (17), using the hill-climbing methods described in the earlier sections. The results are shown in Figure 0.11. The misfit function is U-shaped, with a single minimum. This procedure gives us a value of the misfit function, 1.4037, to compare with that obtained for the other models. Misfit Function 'F' 1.7
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Figure 0.11 Fitting model 0: ρ(r) = a
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It should be pointed out that Model 0 and Model 1 do not share a hierarchy, since each contains only a single parameter and they have different model structures. Models 2 and 3 can be considered as hierarchical developments from either of them. Misfit Function 'F'
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Figure 0.12 Fitting model 1: ρ(r) = exp(-kr) 0.5.5.2 Model 1 Model 1 again involves only a single parameter, k which cannot be solved for analytically. An iterative approach (as described in the earlier sections) is needed to find the value of the parameter to minimize the misfit function. Only one parameter is involved. We can easily explore the range of this parameter over its feasible range (k > 0) and confirm that we are not trapped in a local minimum, so the model does not require a genetic algorithm. The graph in Figure 0.12 shows the results of this exploration. Model 1 gives a misfit function of 1.3910, somewhat better than the misfit of 1.4037 for Model 0. This is to be expected, because the exponential decline with distance of Model 1 better agrees with our theoretical understanding of the way the correlation coefficient should vary with distance between the assays. 0.5.5.3 Model 2 Introducing a second parameter “a” as a constant multiplier forms Model 2. Since there are still only two parameters, it is easy enough to explore the feasible space iteratively, and establish that there is only the one global minimum for the misfit function F.
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Figure 0.13 Fitting model 2: ρ(r) = a.exp(-kr) The results for Model 2 are summarized in Figure 0.13. The thin-line graphs each show the variation of F with parameter k for a single value of the parameter a. The graphs are U-shaped curves with a clear minimum. The locus of these minima is the thick line, which is also U-shaped. Its minimum is the global minimum, which yields a minimum misfit function F equal to 1.3895, a marked improvement over the 1.3910 of Model 1. For this minimum, the parameter “a” is equal to 0.87 and parameter k equals 0.168. It should be pointed out that a hybrid analytical and iterative combination finds the optimum fit to Model 2 more efficiently. For this hybrid approach, we combine Equations (11) and (17), to give the misfit function for Model 2 as: F = ∑[pi - a.exp(-kri)]2/n



(19)



Setting to zero the differential with respect to “a,” a = ∑[pi.exp(-kri)] /∑[exp(-2kri)]



(20)



So for any value of k, the optimum value of a can be calculated directly, without iteration. There is therefore need to explore only the one parameter, k, iteratively. This procedure leads directly to the bold envelope curve of Figure 0.13. 0.5.5.4 Comparison of Model 0, Model 1 and Model 2 Figure 0.14 summarizes the results of the three models analyzed so far.
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Model 0 is clearly inadequate, because it ignores the relation between correlation and inter-assay distance. Model 2 is preferable to Model 1 because it gives an improved misfit function, and because it allows for some test/retest inaccuracy in the assays. Correlation between Assays 1.0 1 Model 1 0.8 Model 2 0.6
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Figure 0.14 Comparing model 0, model 1 and model 2 0.5.5.5 Interpretation of the Parameters The assays are all from different locations. But the value 0.87 of the intercept parameter “a” for Model 2 can be interpreted as our best estimate of the correlation that would be found between two assays made of samples taken from identical locations. However, each of these two assays can be considered as the combination of the “true” assay plus some orthogonal noise. Assuming the noise components of the two assays to be not correlated with each other, the accuracy of a single estimate, or the correlation between a single estimate and the “true” assay is given by √a. The value 0.168 of the exponential slope parameter “k” tells us how quickly the correlation between two assays dies away as the distance between them decreases. The correlation between two assays will have dropped to one-half at a distance of about 3 meters, a quarter at 6 meters, and so on. Given that the data to which the model has been fitted includes distances up to only 5 meters, it might be objected that conclusions for greater distances are invalid extrapolations “out of the window.” This objection would be valid if the model was purely exploratory, without any theory base. However, our multiplicative model of Equation (8) is based on theory. It predicts that doubling the inter-assay distance should square the correlation coefficient. With this theoretical base, we are justified in
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extrapolating the exponential fit beyond the data range, as long as we have no reason to doubt the theoretical model. 0.5.6 Fitting the Non-homogeneous Model 3 Model 3, as postulated in Equation (16), replaces the single distance variation parameter “k” by a set of six parameters. This allows for the fact that structure within the ore body may cause continuity to be greater in some directions than in others. ρ(ra , rb , rc ) = a.exp[-sqrt(ka2 ra2 + kb2 rb2 + kc2 rc2 )]



(21)



We saw that the model includes seven parameters, the test/retest repeatability “a”; the three fall-off rates (ka, kb , kc ); and three angles (α , β , γ) defining the directions of the major axes, according to Equations (13) to (15). These last six parameters allow for the possibility that the orebody is not homogeneous. They can be used to define ellipsoid surfaces of equal continuity. Although we cannot minimize the misfit function analytically with respect to these six parameters, we can again minimize analytically for the multiplying parameter “a.” For any particular set of values of the parameters (ka, kb, kc ); and three angles (α , β , γ), the derivative ∂F/∂a is set to zero when: a = ∑[pi.exp[-sqrt(ka2 rai2 + kb2 rbi2 + kc2 rci2 )]] / ∑[exp[-2.sqrt(ka2 rai2 + kb2 rbi2 + kc2 rci2 )]] (22) In Equation (22), the cross-products pi are values for assay pairs with separation (rai, rbi, rci ). The model can thus be fitted by a hybrid algorithm, with one of the parameters being obtained analytically and the other six by using iterative search or a genetic algorithm. An iterative search is not so attractive in solving for six parameters, because it now becomes very difficult to ensure against entrapment in a local minimum. Accordingly, a genetic algorithm was developed to solve the problem. 0.5.6.1 The Genetic Algorithm Program The genetic algorithm was written using the simulation package Extend, with each generation of the genetic algorithm corresponding to one step of the simulation. The use of Extend as an engine for a genetic algorithm is described more fully in Chapter 6. The coding within Extend is in C. The program blocks used for building the genetic algorithm model are provided on disk, in an Extend library titled “GeneticCorrLib.” The Extend model itself is the file “GeneticCorr.”



© 2001 by Chapman & Hall/CRC



The genetic algorithm used the familiar genetic operators of selection, crossover and mutation. Chapter 6 includes a detailed discussion of the application of these operators to a model having real (non-integer) parameters. It will be sufficient here to note that: • The population size used could be chosen, but in these runs was 20. • Selection was elite (retention of the single best yet solution) plus tournament (selection of the best out of each randomly chosen pair of parents). • “Crossover” was effected by random assignment of each parameter value, from the two parents to each of two offspring. • “Random Mutation” consisted of a normally distributed adjustment to each of the six parameters. The adjustment had zero mean and a preset standard deviation, referred to as the “mutation radius.” • “Projection Mutation” involved projection to a quadratic minimum along a randomly chosen parameter. This operator is discussed fully in Chapter 6. • In each generation, the “best yet” member was unchanged, but nominated numbers of individuals were subjected to crossover, mutation and projection mutation. In these runs, in each generation, ten individuals (five pairs) were subjected to crossover, five to random mutation, and four to projection mutation. Since the method worked satisfactorily, optimization of these numbers was not examined. The solution already obtained for Model 2 was used as a starting solution. For this homogenous solution, the initial values of (ka, kb, kc) were each set equal to 0.168, and three angles (α , β , γ) were each set equal to zero. The model was run for a preset number of generations (500), and kept track of the misfit function for the “best yet” solution at each generation. It also reported the values of the six iterated parameters for the “best yet” solution of the most recent generation, and calculated the “a” parameter, according to Equation (22). As an alternative to running the genetic algorithm, the simulation could also be used in “Systematic Projection” mode. Here, as discussed in Chapter 6, each of the parameters in turn is projected to its quadratic optimum. This procedure is repeated in sequence for all six parameters until an apparent minimum is reached. As we have seen earlier, such a systematic downhill projection faces the possibility of entrapment on a local optimum, or even on a saddle point (see Figure 0.6).
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0.5.6.2 Results Using Systematic Projection The results of three runs using systematic projection are graphed in Figure 0.15. For each iteration, the solution was projected to the quadratic minimum along each of the six parameters (ka, kb, kc) and (α , β , γ). The order in which the six parameters were treated was different for each of the three runs. It is clear that at least one of the runs has become trapped on a local optimum (or possibly a saddle point, as in Figure 0.6). 1.390 Misfit Function 1.388 1.386 1.384 entrapment on local optimum 1.382 Iterations
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Figure 0.15 Fit of model 3 using systematic projection 0.5.6.3 Results Using the Genetic Algorithm Figure 0.16 shows the results for seven runs of the genetic algorithm. Although these took much longer to converge, they all converged to the same solution, suggesting that the genetic algorithm has provided a robust method for fitting the multiple parameters of Model 3. 0.5.6.4 Interpretation of the Results At convergence, the parameters had the following values: a = 0.88; (ka , kb , kc ) = (0.307, 0.001, 0.006); (α , β , γ) = (34°, 19°, -43° ) The test/retest repeatability of 0.88 is similar to the 0.87 obtained for Model 2. The results suggest that the fall-off of the correlation coefficient is indeed far from homogeneous with direction. Along the major axis, the fall-off rate is 0.307 per meter. This means the correlation decreases to a proportion 1/e in each 3.3
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(=1/0.307) meters. The figure corresponds to a halving of the correlation coefficient every 2.3 meters. Along the other two axes, the fall-off of the correlation coefficient is much slower, on the order of 1% or less per meter. The results are compatible with the geologically reasonable interpretation that the material has a planar or bedded structure. The correlation would be expected to fall off rapidly perpendicular to the planes, but to remain high if sampled within a plane. 1.390
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Figure 0.16 Fit of model 3 using the genetic algorithm The direction of the major axis is 34° east of north, pointing 19° up from the horizontal. The planes are therefore very steeply dipped (71° of horizontal). Vertical drilling may not be the most efficient form of drilling, since more information would be obtained by sampling along the direction of greatest variability, along the major axis. Collecting samples from trenches dug along lines pointing 34° east of north may be a more economical and efficient way of gathering data. Further analysis of data divided into subsets from different locations within the project would be useful to determine whether the planar structure is uniform, or whether it varies in orientation in different parts of the ore body. If the latter turns out to be the case, then the results we have obtained represent some average over the whole prospect.



0.6 Conclusion In this chapter, I have attempted to place genetic algorithms in context by considering some general issues of model building, model testing and model
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fitting. We have seen how genetic algorithms fit in the top end of a hierarchy of analytical and iterative solution methods. The models that we wish to fit tend to be hierarchical, with models of increasing complexity being adopted only when simpler models prove inadequate. Similarly, analytical, hill-climbing and genetic algorithms form a hierarchy of tools. There is generally no point using an iterative method if an analytical one is available to do the job more efficiently. Similarly, genetic algorithms do not replace our standard techniques, but rather supplement them. As we have seen, hybrid approaches can be fruitful. Analytical techniques embedded in iterative solutions reduce the number of parameters needing iterative solution. Solutions obtained by iterative techniques on a simpler model provide useful starting values for parameters in a genetic algorithm. Thus, genetic algorithms are most usefully viewed, not as a self-contained area of study, but rather as providing a useful set of tools and techniques to combine with methods of older vintage to enlarge the areas of useful modeling.



Reference Bullard E.C. Everett J.E. & Smith A.G. (1965). The fit of the continents around the Atlantic, Philosophical Transactions of the Royal Society, 258, 41-51.
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