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Abstract—Since the pioneer work by Gupta and Kumar [1], the throughput capacity of random wireless networks has been studied extensively in the literature. Nevertheless, most existing studies are based on the assumption that each node can receive at most one transmission at a time. However, several recent studies have shown that such a constraint can be relaxed. Particularly, with physical-layer network coding, one node can receive more than one transmission from different transmitters simultaneously. In this paper, we investigate the impact of physical-layer network coding on the throughput capacity of random wireless networks. Our analysis show that the physical-layer network coding scheme can improve the throughput capacity but cannot change the scaling law. Specifically, for one-dimensional random wireless network, our analysis provides the capacity of network with physical-layer network coding. For two-dimensional random wireless networks, we derive tighter capacity bounds for existing transmission schemes, as well as the bounds for physical-layer network coding.



I. I NTRODUCTION In [1], the authors developed the theoretical foundation for the analysis of the throughput capacity of wireless network. The main results in [1] include: 1) the throughput capacity of two-dimensional arbitrary wireless network is in the order of √ Θ( n), where n is the number of nodes in the network; and 2) for randomwireless network, the throughput capacity will scale with Θ( n/logn). Since then, the throughput capacity of random wireless networks has been studied extensively in the literature [2]–[5]. However, most of existing studies assume that the transmission in wireless network has only one sender and one receiver. Following [4], we term such a transmission scheme as flow based transmission. To demonstrate the procedure of this scheme, we discuss a simple 3-node network, as shown in Fig. 1, where node A can only communicate with node B via intermediate node R, and vice versus. Now suppose node A wants to send message x to B, while node B wants to send message y to A. With the flow based scheme, we will need four time slots for the communication, as illustrated in Table I. In [4], the authors discussed the capacity bounds of random wireless network with network coding, with which a node in the network can forward coded data to adjacent nodes, instead of simply store-and-forward. For example, for the
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A simple 3-node wireless network.



TABLE I C OMPARISON OF T RANSMISSION S CHEMES



Slot 1



Flow x:A→R



Network Coding x:A→R



Slot 2 Slot 3 Slot 4



y:B→R x:R→B y:R→A



y:B→R x + y : R → A and B



Physical-Layer Network Coding x:A→R y:B→R x + y : R → A and B



same communication requirement described above, node R can broadcast x + y to node A and B at the third time slot (see Table I). Since node A has the information of x, it can successfully decode y, given x + y. Similarly, node B can decode x in the same way. Clearly, such a transmission scheme can save one transmission, and thus improve the capacity. While most existing works on network coding consider network coding as a technique for the network layer or medium access control (MAC) layer, several recent works have suggested that network coding can be performed in the physical layer, which may further improve the performance [6]–[8]. Compared to traditional network coding, the physicallayer network coding exploits the fact that two simultaneous transmission will be aggregated at the receiver naturally, which can be consider as a summation function. To demonstrate the potential of physical-layer network coding, we use the same communication scenario as above. As shown in Table I, we need only two time slots to exchange the two messages with the physical-layer network coding. In our previous study [8], we have conducted extensive numerical experiments. The results show that the physical-layer network coding scheme can obtain similar symbol error performance if there is a single relay node. Moreover, it may obtain better performance in fading channels with more relay nodes. In this paper, we investigate the impact of physical-layer network coding on the throughput capacity of random wireless
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II. C APACITY FOR O NE -D IMENSIONAL R ANDOM W IRELESS N ETWORK In this section, we discuss the capacity for one-dimensional random wireless networks. Similar to [5], we assume that all n nodes are located in a straight line segment, whose length is 1 unit. We also assume that all traffic requests are unicast and the traffic are uniformly distributed among all node. According to [5], the capacity of the flow based and network coding based scheme can be expressed by λF (n)



=



λC (n)



=



2W , (1 + ∆)n 2W , (1 + ∆ 2 )n



(1) (2)



where W is the transmission data rate, λ(n) is the average data rate that can be sent by each station in the network, and parameter ∆ is used to specify the effect of interference range. Specifically, according to [1], a transmission from node i to j is successful if and only if the distance between them is less than r, and all other transmitting nodes are (1 + ∆)r away from node j. In the rest of this section, we first provide a new technique to prove the capacity of the flow based scheme and the network coding based scheme. We also discuss the scheduling schemes that can realize such capacity bounds. Based on these discussion, we can then prove the capacity of the physicallayer network coding. Moreover, with the construction of scheduling, we can also derive the delay bounds of different schemes. A. The Capacity of the Flow Based Scheme The proof technique can be described as the following. First, we show the upper bound via the schedule in the space-time graph. Then, we show that the upper bound can be achieved via specific transmission pattern (“block”). Following [4], for the one-dimensional network with unit length, we consider that a cut point is at the middle of the line segment. In other words, the cut point will create two line segments, whose length are 0.5 each. Consequently, when n goes to infinity, the number of nodes in each half is n/2 with high probability (whp). Then, at any time epoch, whp there are
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network. Our analysis shows that the physical-layer network coding can obtain much better performance in terms of throughput capacity. One contribution of our study is that we have derived tighter bounds for the capacity in twodimensional random wireless networks. We also provide an achievable lower bound for the random wireless networks with network coding. The rest of this paper is organized as follows. In Section II, we discuss the capacity of different schemes in onedimensional random wireless network. In addition, we study the delay of different approaches. In Section III, we elaborate on the capacity of two-dimensional random wireless networks, where we develop tighter bounds for all transmission schemes. Finally, Section IV concludes the paper.



Fig. 2.



A scheduling of the flow scheme.



n/2 communication requests passing through the cut. Since each node can send data at λF (n), the total amount of data to be delivered cross the cut is λF (n)n/2. Now the next issue is the probability that a transmission occurs at this time epoch. To obtain this value, we can consider the space-time schedule, as shown in Fig. 2. Here the main idea is to fill the whole space-time area with a certain pattern. Clearly, in the flow based scheme, a transmission from node i to j will create two interference line segments, each with length ∆r, in which no other transmitter or receiver can be presented. In addition, in the best case, the distance from i to j is r and the interference area can be shared by adjacent transmission, as shown in Fig. 2. Consequently, the percentage of area that is related to transmission is 1/(1 + ∆). It is then easy to conclude that this value is the probability that a transmission occurs at any time epoch. Since the data rate of each transmission is W , we have W



n 1 = λF (n) , 1+∆ 2



(3)



and consequently we can obtain Eq. (1). Next, we take a further look at Fig. 2 about the schedule. Here we define a “block” as the transmission pattern that can be used repeatedly to fill the whole area. In other words, there will be no gap or other transmission pattern occurs in the area. As shown in Fig. 2, we can specify the block as the two adjacent transmissions on opposite direction. Clearly, more than one methods can be used to fill in the blocks. In Fig. 2, we choose a simple one, in which the pattern will advance c units to the right-hand side per slot. Here we also assume that r = kc and (1 + ∆)r = lc. With this schedule, we can prove that the upper bound of the average delay is k + l slots per hop. In the extreme case, where k = l = 1, we can obtain that the minimum delay per hop is 2 slots. B. The Capacity of the Network Coding Based Scheme In Fig. 3, we show the transmission pattern that can lead to the capacity bound specified in Eq. (2), where (a, b) means that a transmission will deliver a slot of data to left with index a, and will deliver a slot of data to right with index b. In this case, the block consists of three transmissions in three consecutive slots. Therefore, we define a frame that can cover
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A scheduling of the network coding scheme. Space
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A scheduling of the physical-layer network coding scheme.



these transmissions. In our study, we have proved that the average delay for the scheduling scheme can be expressed as D



=



D



=



2, k = l (2k + l)lcm(|l − k|, 3k) − 1, k = l 3k|l − k|



(4) (5)



where lcm stands for the least common multiple function. C. The Capacity of the physical-layer network coding Scheme In Fig. 4, we show the transmission pattern with physicallayer network coding. We first notice that, if ∆ < 2, then we can transmit data in both directions, without affecting adjacent transmissions. As shown in Fig. 4, there is no line segments for interference area. Using the same technique described previously, we can then prove that the capacity of the physicallayer network coding scheme is 2αW , (6) n where we use α to represent the impact of physical-layer network coding to the data rate. According to our previous study, the value of α is quite close to 1 in most cases. And it can be even greater than 1 in certain scenarios. Theorem 1: For the physical-layer network coding based scheme, the throughput capacity of the 1-D case is 2αW n , if 2αW , if ∆ ≥ 2. ∆ < 2; the throughput capacity is (1+ ∆ )n λCN (n) =



2



The distance between nodes of adjacent crossing pairs.



(a+2,b−1)



Comparing Eq. (6) with previous results, we can see that the physical-layer network coding can substantially improve the throughput capacity by eliminating the impact of ∆ if ∆ < 2. Moreover, from the scheduling scheme illustrated in Fig. 4, we can easily observe that the delay is 1 slot per hop, which is smaller than all existing cases. Finally, we also observe that, under this scheduling scheme, all intermediate nodes cannot decode the original data because they always receive the combined signals in the time domain. Thus the confidentiality of the communication is obtained. III. C APACITY B OUNDS FOR T WO -D IMENSIONAL R ANDOM W IRELESS N ETWORK In this section, we discuss the bounds for two-dimensional random wireless networks. We assume that all n nodes are located in a 1 × 1 unit square. All traffic requests are unicast and the traffic are uniformly distributed among all node. Due to limited space, we omit the proof for some lemmas. A. The Upper Bounds Definition 1: We define that a crossing pair consists of a transmitter and its receiver, where the transmitter and receiver are located in different side of the cut. Lemma 1: To maximize the number of crossing pairs, the distance between each pair of transmitter and receiver must be the same as the transmission range r. Lemma 2: To maximize the total number of crossing pairs for a cut, the distance between a transmitter (receiver) to the transmitter (receiver) of the adjacent crossing pair on the other side of the cut is the same as (1 + ∆)r. We now consider how close two adjacent crossing pairs can be. As shown in Fig. 5, we let the x-axis be the cut line and let a given transmitter T be on the y-axis. Using T and R as the center, we can draw two cycles with radius (1 + ∆)r. We can then have the following four scenarios:
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1) Scenario 1: The y-coordinate of the transmitter, denoted as y(T ), is greater than or equal to 0, and the xcoordinate of the receiver, denoted as x(R), is greater than or equal to 0; and the adjacent transmitters are above the x-axis. 2) Scenario 2: y(T ) < 0 and x(R) ≥ 0, the adjacent transmitters are below the x-axis. 3) Scenario 3: y(T ) ≥ 0 and x(R) ≥ 0, the adjacent transmitters are below the x-axis. 4) Scenario 4: y(T ) < 0 and x(R) ≥ 0, the adjacent transmitters are above the x-axis. Notice that we can get the complete set of scenarios if we switch the position of transmitter T and receiver R, which does not affect the following proofs. In the first scenario, we can draw the boundary of the transmitter and receiver, illustrated as a blue curve and a red curve, respectively, in Fig. 5. To facilitate the discussion, we let f (x) and g(x) be the functions that represent the two boundary lines. In addition, we also define the following points: 1) A is the left intersection point of the cut line and the cycle centered at R. 2) B is a point on the cycle centered at T and line AB is parallel to the y-axis. 3) C is the right intersection point of the cut line and the cycle centered at T. 4) D is a point on the cycle centered at R and line CD is parallel to the y-axis. 5) U is the upper intersection point of the cycle centered at R and y-axis. 6) V is the lower intersection point of the cycle centered at T and y-axis. 7) X is the upper intersection point of the cycle centered at R and a line that passes R and is parallel to y-axis. 8) Y is the lower intersection point of the cycle centered at T and a line that passes R and is parallel to y-axis. 9) M is the location of the adjacent transmitter of crossing pair T-R. 10) N is the location of the adjacent receiver of crossing pair T-R. According to Lemma 1 and Lemma 2, we know that M and N shall be on the boundary (the blue curve and the red curve, respectively), and the distance between all transmitter and receiver pair shall be the same as r. We let x(M ) and x(N ) be the x coordinates of the adjacent transmitter and the receiver, respectively. We can then prove the following lemmas: Lemma 3: In Scenario 1, it is not possible that M is on arc UX while N is on arc VY. Lemma 4: In Scenario 1, if x(N ) ≤ 0 and x(M ) ≥ 0, then to minimize |x(N )|, M shall be placed on U. Lemma 5: In Scenario 1, if x(M ) ≤ 0 and x(N ) ≥ 0, then to minimize |x(M )|, N shall be placed on V. Lemma 6: In Scenario 1, if x(N ) ≥ x(R) and x(M ) ≤ x(R), then to minimize |x(N )|, M shall be placed on X. Lemma 7: In Scenario 1, if x(M ) ≥ x(R) and x(N ) ≤ x(R), then to minimize |x(M )|, N shall be placed on Y.



Lemma 8: In Scenario 1, if x(M ) ≤ 0 and x(N ) ≤ 0, then to minimize max(|x(M )|, |x(N )|), MN shall be parallel to the y-axis. Proof: If MN is not parallel to the y-axis, then we shall observe x(M ) < x(N ) or x(M ) > x(N ). Let us suppose that x(M ) < x(N ) first. From Fig. 5 we can see that, if x(M ) ≤ 0 and x(N ) ≤ 0, then f (x) increases monotonically and g(x) decreases monotonically with the increase of x. Consequently, if we draw a line that passes M and is parallel to the y-axis, then the length of the line segment between the two boundary must be less than or equal to 1. Clearly, we can then move this line to the right until the length of the segment is 1. With this method, we can minimize max(|x(M )|, |x(N )|). Lemma 9: In Scenario 1, if x(M ) ≥ x(R) and x(N ) ≥ x(R), then to minimize max(|x(M )|, |x(N )|), MN shall be parallel to the y-axis. The proof is the same as that of Lemma 8. Moreover, it is not difficult to conclude that Lemma 8 and Lemma 9 are valid for other three Scenarios. To obtain the minimum distance between adjacent crossing pairs, we can see from Fig. 5 that h = y(T ) shall be the same as sin θ in Scenario 1. Due to limited space, we will omit the detail discussion and only present the minimum distance as follows dmin = r∆ +



r∆2 . ∆2 + 2∆ + 2



(7)



Using the same technique, we can see that dmin is also valid for Scenario 2, while the minimum distance for Scenario 3 and √ 4 is r ∆2 + 2∆. Consequently, we can conclude that Eq. (7) is the minimum distance that can be achieved. Theorem 2: For the flow based and the network coding based scheme, the upper bound of the throughput capacity of the 2-D case is (2W/ndmin ). Theorem 3: For the physical-layer network coding based scheme, the upper bound of the throughput capacity of the 2-D case is (2αW/ndmin ). B. Constructive Lower Bound In this section, we derive the constructive lower bound for the 2D random wireless network. The construction can be illustrated in Fig. 6. First, we consider that the unit square is divided into small square blocks with side length c. Next, we consider that the time axis can be partitioned into slots, in which even slots will be used to transmit data in the left-right directions, and odd slots will be used to transmit data in the up-down directions. Fig. 6 shows that assignment of transmitters and receivers in an even slot. Particularly, we assign a number of transmitters in the same vertical lines, and the number of blocks between adjacent transmitters is k. We assign the receivers such that the transmitter and its receiver are in the same horizontal line and the number of blocks between them is l. As shown in Fig. 6, to make sure that any node in the block of transmitter can send the data to its receiver, we know
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A c



c T1



Using the same method, we can assign transmitters and receivers in the odd times slots. And since horizontal and vertical transmission are independence, we can applied the capacity bound for the 1-D scenario to derive the final capacity bounds as followings.



R1 B C



2mW (12) (1 + ∆)n 2mW λC (n) = (13) (1 + ∆ 2 )n 2mαW , if ∆ < 2 (14) λCN (n) = n Finally, in Fig. 7, we demonstrate the bounds that we derived previously, and compare them with the bounds developed in [5]. For simplicity reason, we choose α = 1 in the comparison. λF (n)
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In this paper, we have studied the throughput capacity of three transmission schemes, 1) traditional flow-based scheme, 2) network coding based scheme, and 3) the physical-layer network coding scheme. In particular, we have investigated both one-dimensional and two-dimensional random wireless networks. Our analysis show that the physical-layer network coding scheme can substantially improve the throughput capacity. In addition, our study also reveals that the physicallayer network coding scheme can achieve the minimum delay and can provide confidentiality in the physical layer. Finally, our analysis for the two-dimensional network provides tighter bounds than existing approaches.
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Comparison of different bounds for 2-D random wireless networks.



that the minimum distance between node A and B shall be r. Consequently, we have  r = c (l + 2)2 + 1. (8) And to ensure that a transmission does not affect adjacent receiver, the distance between node C and D should be greater than (1 + ∆)r. Therefore, we have  (9) c k 2 + l2 > (1 + ∆)r. Combining Eq. (8) and Eq. (9) we can derive   (1 + ∆)2 [(l + 2)2 + 1] − l2 . k=



(10)



Based on the discussion above, we can see that the number of horizontal crossing pairs is   (l + 2)2 + 1 r  (11) m =  (1 + ∆)2 [(l + 2)2 + 1] − l2 + 1
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