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Overview and Definitions



1 Overview and Definitions This manual describes the CANopen Manager software version 2.10 of IXXAT Automation GmbH. The implementation corresponds to the CANopen communication profile (CiA Draft Standard 301 V 4.02 [1], EN 50325-4 [4]) and to the CANopen Framework for Programmable CANopen Devices (CiA Draft Standard 302 V 3.2 [2]). The CANopen Manager software has a modular structure. All CANopen services (e.g. SDO, PDO, NMT slave, etc.) are subdivided into separate modules in the source code. The CANopen protocol software can therefore be easily adapted and configured to the required functionality of the application. The CAN controller is accessed by a separate module, the so-called DLL module (Data Link Layer module). By simply exchanging the DLL module, every type of CAN controller can be used in the CANopen protocol software. The software is developed as hardware independent standard C source code and can be implemented for various microcontrollers and compilers. Chapter 3 gives a first overview on the CANopen Manager. The general functionality is described in parts II to IV of this manual. The configuration of the CANopen protocol software and adaptation to the hardware are described in part V For additional and up-to-date information on the software version that you have purchased, please see the Readme.txt file and where applicable the errata sheet on the diskette or CD. Before beginning work with the CANopen protocol software, you should familiarize yourself with the basic concepts of CANopen. An introduction to this topic is given in [1] [2] and in the various literature available on the market [5].
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1.1



Definitions, acronyms, abbreviations



CANopen manager



Configuration manager



Master mode



Slave mode



Boot-up procedure



Boot slave process



Scan endlessly



Error control service



Error control event NMT startup



Slave assignment



In addition to the standard CANopen functionality, the CANopen manager includes the NMT master and at least one of the following functionalities: SDO manager or configuration manager A configuration manager carries out the configuration of the individual slaves as part of the boot slave process The CANopen manager is configured as a master and manages the network according to CIA DSP302. The CANopen Manager is configured as a slave. The CANopen Manager acts like a normal slave module The boot-up procedure is carried out in accordance with CANopen CIA DSP-302 and is used for initialization of the network Boot slave process of the CANopen CIA DSP-302. During the boot slave process the identity of a slave module is determined and the slave module is configured. When a module that is configured as a slave has not been found by the boot slave process, it is searched for cyclically Cyclic monitoring of a node. Node guarding can be carried out either by RTR guard requests or via heartbeat. The error control service detected an error during node monitoring. Additional object entry of the CIA DSP-302: 1F80H This object entry configures the start-up behavior of the module. Additional object entry of the CIA DSP-302: 1F81H Management, boot-up and troubleshooting of the individual slave modules managed by the master are configured with this list.
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Overview and Definitions Identity objects



Boot time



Request NMT



Restore configuration



Concise DCF



Expected configuration date Expected configuration time



Additional object entries of the CIA DSP-302: 1F84H – 1F88H These object entries describe the expected identity of the slave modules: Device Id ⇒ 1F84H Vendor ID ⇒ 1F85H Product Code ⇒ 1F86H Revision number ⇒ 1F87H Serial number ⇒ 1F88H Additional object entry of the CIA DSP-302: 1F89H A mandatory slave error is displayed only when the configurable time has expired. Additional object entry of the CIA DSP-302: 1F82H With this object entry the state of the individual modules can be requested and the execution of an NMT command can be requested by SDO. Additional object entry of the CIA DSP-302: 1F8AH This object defines the restore procedure for a CANopen device during its boot slave process. This object entry requires the configuration manager. Additional object entry of the CIA DSP-302: 1F22H The configurations of the individual slave modules are stored in this object entry. A concise DCF at least contains those object entries that differ from the default values. This object entry requires the configuration manager. Additional object entry of the CIA DSP-302: 1F26H → Expected configuration time Additional object entry of the CIA DSP-302: 1F27H These object entries specify the date and time of the configuration of a slave module and serve to shorten the boot slave process. During the boot slave process these values are compared with the values of the verify configuration object (index 1020H) of the slave module provided this is supported by the module. The object entries 1F26H and 1F27H require the configuration manager.
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Overview and Definitions Configure slave



Pre-operational



Operational



Stopped



EMCY-object NMM NMS NMT NMT inhibit time



PDO PDO-Mapping Dynamic Mapping



RPDO TPDO RTR SDO



SDO client SDO server



SDO upload



Additional object entry of the CIA DSP-302: 1F25H The boot slave process of a module can be requested by SDO. This object entry requires the configuration manager State of a CANopen module: The module can communicate with all CANopen objects except via PDOs. State of a CANopen module: The module can communicate with all CANopen objects. State of a CANopen module: The module cannot communicate with PDOs or SDOs. Emergency object for signaling internal device errors Network Management Master Network Management Slave Network Management Additional object entry of the CIA DSP-302: 102AH Inhibit time between two subsequent NMT messages Process Data Object for the transmission of process data Definition of the arrangement of process data within the data field of a PDO The allocation of the process data of a process data object (PDO) can be altered via the network by a SDO access Receive PDO Transmit PDO Remote Transmission Request Service Data Object for configuration and parameterization of the object dictionary of a CANopen device Initiator of the SDO transfer CANopen device whose object dictionary is written to (with SDO download) or whose object dictionary is read from (with SDO upload) Reading of an entry in the object dictionary



Copyright IXXAT Automation GmbH



13



CANopen Manager Manual Version 2.10



Overview and Definitions SDO download SSDO CSDO SYNC object UINT8 UINT16 UINT32 XDATA Process image PI input PI output c-variable Mandatory



1.2



Writing of an entry in the object dictionary of a CANopen device Server SDO Client SDO Synchronization object for transmission of synchronous PDOs unsigned char unsigned short unsigned long “huge”: depends on the memory model of the microcontroller used Process data that can be read and written by the application. Input data of the process image that are made available to the application by RPDOs. Output data of the application that are transmitted by TPDOs Name of a variable/structure that is used jointly by the application and the CANopen Manager. To classify objects and services, the CANopen specification uses the terms mandatory and optional. Mandatory refers to objects and services that are absolutely necessary.



Typographic conventions



The following typographical conventions apply in this manual: Script COMM_main() DLLmain()



Meaning Reference to source code designators, file names, etc.



typedef struct {...} USR_t_OV;



Source code excerpt



Highlight



Highlighting of an expression
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2 Getting Started 2.1



Installation of the Software



In order to install the CANopen Manager software, copy the exe-file and the files UNPACK.BAT and README.TXT located on the installation disk or CD into the destination directory on your PC. The exe-file is a self extracting archive. It needs to be started with the option -d. Start the file UNPACK.BAT for extracting the software. The directory structure of the CANopen Manager software is created and the files are copied to the relevant sub-directories (see also chapter 18.1).



2.2



How to Start



 Familiarize yourself with the basic CANopen Manager concept. An important requirement for working with the CANopen Manager software package is that you are familiar with the basic concept of the CANopen Manager. This is explained in chapter 3. Take time to read the most important chapters before starting to work with the CANopen Manager. The most important chapters are: Chapter 4: Software concept Chapter 5: Functionalities of the interfaces It is necessary to read the Readme file and if applicable an errata sheet on the diskette of the CANopen software package. This gives you the latest information not contained in this manual.  Sample program The sample program is contained in the sub-directory .\Manager1. The following Chapters describe the application interface: Chapter 5 Functionalities of the interfaces Chapter 6 Command interface Chapter 7 SDO Command interface Chapter 8 Application-specific SDO interface Chapter 9 Diagnostics interface Chapter 10 Process image



Copyright IXXAT Automation GmbH



16



CANopen Manager Manual Version 2.10



Getting Started  Adaptation of the sample program to the hardware used Then you should begin to adapt as the sample program to the hardware that you are using. The necessary information is contained in the following chapters: Chapter 15 Adaptation to the hardware Chapter 16.5 Target system-specific configuration (especially selection of CPU and CAN controller)  Compiling and executing the sample program The sample program can now be compiled and downloaded to the hardware. CPU- and compiler-specific information is given in chapter 16.5. After successful start-up of the sample application on the hardware, the boot-up message is transmitted. This is displayed on a bus monitor (e.g. IXXAT canAnalyser/32) by the CAN message with COB-ID 77FH and date 00H.
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3 Introduction to the CANopen Manager 3.1



Overview



The CANopen Manager makes the surveillance and controlling of CANopen networks easier. Applications are offered possibilities for the configuration of slave modules and individual reaction of module failures. CANopen networks with up to 127 networking devices are possible to be managed with the CANopen Manager. Figure 3.1-1 shows the typical setup of a CANopen network where the CANopen Manager acts as the central network controller. The slave modules themselves do not have the possibility of controlling the network. Now, with the CANopen Manager, they gain a facility to control the network due to the provided “Request NMT“ object.



CANopen Manager



CAN Bus



CANopen slave module



CANopen slave module



CANopen slave module



Figure 3.1-1: Typical setup of a CANopen network



The software concept of the CANopen Manager is based on a separation of the CANopen stack and the application by an API (Application Programming Interface) as shown in Figure 3.1-2. The functional modules „Network Manager“, „Configuration Manager“ and „Process Image Manager/Scanner“ provide comfortable services for the administration of the whole CANopen network.
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Introduction to the CANopen Manager



Figure 3.1-2: Software structure of the CANopen Manager



3.2



Services of the CANopen Manager



The core of the CANopen Manager is formed by a standard CANopen Manager/slave stack (CiA DS-301) that is responsible for the execution of the CANopen-specific commands. This stack was extended so that the configurable automated boot-up procedure, the configurable network management and the configuration manager are supported. The functional modes of the extensions are explained in more detail in CiA DSP-302. In the master mode, the CANopen Manager supports both node guarding and the heartbeat mechanism. SDO block transfer is not supported by the CANopen Manager. The mean execution time of the “main task” of the CANopen Manager can be configured during run-time in order to achieve optimum distribution of processor time between the CANopen Manager and the application.



3.2.1



Boot-up procedure



The boot-up procedure specified in CiA DSP-302 is used to set all slave modules of a CANopen system into the operational state with a well defined strategy. Thereby mandatory and optional slave modules are distinguished, having different influence on the boot-up procedure. The main features of the boot-up process are outlined in brief in the following: If the CANopen Manager is configured as a network master, the whole network with the exception of the CANopen Manager is reset and the boot slave process for the individual modules is started. During a boot slave process the identity of a slave module is checked, its configuration adapted (if necessary), monitoring of the module is started by the error control service and the module is set to the 19 Copyright IXXAT Automation GmbH



CANopen Manager Manual Version 2.10



Introduction to the CANopen Manager configured or expected state. After completion of the boot slave process, at least all modules marked as mandatory should be in a defined state, so that the CANopen Manager can be started. Start-up of the individual slave, of the network and of the CANopen Manager itself depends on the configuration of the “NMT startup” object. The CANopen Manager supports the boot-up process steps marked as mandatory.



3.2.2



Network management



The network management of the CANopen Manager contains control and monitoring mechanisms for the whole network. The error control mechanism monitors slave modules by heartbeat or node guarding. Boot-up messages and error control events of the individual modules are processed by the network management. Its reaction depends on the configuration of the “NMT startup” object (object 1F80H) and of the “slave assignment” object (object 1F81H). Besides the automated network management based on the “NMT startup” object, the state (“Operational”, “Pre-Operational”, “Stopped”) of the whole network or of an individual module can be changed by an application command or by another module via the request NMT object. Thus, it is possible even during the boot-up procedure to activate or deactivate modules selectively.



3.2.3



Request NMT



The “Request NMT” object (object 1F82H) is an optional object dictionary entry of the CANopen Manager that is specified in CiA DSP-302. As only the network master may execute NMT commands, but in special cases slave modules must also be given the possibility to alter the state of the network or of an individual module, the CANopen Manager supports the “Request NMT” object. The required NMT service is requested by a write access (by SDO) to the object and executed by the CANopen Manager. The state of a module can be requested by a read access to the “Request NMT” object.



3.2.4



Configuration Manager



During the boot process, the configuration manager configures all modules of the network with the aid of their “DCF (Device Configuration File)” object. Depending on the available memory of the master, either all information of each individual module can be stored in the “Store DCF” object (object 1F20H) or only the most important module information in the “concise DCF” object (object
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Introduction to the CANopen Manager 1F22H). As memory is limited, the CANopen Manager supports the “concise DCF” object only. To reduce the time required for configuration, the CANopen Manager tries to read the date and time of an already saved configuration from a module and compares this data with the expected values (objects 1F26 and 1F27). If the entry read by the module is not the same as the expected value or if the requested module does not support the “Verify configuration” object, the configuration of the module is carried out. If the expected value and the read value are identical, the configuration of the module is skipped.



3.2.5



Request Configuration



For configuration of a module during execution time, the CANopen Manager provides the optional object 1F25H (“Configure slave”), which is specified in CiA DSP-302. The “Request configuration” service can be requested for a certain module or for all modules via this object. For this, a write access to the corresponding sub-index of the object is necessary.



3.2.6



Verify Configuration



The object “Verify configuration” is marked in CIA DS-301 as optional and is supported by the CANopen Manager (object 1020H). The entry states the date and time of the current configuration of the CANopen Manager. This object can be configured by an application and can be used to identify the configuration of the CANopen Manager prior to a configuration download. With this procedure an unnecessary configuration download can be avoided.



3.2.7



Auto Configuration Mode



To simplify network management, the CANopen Manager provides an auto configuration mode, in which the network is automatically scanned and a complete configuration of the network is created. This service is not specified in CiA DSP-302. To scan the network, the CANopen Manager resets all modules to their default configuration (Write access to index 1011H sub-index 1 followed by a “Reset node” command). Then it reads out the identity objects and PDO configurations of all devices. By referring all valid PDOs to it, the CANopen Manager creates an RPDO- and a TPDO-table for the scanned network. The auto configuration mode requires the modules of the network to be configured in such a way that they do not communicate with each. Only in this way is a clear allocation possible between TPDOs and RPDOs in the configuration of the CANopen Manager.
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Introduction to the CANopen Manager With the aid of the configuration, the application is informed of the available modules, the allocation of the process image and the allocation of the individual mapped objects and network variables to the individual modules. The auto configuration mode enables the application to receive an automatically generated overview of the configuration of the network due to the information provided by each module. The created configuration can be used as a basis for the specific configuration of the application.



3.2.8



Detection of Being alone



In case that the CANopen Manager is the only device in the CANopen network it will not build a queue with transmit messages to avoid high network load when the first device reappears. This service is not specified in CiA DSP-302.



3.3



Application interfaces



The application and the CANopen Manager communicate with each other via interfaces. (Figure 3.3-1). The general command interface (see Chapter 6) is used to control the CANopen Manager and the network. Its design supports the functional components specified in CiA DS-405. With the aid of the general SDO command interface (see Chapter 7) the application can access the object dictionary of the CANopen Manager itself and access the modules available in the network by SDO. Its design supports the functional components specified in CiA DS-405. Reading and writing of the application-specific object entries is carried out via the bus by the application-specific SDO interface (see Chapter 8). Its design supports the functional components specified in CiA DS-405. A comprehensive diagnostics interface (see Chapter9) informs the application of the state of the CANopen Manager, of the individual modules and of the network. In addition it offers an emergency statistics. The general process data interface (see Chapter 10) contains process image. Its allocation corresponds to the principle of overlaid network variables.
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Introduction to the CANopen Manager PC



Application



Command interface



SDO command interface



Process image



Diagnostic interface



Application specific SDO interface



CANopen Manager



DLL module



CAN controller



CAN Bus



Figure 3.3-1: CANopen Manager software concept



The direction of the arrow in Figure 3.3-1 states who initiates the action.



3.4



Configuration possibilities and particularities



• Configuration of the software package The functionality of the CANopen Manager software package can be adapted according to the requirements of the application. Services can be activated, deactivated or scaled via defines in the configuration file COPcfg.h (see also Chapter 16). • Object dictionary The application-specific object entries are not integrated in the object dictionary of the CANopen Manager but are managed by the application itself. The application provides the CANopen Manager with a list of its object entries (see also Figure 8.2-1).
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Introduction to the CANopen Manager • Error Control Services The CANopen Manager provides both heartbeat and guarding mechanism to control the slaves. But the CANopen Manager itself is designed as a heartbeat producer. The CANopen Manager cannot be monitored via node guarding by an NMT master. • Coding rules All data are stored specific to the processor. This applies in particular to the process variables. Exception: The data bytes of the SDOs that are transmitted via the SDO command interface or application-specific SDO interface, are shown in “Little Endian Format”, in accordance with the coding rules for SDOs. This procedure is necessary because the CANopen Manager does not know about the type of data transferred.
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Part II



Basic concepts



Chapter 4 Software concept Chapter 5 Functionalities of the interfaces
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4 Software concept 4.1



Interaction of application and CANopen Manager



The functionality of the CANopen Manager is combined in a single task. The various data interfaces can be accessed cooperative or non cooperative. So that the CANopen Manager can carry out its tasks and a “deterministic” behavior of the system is ensured, the mean task time of the CANopen Manager can be configured during execution time. The application is responsible for calling the task of the CANopen Manager with sufficient frequency.
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4.2



State diagram of the CANopen Manager



The CANopen Manager is implemented as a state machine. The state diagram of the CANopen Manager in Figure 4.2-1 provides an overview of the individual states of the state machine of the CANopen Manager and its transitions. The current state of the CANopen Manager can be queried via a c-variable or the object dictionary (see also Chapter 9.2.2).



(0)



(26)



(28)



Initialization



(2) (1) Master Mode: Reset (6)



Slave Mode: Preoperational



(3/4)



(5)



Auto Configuration



(20/21) Network Initialization



(9)



Slave Mode: Operational



(24/25) Slave Mode: Stopped (22/23)



(7)



Network: Scanned



(27) (8)



Start Master Manager (11/12/13)



(27)



Fatal Error



(27)



(10)



Start Network Start Network (11/12/13)



(13)



(12) (11)



Network: Preoperational



(16/17)



Network: Operational



(14/15)



Network: Stopped



(18/19)



Figure 4.2-1: State diagram of the CANopen Manager
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4.3 4.3.1



Description of the states Initialization



This state is automatically assumed after Power-On and corresponds to the “INITIALIZATION” state of a CANopen module. The initialization of the CANopen Manager can be called from every state of the CANopen Manager. The CANopen Manager cannot communicate with the network in this state. Access to the object dictionary of the CANopen Manager is not possible.



4.3.2



Master Mode: Reset



To arrive at this state, the CANopen Manager must be configured as a master in the “NMT startup” object (index 1F80H). The object dictionary of the CANopen Manager can be configured both by SDOs via the CAN bus and directly via the SDO command interface. In this state, the application has read and write access to the object dictionaries of all modules in the network via the SDO command interface. Although network initialization and network management have not yet started, the diagnostics interface nevertheless provides information on the state of the modules that are entered in the consumer heartbeat list of the CANopen Manager. The CANopen Manager can transmit heartbeat messages in this state. All NMT commands are supported except “Set operational“. Their execution can be requested via the command interface or by “Request NMT“ via the CAN bus. The CANopen Manager is either “pre-operational” – it assumes this state automatically after successful initialization - or “stopped”. The “stopped” state can be requested by the appropriate command of the command interface.
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Network Initialization



The CANopen Manager executes the initialization of the network according to CIA DSP-302. The “network initialization” state is divided into the following sub-states that are passed through successively. Sub-state



Description



PREPARE_NET_INIT ( = 0x60)



The CANopen Manager carries out a check of the “slave assignments“. If it detects a configuration that is not supported, network initialization is aborted. All modules that are configured as “assigned slave“ are marked in the diagnostics interface as “assigned slave“. The network is reset by NMT command “Reset communication (all nodes)”.



NTW_RESET ( = 0x61) NTW_WAIT ( = 0x62)



The CANopen Manager waits for a configurable time, so that the modules can carry out the “Reset communication“ command. After this waiting time has expired, the CANopen Manager begins with scanning of the network.
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Software concept BOOT_CONF ( = 0x64)



The CANopen Manager scans the whole node number range of 1 – 127 to ensure that no unexpected modules are in the network. The CANopen Manager scans/configures one module after the other. It always begins with node number 1. If a module is present  the CANopen Manager checks whether it is configured as a slave The module is configured as a slave: o Its identity is checked o The configuration manager checks whether the module must be configured and configures it if necessary o The module is marked as correctly configured in the diagnostics interface o The module is added to the internal node list and from now on the emergency and boot-up messages can be received o The corresponding error control service is started: heartbeat or guarding o It is checked whether the module is to be started individually. If so, it is started. Otherwise the module is set to the expected state. The expected state is specified by the configuration of the “NMT startup“ but can be altered by a command of the command interface or of an “NMT request” . The module is not configured as a slave: o The “Scan endlessly“ mechanism checks cyclically whether the module is still present. The module is marked as faulty in the diagnostics interface. If a module is not present:  The module is added to the internal node list so that emergency and boot-up messages can be received. The module is configured as a slave:  The “Scan endlessly“ mechanism checks cyclically whether the module is in the network. The module is marked as faulty in the diagnostics interface. No modules are booted in parallel. If a module does not present itself as expected from the configuration, it is marked as faulty in the diagnostics interface. If the network is scanned and not all mandatory modules have been initialized correctly, the CANopen Manager checks whether the ”boot-time“ has expired. As long as this ”boot-time“ has not expired and not all mandatory modules are booted, the CANopen Manager remains in this state. When all mandatory modules are initialized or the “boot-time“ has expired, the display of the network state is updated.  



BOOT_END_MISSING_ MAND ( = 0x70)



If a missing slave module which has since reappeared is detected during the substate “BOOT_CONF”, the running boot slave process is terminated as normal. Then this module is booted. If several modules are awaiting belated booting, the CANopen Manager begins with the mandatory modules not yet configured. Only then the optional slaves are booted. Copyright IXXAT Automation GmbH
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Software concept The number of subsequent boot slave process of belated slaves is limited. The CANopen Manager processes at least one boot slave process of the regular network initialization before it switches again to the processing of the belated slaves. If the modules are to be started individually by the CANopen Manager at the end of the boot slave process, the CANopen Manager checks whether all mandatory modules have booted. The configured modules are started only when all mandatory modules are configured. This check is not carried out if a single module is set to operational by a command of the command interface or of the ”NMT request“ object.



Restrictions: All object entries of the CANopen Manager that apply to the configuration of the network initialization cannot be reconfigured during network initialization. This applies to the following objects:  NMT startup: Index 1F80H  Slave assignment: Index 1F81H  Consumer heartbeat list: Index 1016H  Identity objects: Index 1F84H – 1F88H  Concise DCF: Index 1F22H  Configure slave: Index 1F25H  Expected configuration date/time: Index 1F26H/1F27H  Restore Configuration: Index 1F8AH  Boot-time: Index 1F89H Divergently, the boot-time can be configured in the sub-state BOOT_END_MISSING_MAND in order to end or prolong this state. During the state “network initialization” only read accesses to the object dictionary of the CANopen Manager and the slave modules are possible via the SDO command interface. The state of individual slave modules or the network can be altered by commands of the command interface or of the “Request NMT”. The only exception is “Start Network” which is not allowed during the state “network initialization”.
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Auto Configuration



In the “auto configuration mode”, the CANopen Manager scans the network and automatically creates a network configuration with the information collected. The individual modules are set to their default configuration and are then scanned. This state is divided into the following sub-states: Sub-state PREPARE_NET_INIT ( = 0x60) NTW_RESET ( = 0x61) NTW_WAIT ( = 0x62)



BOOT_AUTO ( = 0x65) GETPI_INFO ( = 0x66)



Description The CANopen Manager resets the state machine of the auto configuration mode. The network is reset by NMT command “Reset communication (all nodes)“. The CANopen Manager waits for a configurable time so that the modules can execute the “Reset Communication“ command. It uses this time to reset all structures and object entries that are configured during auto configuration. After this waiting time has expired, the CANopen Manager begins with scanning of the network The CANopen Manager scans the network and creates its own network configuration. The CANopen Manager expects the allocation of the process image to be read out by a command of the command interface. After the application has been informed of the allocation of the process image by calling the GET_k_PI_INFO command, the display of the network state is updated.



The following describes how the individual objects are configured in the CANopen Manager during the “auto configuration mode”: Object entry NMT startup



Consumer heartbeat list



Slave assignment



Identity objects



Description The CANopen Manager may not start up the modules or itself, so that the following value is configured in the ”NMT startup“ object: NMT startup = 1FH If a module supports the heartbeat mechanism, its “producer heartbeat time“ is configured with a defined value (see Chapter 16.2.6). The module is entered in the “consumer heartbeat list“ of the CANopen Manager. Every module detected is configured as an “optional“ slave. The boot-bit is set: Byte 0 of its “slave assignment“ = 0x05 If a module supports the guarding mechanism, the “lifetime factor“ and the “guard time“ of its “slave assignment“ are configured with defined values in file COPcfg.h (see Chapter 16.2.6). If a module supports the heartbeat mechanism, lifetime and guard time of its slave assignment are initialized with 0. The CANopen Manager reads the identity objects of a module and enters them in the relevant object entries of its configuration list (index 1F84H – 1F88H). If a module does not support an optional identity object, 0 (don’t care) is entered.
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Software concept Expected configuration These entries are initialized with 0, i.e. the module is reconfigured with each boot slave process. During the “auto configuration” only the default date/ time configuration of the module was loaded. This default configuration serves the user as a basis for his project specific configuration. Concise DCF The Concise DCF of a module contains the values for the error control service (see “Consumer heartbeat list“ or “Slave assignment“). If the profile type of the module is 401 and it supports the object entry 6423H sub-index 0 (Analog input global interrupt enable), this is set to TRUE and this entry is adopted in its concise DCF. PDOs The CANopen Manager creates a corresponding TPDO in itself for each scanned valid RPDO of a module and vice versa. The PDO-lists of the CANopen Manager are written consecutively with the valid PDO-entries. A definable maximum number of RPDOs or TPDOs per module is scanned (default: 8, see Chapter 16.2.6). Reading of a PDO table is also aborted by the CANopen Manager if a definable number of PDOs defined as invalid is detected in a module. GetPIInfo These object entries are only relevant in the auto configuration mode. Each of these object entries provides information on node number, its product code, the index and sub-index and the byte/bit size of its mapped objects. The mapped objects of the module correspond to the objects in the process image (see Chapter 6.3.5). As the application has no information about the connected network when beginning the “auto configuration”, this information can be accessed by the GetPIInfo entries after completion of the “auto configuration”.



Condition: The “auto configuration mode” requires integration of the “configuration manager”, because a “concise DCF” object is created for every available module. While the “auto configuration mode“ is running, access to the object entries of the CANopen Manager to be configured is blocked by the application. Restrictions: All object entries of the CANopen Manager which apply to the configuration of the network initialization cannot be reconfigured during “auto configuration“:  NMT startup  Slave assignment  Consumer heartbeat list  Identity objects  Concise DCF  Configure slave  Expected configuration date/time  Restore Configuration During the auto configuration the object dictionary entries of the individual modules or the CANopen Manager itself can be read via the SDO command interface. The object entries which are configured during the auto configuration are only consistent if the network is entirely scanned. 34 Copyright IXXAT Automation GmbH
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Software concept The states of individual slaves cannot be altered by commands of the command interface or of the “Request NMT”. The only exceptions are “Reset communication” or “Reset node”, which can alter the state of the complete network including the CANopen Manager itself. Data collected during the “auto configuration” as well as the altered object dictionary entries are not automatically stored in a non-volatile memory after completion.



4.3.5



Network: Scanned



This state is reached after the network is scanned. The boot-up procedure is completed apart from the services “Start CANopen Manager” and “Start network”. Description of the network state: Network state Scanned: Pre-operational



Value 8xH: Bit 0 = 1



Description The CANopen Manager has scanned the network: The lower-value 4 bits break down the general state further. The state of the network does not correspond to the configuration. Error sources:  Optional modules are missing  Optional modules do not correspond to the configuration: e.g. identity error  There are unexpected modules in the network



Bit 1 = 1



The state of the network does not correspond to the configuration. Error sources:  Mandatory modules are missing  Mandatory modules do not correspond to the configuration: e.g.: identity error



Bit 2 = 1 Bit 3 = 1



At least one slave module is “operational“ The CANopen Manager is “operational“



NMT commands of the command interface or of the “NMT Request” objects, error control events and successful boot slave processes influence the network state. The “Network: Scanned” state contains the following states of the boot-up procedure: Sub-state



Description



Start Manager



In this state the CANopen Manager checks whether it may start itself up or not. The CANopen Manager checks whether it may start up the network. If so, all modules that are correctly initialized are started up.



Start Network
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Software concept The behavior of the CANopen Manager is defined by the configuration of the “NMT startup” object.



Condition: CANopen Manager and network may only be started up when all mandatory modules are correctly initialized. Restrictions: All object entries of the CANopen Manager which apply to the configuration of the network initialization cannot be configured during “Network: Scanned“ state:  NMT startup  Slave assignment  Consumer heartbeat list  Identity objects  Concise DCF  Expected configuration date/time  Restore Configuration During the state “Network: scanned” only read access to the object dictionary of the CANopen Manager and the slave modules are allowed via the SDO command interface. In the state “Network: scanned”, the CANopen Manager supports all NMT commands, therefore also the commands which apply to the whole network.



4.3.6



Network: Operational



The main state of the CANopen network is “operational”. The network was set to “operational” by a command of the application or of the “Request NMT”.  The error control service is active  Detected slave modules are initialized by the boot slave process provided this is allowed by the configuration of its “slave assignment”.  Emergency- and boot-up messages are received Both error control events and successful “boot slave processes” influence the displayed network state.
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Software concept Description of the network state: Network state Operational



Value AxH:



Description The network was set to “operational”



Bit 0 = 1:



The state of the network does not correspond to the configuration. Error sources:  Optional modules are missing  Optional modules do not correspond to the configuration: e.g.: identity error  There are unexpected modules in the network The state of the network does not correspond to the configuration. Error sources:  Mandatory modules are missing  Mandatory modules do not correspond to the configuration: e.g.: identity error This state occurs when the network was “operational“, an error control event of a mandatory module occurred and the configuration of the “NMT startup“ object allows this state. At least one slave module is “operational“ The CANopen Manager is “operational“



Bit 1 = 1:



Bit 2 = 1: Bit 3 = 1:



The state of individual modules can be altered by NMT commands of the command interface and of the “Request NMT“ object in the „Network: operational“ state. The general main state of the whole network does not change. The network can therefore also contain modules whose state is “preoperational“ or „stopped“. The diagnostics interface offers a more detailed state description of the individual modules. After a successful boot slave process, a slave module is set to the state requested by the slave assignment or the application (command interface or “Request NMT” object). For this the alteration in state requested by a command of the command interface or of the “Request NMT“ object during this network state has priority over the main state of the network. This information also applies to “Network: Stopped“ and “Network: Preoperational“



4.3.7



Network: Stopped



The main state of the network is “stopped”. The network management is executed with restrictions, i.e. all services of the CANopen Manager using SDOs can not be carried out (e.g. boot slave process). The error control service is always active. Emergency- and boot-up messages are received.
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Software concept When the boot-up message of a module has been received, this is set to the “stopped” state provided no other state (e.g. pre-operational) was explicitly requested. Description of the network state: Network state Stopped



Value CxH:



Description The network was set to “stopped“



Bit 0 = 1:



The state of the network does not correspond to the configuration. Error sources:  Optional modules are missing  Optional modules do not correspond to the configuration: e.g.: identity error  There are unexpected modules in the network The state of the network does not correspond to the configuration. Error sources:  Mandatory modules are missing  Mandatory modules do not correspond to the configuration: e.g.: identity error At least one slave module is “operational“ The CANopen Manager is “operational“



Bit 1 = 1:



Bit 2 = 1: Bit 3 = 1:



As long as the CANopen Manager is set to “stopped“ it cannot communicate via SDOs. No boot slave processes are executed. Modules that have responded with their boot-up message are registered and entered in the boot-list if their “slave assignment“ provides for automatic boot-up. The CANopen Manager does not search for missing devices. Neither the object dictionary of the CANopen Manager nor the object dicitionary of a slave can be accessed by the SDO command interface. If the CANopen Manager has been set to a different state by a command, the search for missing modules is resumed and the modules awaiting boot-up are booted. For this, the boot slave process first sets a module to the “pre-operational“ state.
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Network: Pre-operational



The main state of the network is “pre-operational”. Network management is active. Description of the network state: Network state Pre-operational



Value ExH:



Description The network was set to “pre-operational“



Bit 0 = 1:



The state of the network does not correspond to the configuration. Error sources:  Optional modules are missing  Optional modules do not correspond to the configuration: e.g.: identity error  There are unexpected modules in the network The state of the network does not correspond to the configuration. Error sources:  Mandatory modules are missing  Mandatory modules do not correspond to the configuration: e.g.: identity error At least one slave module is “operational“ The CANopen Manager is “operational“



Bit 1 = 1:



Bit 2 = 1: Bit 3 = 1:



4.3.9



Slave Mode: Pre-operational



In this state, the CANopen Manager is configured as a slave. In the “preoperational” state, communication can occur via all communication objects except PDOs. The object dictionary of the CANopen Manager can be configured by SSDO via the CAN bus. The diagnostics interface displays the state of the modules that are entered in the consumer heartbeat list of the CANopen Manager and whose consumer heartbeat time is not equal to 0. The SDO command interface allows only the configuration of entries of the “TaskTime” object (mean execution time of the main task of the CANopen Manager) and of the “NMT startup“ object. In the slave mode, no access to the object dictionaries of other modules is possible. The object dictionary of the CANopen Manager itself is only readable.
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Slave Mode: Operational



In this state, the CANopen Manager is configured as a slave. In the “operational” state all communication objects are allowed. The object dictionary of the CANopen Manager can be configured by SSDO via the CAN bus. The diagnostics interface displays the state of the modules that are entered in the consumer heartbeat list of the CANopen Manager and whose consumer heartbeat time is not equal to 0. The SDO command interface allows only the configuration of the “NMT startup“ object and of the entries of the “TaskTime” object. The object dictionary of the CANopen Manager itself is only readable.



4.3.11



Slave Mode: Stopped



In this state, the CANopen Manager is configured as a slave. The CANopen Manager cannot communicate with SDOs or with PDOs. The SDO command interface is not available either. The diagnostics interface displays the state of the modules that are entered in the consumer heartbeat list of the CANopen Manager and whose consumer heartbeat time is not equal to 0.



4.3.12



Fatal Error



If the CANopen Manager has detected such a serious error that the communication with the network was aborted, it enters the state “Fatal Error”. If the CANopen Manager is configured as a master, it sets the network to the “stopped” state.
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4.4



Description of the transitions



The following table describes the cause of the individual transitions. A distinction is made between event-controlled and command-controlled: State



Description



(0)







The state transition of the CANopen Manager occurs automatically after Power-On



(1)







The initialization of the CANopen Manager was successful.  The CANopen Manager is configured as a master: “NMT Startup” object (index 1F80H): bit 0 = 1  The CANopen Manager has logged into the network with its boot-up message.  The CANopen Manager is “pre-operational“.



(2)







The initialization of the CANopen Manager was successful.  The CANopen Manager has logged into the network with its boot-up message.  The CANopen Manager is configured as a slave: “NMT startup” object:: bit 0 = 0  „NMT startup“ object:: bit 2 = 1: ⇒ The CANopen Manager is „Pre-Operational“ The CANopen Manager is in the „Slave Mode: Preoperational“ state  „NMT startup“ object:: bit 2 = 0: ⇒ The CANopen Manager is „Operational“ The CANopen Manager is in the „Slave Mode: Operational“ state.



(3)







The configuration of the “NMT startup” object was altered by SSDO:  The master functionality was deactivated: “NMT startup” object: bit 0 : 1 → 0



(4)







The configuration of the “NMT startup” object was altered by SSDO:  The master functionality was activated “NMT startup” object (index 1F80H): bit 0 : 0 → 1



Overview of the various transition groups: (5) – (19)







The CANopen Manager is configured as a master.  The CANopen Manager initializes or controls the network According to CANopen CIA DSP-302.



(20) – (25)







The CANopen Manager is configured as a slave.
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An initialization of the CANopen Manager was requested:  By means of a command by the application 



By means of NMT command by the network master if the CANopen Manager is configured as a slave







By a “Request NMT“ command If the CANopen Manager is configured as a master By an “error control event“ of a “mandatory” module: the configuration of the “NMT startup“ object requested a reset of the whole network including the CANopen Manager. The CANopen Manager had already begun with the initialization of the network







(27)







At least one fatal error was detected by the CANopen Manager: → see Chapter Event Indication



(28)







The initialization of the CANopen Manager was requested by the application after the CANopen Manager had indicated the occurrence of a fatal error.



The CANopen Manager is configured as a master and manages the network according to CIA DSP-302 (transition group (5) – (19) ) (5)







The application requests the initialization of the network according to CIA DSP-302  The boot-time is started.



(6)







The application requests the initialization of the network in the “auto configuration mode”



(7)







Scanning of the network is complete.



(8)







 



The CANopen Manager has scanned and initialized the network. The CANopen Manager itself has not yet started up.







All mandatory modules are initialized or the boot-time has expired



Scanning of the network is complete.  The CANopen Manager has scanned and initialized the network.  The CANopen Manager has already started up due to a “Request NMT” command or by the application via command interface. 



(9)



(10)











All mandatory modules are initialized.



Scanning of the network in the “auto configuration mode” is complete. 



The CANopen Manager has scanned the whole network and created a configuration for itself







The application knows the allocation of the process image



The CANopen Manager is “operational” because 



the application set the CANopen Manager to “operational” by a command







the configuration of the “NMT startup” object allowed the CANopen Manager to start itself up at the end of the network initialization the CANopen Manager was set to “operational” by “Request NMT”







Condition: 



All mandatory modules must be correctly initialized



Copyright IXXAT Automation GmbH



42



CANopen Manager Manual Version 2.10



Software concept With the transitions 11/12/13 the boot-up procedure of the network initialization is complete. (11)







The network including the CANopen Manager was set to “operational” because 



the application set the network to “operational” with a command







the configuration of the “NMT startup” allowed the CANopen Manager to start up the network after it was “operational” itself



 the network was set to “operational” with “Request NMT” Condition:  All mandatory modules must be correctly initialized (12)



(13)











The network including the CANopen Manager was set to “stopped” because 



the application set the network to “stopped” with a command







the network was set to “stopped” with “Request NMT”



The network including the CANopen Manager was set to “preoperational” because  the application set the network to “pre-operational” with a command 



the network was set to “pre-operational” with “Request NMT”



The transitions (14) – (19) refer to state alterations of the whole network including the CANopen Manager. (14)







The network including the CANopen Manager was set to “operational” because  



the application set the network to “operational” with a command the network was set to “operational” with “Request NMT”



Condition:  (15)



(16)



(17)















All mandatory modules must be correctly initialized



The network including the CANopen Manager was set to “stopped” because 



the application set the network to “stopped” with a command







the network was set to “stopped” with “Request NMT”







an “error control event” of a mandatory module occurred and the configuration of the “NMT startup” object specifies this reaction



The network including the CANopen Manager was set to “pre-operational” because 



the application set the network to “pre-operational” with a command







the network was set to “pre-operational” with “Request NMT”



The network including the CANopen Manager was set to “operational” because  the application set the network to “operational” with a command  the network was set to “operational” with “Request NMT” Condition: 



(18)







(19)







All mandatory modules must be correctly initialized



The network including the CANopen Manager was set to “pre-operational” because  the application set the network to “pre-operational” with a command  the network was set to “pre-operational“ with “Request NMT” The network including the CANopen Manager was set to “stopped” because  



the application set the network to “stopped” with a command the network was set to “stopped” with “Request NMT”
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The CANopen Manager was set to “pre-operational” with NMT command



(21)







The CANopen Manager was set to “operational” with NMT command



(22)







The CANopen Manager was set to “operational” with NMT command



(23)







The CANopen Manager was set to “stopped” with NMT command



(24)







The CANopen Manager was set to “pre-operational” with NMT command



(25)







The CANopen Manager was set to “stopped” with NMT command
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4.5



Initialization of the CANopen Manager



The initialization of the CANopen Manager can be requested by various services: 1. via the command interface with the commands - “Initialize CANopen Manager” - “Reset node all nodes or CANopen Manager” - “Reset communication all nodes or CANopen Manager” 2. via an NMT command in the “Slave mode” - “Reset node all nodes or CANopen Manager” - “Reset communication all nodes or CANopen Manager” 3. via “Request NMT” in the “master mode” - “Reset node all nodes or CANopen Manager” - “Reset communication all nodes or CANopen Manager” 4. as a result of an error control event of a mandatory module whose configuration of the “NMT startup” object requests a reset of the whole network by “Reset node all nodes” In all cases, except “Initialize CANopen Manager” the following applies: First the application is informed so that it can execute its initialization. Then the CANopen Manager executes its initialization. The initialization of the CANopen Manager is implemented as a state machine so it does not block the processing of the application.
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4.6



Being alone mechanism



In case that the CANopen Manager is the only device in the CANopen network the CANopen Manager takes care that its transmission queues do not overrun and it does not build a queue with transmit messages to avoid high network load when the first device reappears.



4.6.1



Detection of being alone



The CANopen Manager detects that it is alone in the network if its CAN messages are not confirmed by another CAN controller within a defined timeout and the CANopen Manager has not received any message in the meantime. The defined timeout depends of the selected CAN baudrate. The CANopen Manager generates additional heartbeat messages to check if it is alone if it is configured as master and has not received or transmitted any CAN message within a defined control time. This control time also depends of the selected CAN baudrate.



4.6.2



Reaction to being alone



If the CANopen Manager has detected that it is alone in the network the CANopen Manager takes the following actions:  The received messages still residing in the receive queue are processed: o RPDOs Their data are copied to the process image. Note that the data of the synchronous RPDOs are also updated although they are not triggered by the sync message. o Emergency messages The emergency diagnostics interface is updated. o NMT command The CANopen Manager executes the NMT command. o SSDO messages These messages are processed but not confirmed. o the other types of CANopen messages are ignored.  All transmission queues are cleared. The CANopen Manager does not retry to transmit these messages.  All pending NMT commands are aborted and the requesting services are informed.  All running CSDOs are closed and the according services are informed.  All services of the CANopen Manager that generate CAN messages are stopped until the first device reappears: - TPDOs are not processed - the CANopen Manager does not generate NMT, sync, heartbeat or SDO messages
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Software concept  Network management: The detection of being alone is treated as an error control event of all devices. - The error control service is stopped. - A running boot slave process is aborted except “being alone” has been caused by the reset command of the Configuration Manager. - The search mechanism is suspended. - All devices are notified as absent in the slave diagnostics. - The CANopen Manager enters the NMT command “Enter Pre-Operational Network” respectively “Stop Network” in the CAN controller. “Stop Network” is used if the network configuration includes mandatory slaves and the configured reaction requires this action. “Stop Network” also affects the CANopen state of the CANopen Manager and state of the network management whereas “Enter Pre-Operational Network” does not change them.  Slave mode: All devices to be monitored are notified as absent in the slave diagnostics.  Being alone is notified to the application by the event indication.



4.6.3



Reconnection



The CANopen Manager detects that he is reconnected to the network when it has received or transmitted a CAN message successfully. The CANopen Manager differentiates between slave and master mode.  Slave mode: The CANopen Manager continues its regular processing. The “being alone” bit of the event indication is reset.  Master mode: When a defined delay time has elapsed the CANopen Manager transmits once more the NMT command (see Reaction to being alone), resets the “being alone” bit of the event indication and starts the network management.
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5 Functionalities of the interfaces This Chapter describes the principal functionalities of the individual interfaces of the CANopen Manager software package. The syntax of the individual interfaces is described in more detail from Chapter 6 onwards.



5.1



Command interface



The command interface is used by the application to control the CANopen Manager. In the “Master mode” the application can also control the whole network and the individual modules. The control of the CANopen Manager via the command interface works with confirmed services that are executed according to the handshake process.



Application task (1/2)



Command interface



(7)



Request buffer



Confirmation buffer



(3/4/5/6)



(5/6) Main task CANopen Manager



Figure 5.1-1: Handshake of the command interface



Description of the individual actions: Transition



Description



(1)



Before the application requests the execution of a new command, it checks whether the “request buffer“ is released.



(2)



The “Request buffer“ is released. The application enters the required command and sets the state of the “request buffer“ to “valid“



(3)



The CANopen Manager task checks whether the “request buffer“ contains a new command
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The “request buffer“ contains a command. The CANopen Manager sets the state of the “request buffer“ to “busy“ and executes the command



(5)



The execution of the command is complete. The CANopen Manager writes the result of the command execution in the “confirmation buffer“ and sets its state to “valid“. The “request buffer“ is released



(6)



Reserved for the sequential processing of commands



(7)



The application reads the response and releases the “confirmation buffer“.



The CANopen Manager always first processes a command completely before a new command can be executed. The description of the individual commands and of the syntax of the command interface is given in Chapter 6. The command interface supports cooperative as well as non cooperative access without any additional protection.



5.2



SDO command interface



Via this interface the application has read and write access to the object dictionaries of the individual modules and of the CANopen Manager if the CANopen Manager is configured as a master. In the slave mode only read access to the local object dictionary of the CANopen Manager is possible. Only “NMT startup” object and “TaskTime” object of the CANopen Manager can be written in the slave mode via the SDO command interface. The SDO command interface works with confirmed services that are executed according to the Handshake process. The SDO command interface supports cooperative as well as non cooperative access without any additional protection.
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Application task



(1/2)



(7/8)



Request buffer



SDO command interface



Confirmation buffer



(3/4/5/6)



(5) Main Task CANopen Manager



direct access



access via CSDO



(4/5)



(4/5/6)



local object dictionary



remote object dictionary



Figure 5.2-1: Handshake of the SDO command interface



Description of the individual actions: Transition



Description



(1)



Before the application requests the execution of a new SDO command, it checks whether the “request buffer“ is released.



(2)



The “request buffer“ is free. The application enters the required SDO command and sets the state of the “request buffer“ to “valid“.



(3)



The CANopen Manager task checks whether the “request buffer“ contains a new command.



(4)



The “request buffer“ contains a new SDO command. The CANopen Manager sets the state of the “request buffer“ to “busy“ and executes the command.



(5)



The execution of the SDO command is “finished“, i.e.: 1. 



2.



the SDO transfer is complete: all data have been transmitted successfully







the SDO protocol was aborted by the server







the SDO protocol was aborted by the CANopen Manager (e.g. due to a SDO timeout) all data of the SDO write command were transmitted successfully but the transmitted data block was not the last one
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the data buffer of the “confirmation buffer“ is completely full of new, read data. However, not all data of the object entry have been read yet.



The CANopen Manager writes the result in the “confirmation buffer“ and sets its state to “valid“. The “request buffer“ is released. (6)



The CANopen Manager has begun with the execution of the command but has not yet received a response to its SDO Request. The CANopen Manager leaves the state of the “request buffer“ to “busy“: The state of the “confirmation buffer“ is still “not valid“:



(7)



The application checks whether the state of the “confirmation buffer“ is “valid“.



(8)



The “confirmation buffer“ is “valid“: The application reads the “confirmation buffer“ and then releases it again.



To accelerate the data transfer data blocks can be transmitted or received via the SDO command interface. The maximum size of a data block can be set by a define ( < = 245 data bytes/data block). A maximum of (4M – 1) data bytes per SDO transfer can be transmitted. The block-wise transmission of the data to the SDO command interface must not be confused with CANopen SDO block transfer at this point. The CANopen Manager translates the requested SDO command into corresponding SDO messages. The SDO timeout is valid for each individual SDO message. Depending on the network state and the contents of the SDO, the CANopen Manager uses different SDO timeouts:  a shorter one for the boot-up procedure  a longer one when the boot-up procedure is complete  a separate one for the store command : Index 1010H  a separate one for the Restore command : Index 1011H These values are can be set by define in the configuration file COPcfg.h (see Chapter 16.3.4) Figure 5.2-2 shows the download/upload principles of an object entry of a “Remote slave”.



Copyright IXXAT Automation GmbH



51



CANopen Manager Manual Version 2.10



Functionalities of the interfaces CANopen Master Manager (Client)



SDO Transfer



Server



(1)



Start of SDO Timeout



(2)



(4)



(3/10) Start of SDO Timeout



(5/10) 1. Data block



Start of SDO Timeout



(4/7) (6) (8/9)



Start of SDO Timeout



(5/10)



Start of SDO Timeout 2. Data block



(4/7) (6) (8/9)



Start of SDO Timeout



(5/10)



last Data block (4) (6)



Figure 5.2-2: Principle of the SDO transfer



Description of the individual actions: Transition



Description



(1) (2) (3)



The application has requested the execution of a new SDO transfer. Initiate SDO download or upload The server answers with its response (or an abort).



Copyright IXXAT Automation GmbH



52



CANopen Manager Manual Version 2.10



Functionalities of the interfaces (4)



The CANopen Manager informs the application that the SDO transfer is complete.  all data are transmitted Upload: The server signaled that all data have been transmitted. The data are copied into the data field of the “confirmation buffer“. The number of valid data bytes is adapted accordingly. Download: The current data block of the “request buffer“ has been transmitted. No further data blocks follow the SDO protocol was aborted by the server the SDO protocol was aborted by the CANopen Manager (e.g. due to a SDO-timeout) Upload:  the upload is continued until either the data field of the “confirmation buffer“ is full or all data have been read. The received data are copied as they were transported by the individual SDO messages (LSB first) successively and without gaps into the data field of the confirmation buffer.  The valid size of the current data field is adapted with each SDO response. Download:  the download is continued until the data field of the “request buffer“ has been completely transmitted The CANopen Manager informs the application that the current data block has been transmitted or received. Upload:  The server has not yet transmitted all data Download:  The application signaled that further data blocks will follow The application requested continuation of the commenced SDO transfer. The current SDO transfer was aborted because:  the application explicitly requested the abort by the SDO abort command  the SDO transfer was aborted by the CANopen Manager due to a protocol error of the SDO command interface  the CANopen Manager was set to „stopped“. In this case the application is informed by a corresponding “Confirmation“. Abort SDO transfer message  



(5)-(6),



(7)



(8) (9)



(10)
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Functionalities of the interfaces General: The various services of the CANopen Manager - the boot slave process, the scan service and the SDO command interface - each use one own CSDO channel to access the object dictionary of a target node. The COB IDs of these CSDOs are organized according to the 1st server SDO of the individual target node. An SDO command is only executed if no other service of the CANopen Manager is accessing the object dictionary of the target node. In principle the object dictionary of the CANopen Manager can be accessed via the CAN bus and the SDO interface. These accesses are interlocked: the service that first accesses an object entry blocks further access to the same. The blocked access is answered with a corresponding abort message. This interlocking is done, if the service cannot be answered within one “main task” cycle. Coding rules:  The data bytes are shown according to the CANopen coding rules in the Little Endian format  The multiplexer and all protocol-specific information is shown specific to the processor. Application-specific object entries cannot be accessed via the SDO command interface. If the CANopen Manager and the network are configured via the SDO command interface, it must be ensured that no other configuration tool accesses the modules via the CAN bus. The individual commands and the syntax of the command interface are described in Chapter 7.
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5.3



The application-specific SDO interface



The CANopen Manager distinguishes between its internal object dictionary and the application-specific object entries used by the application. The application only provides the CANopen Manager with a list of its specific object entries. If application-specific object entries are accessed via the CAN bus by SSDO, the SDO transfer is handled via the application-specific SDO interface. The CANopen Manager passes on the received individual messages to the application and translates the responses of the application into SDO messages. The application-specific SDO interface does not support block transfer. No data can be accumulated, as each SDO is processed as an independent object via the queues of the application-specific SDO interface. The interface works with confirmed services, which are executed according to the Handshake principle.



Application task



(6)



application-specific SDO interface



(5/6)



Response queue



Indication queue



(7/8)



(2/3/4) Main Task CANopen Manager



(1)



Figure 5.3-1: Handshake of the application-specific SDO interface
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Functionalities of the interfaces Description of the individual actions: Transition



Description



(1)



The CANopen Manager reads its receive queue.



(2)



The CANopen Manager has read a SSDO message that is intended for the application. The index of the object entry is listed in the index-list of the application-specific object entries. The data are copied into the data field of the next free entry in the “indication queue“ and the protocol information is adapted. The state of the entry is set to “valid”. The state of the “indication queue“ is set to “valid“ when the CANopen Manager has read the receive queue.



(3)



The CANopen Manager has read a SSDO message that is intended for the application and detects a SDO protocol error. The CANopen Manager responds to this SDO message with the corresponding SDO abort message, which is entered into the next free entry of the “indication queue“. The state of the entry is set to “valid”. The state of the “indication queue“ is set to “valid“ when the CANopen Manager has read the receive queue.



(4)



The CANopen Manager has read a SSDO message from the receive queue. If this message aborts a currently running SDO transfer which affects an application specific object entry the corresponding abort message is entered into the next free entry of the indication queue. The state of the entry is set to “valid”. It will be distinguished between: 



The client has aborted the SDO transfer via an abort message







The currently running SDO transfer is aborted by a new SDO transfer.



The state of the “indication queue“ is set to “valid“ when the CANopen Manager has read the receive queue. (5)



The application checks whether the state of the “indication buffer“ is set to “valid“.



(6)



The state of the “indication buffer“ is “valid“. The application processes all “valid“ entries. 



Abort messages are not answered.







It writes the response of a valid entry in the next free entry of the “response queue“, sets its state to “valid“ and releases the read entry of the “indication queue“ again.



After all valid entries of the “indication queue“ have been processed, it sets the state of the “indication queue“ to “not valid“ and the state of the “response queue“ to “valid“ (7)



The CANopen Manager checks whether the “response queue“ is “valid“.



(8)



The response queue is “valid“. The valid entries are translated into the corresponding SDO messages. The state of the “valid“ entries and of the “response queue“ is set to “not valid“.
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Functionalities of the interfaces General: Filling of the “indication queue“ or of the “response queue“ always begins with the 1st entry and is continued with gapless incrementing. All valid entries must be processed by the application or the CANopen Manager to prevent an indication/response queue overrun! The two queues are not designed as ring buffers. The protocol of the application-specific SDO interface is based on the protocol of the SDO command interface. In contrast to the SDO command interface, however, data are not combined to form data blocks, so that every queue entry corresponds to an individual SDO message. The application-specific SDO interface is executed as a queue: first in first out. Coding rules:  The data bytes are shown in „Little Endian“ format according to the CANopen coding rules.  The multiplexer and all protocol-specific information are shown specific to the processor. Error handling: The size of the queue is designed so that no telegrams can be lost with the procedure described above. Nevertheless, the CANopen Manager checks with each access to the “Indication Queue” whether it provides another free entry. If no more entries are free, the SDO telegram is ignored. This leads to a SDO timeout of the client. This event is displayed in the diagnostics interface. The individual commands and the syntax of the command interface are described in Chapter 8.
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5.4



The process image



The CANopen Manager and the application process exchange data via the process image. For the designation of the memory areas it should be noted that the directions “input” and “output” refer to the point of view of the application, whereas the designation of the network variables refers to the point of view of the CANopen Manager. Application



Application reads data



Process image: Byte-Array



Application writes data



PI Output: Data network variables (read only) object



PI Input: network variables (write only)



Byte-offset in PI Output



Byte-size: Defined number of RPDOs x 8



Size of the data object



Byte-size: Defined number of TPDOs x 8



CANopen Manager reads data for TPDOs



CANopen Manager writes data for RPDOs



CANopen Manager



Figure 5.4-1: Overview of the process image



The network variables A000H to A47FH are assigned to the PI output. The network variable area of the PI input ranges from A480H to A8FFH.



5.4.1



Coding rules



The data are stored in the process image according the selected format by PI_DATA_FORMAT in the configuration file COPcfg.h. All network variable types except for “Boolean” are supported. The process image is allocated according to the principle of overlaid network variables. The supported index ranges of the network variables and their supported sub-indices depend on the defined size of the corresponding process image range. An exact description of the principle of overlaid network variables can be found in [3].
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Data exchange



The CANopen Manager supports cooperative as well as non cooperative access to the process image. The consistency of the data of the process image requires the process image to be protected in non cooperative access by the application and CANopen Manager task. Therefore the CANopen Manager provides empty macros that must be coded by the user. These macros are provided by the file DPRam.h. After the CANopen Manager has written new valid data in the process image, it indicates this to the application via flags. Because the execution time of the main task of the CANopen Manager is limited, only a limited number of RPDOs can be processed per cycle of the main task. The maximum execution time of the function which processes the entries of the receive queue is also configurable via SDO during execution time (see Chapter 12: Main task and runtime behavior). Data that were received with synchronous RPDOs are copied into the process image with the next sync-signal. When the application has written new data in the process image and these data are valid, the application indicates via a flag that the “PI output” is to be processed. The CANopen Manager checks this flag once per cycle. He starts to process the “PI output” after the detection of the set flag and resets it after the PI output has been completely processed. The processing of the asynchronous TPDOs may need several cycles of the main task of the CANopen Manager. The CANopen Manager does not process more than a definable number of asynchronous TPDOs per cycle due to the runtime of its main task. The CANopen Manager has also to take care that the transmission queue will not overrun. The CANopen Manager does not process any TPDO if he is configured as master and there is not at least one operational slave. In this case the flag stays set until the TPDOs have been processed. Two different mechanisms are available to inform the CANopen Manager that new data are ready for transmission: 1. “new Output Data” mechanism The application indicates via a flag that new data are in the “PI output” that are to be transmitted. The CANopen Manager scans the PI output for new data.
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Functionalities of the interfaces 2. “notified TPDOs” mechanism The application informs the CANopen Manager of every TPDO to be transmitted. Only one of the two methods can be selected by a define in the configuration file COPcfg.h. The “new Output Data” mechanism: The processing of the PI output is based on the processing of single TPDOs. Each TPDO owns its copy of the data to be transferred by it. The corresponding data in the PI output are compared with this copy and copied if necessary. When any data has changed the TPDO will be transmitted according its transmission type. When all valid TPDOs have been checked the “new Output data” flag is reset by the CANopen Manager. The default value of the data copy is 0. This mechanism does not trigger the transmission of TPDOs if the data has not changed except their transmission is also requested by the event timer for asynchronous TPDOs or by the transmission type for synchronous TPDOs.



The data copy of an asynchronous TPDO is not updated when its inhibit time has not been elpased. But this TPDO is marked as to be checked afterwards.



The “notified TPDOs” mechanism: The application indicates the TPDOs to be transmitted to the CANopen Manager by a list. The CANopen Manager will transmit all TPDOs marked for transmission in this list according their transmission type. When the list has been completely processed the “notified TPDOs” flag is reset by the CANopen Manager. The data content is not checked for alterations and therefore the specified data can always be transmitted. This enables the application, for example, to cause the transmission of data to module that was set to “operational” by a boot slave process or by a command.



An asynchronous TPDO to be transmitted and whose inhibit time has not been elpased will be transmitted when its inhibit time has passed.
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5.5



Diagnostics interface



The diagnostics interface informs the application about the state of the CANopen Manager, of the network and of the individual slave modules as well as about errors that have occurred or have been detected. It serves the application as a basis for its decisions concerning network management. The diagnostics interface is divided into: Diagnostics point



Description



State of the CANopen Manager Configuration This display informs the application about the configuration principle of the CANopen Manager:  The basic configuration of the “NMT startup“ object  Participation in the synchronization mechanism  configuration as sync master or slave Communication state This entry records  the state of the CAN controller  the state of the individual software queues via which the CANopen Manager communicates with the CAN controller (e.g. indication of queue overruns) Event Indication Event Indication



Network diagnostics Network state



Event Indication informs the application about the occurrence of errors or certain events that influence the behavior of the CANopen Manager and the reaction of the application.



Master mode:  The description of the current network state (see Chapter 4.3: Description of the states) Slave mode: The state of the CANopen Manager (operational, pre-operational or stopped)



Copyright IXXAT Automation GmbH



61



CANopen Manager Manual Version 2.10



Functionalities of the interfaces Diagnostics point



Description



Slave diagnostics



The information is shown in the form of bit-lists. Each bit-position is allocated a node number: 



Bit i ⇔ node number i + 1



Master mode: The state of all modules from node number 1 - 127 is displayed including the state of the CANopen Manager. In these bit-lists, those modules are marked that  are configured as “assigned slave“  are initialized  are faulty, i.e. the modules that do not present themselves as expected in addition, these bit-lists provide information on  the CANopen state of the individual modules: Pre-operational/Stopped/Operational  inconsistent concise DCFs in 1F22H  devices whose identity does not match the configuration  devices whose concise DCF in 1F22H does not match the object dictionary of the slave Slave mode: The state of the CANopen Manager is not displayed. Only the state of those modules is recorded that are entered in the consumer heartbeat list of the CANopen Manager and whose consumer heartbeat time is not equal to 0. These bit-lists inform the application  which modules are recorded  which CANopen state they are in: Pre-operational/Stopped/Operational  with which modules a consumer heartbeat timeout occurred Emergency statistics General



Emergency history



Emergency analysis



The information is only available in the master mode:  The emergency message of a module can be received from the time at which the CANopen Manager entered this module in its internal node list during network initialization (during its very first boot slave process).  After network initialization, the emergency messages of all nodes are received, therefore also those of the modules not configured as a slave.  A separate emergency history is created for every node number. Every received emergency message of the module is entered there.  The emergency history is implemented as a ring buffer. If the ring buffer is full, the most recent message overwrites the oldest.  The size of the history queue can be set via a define (file COPcfg.h). Node-specific analysis:  The emergency messages of the individual modules are counted. Error-specific analysis  The received emergency messages are sorted according to error type and counted.



A detailed description of the diagnostics interface can be found in Chapter 9.
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5.6



DLL-module



Access to the CAN controller (e.g. transmission and receipt of objects) is done via the Data Link Layer interface, which is integrated in a separate module (DLLmodule). This allows easy adaption of the CANopen Manager software package to different CAN controllers and to the available resources of different microcontroller systems.
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Part III



Software functions overview



Chapter 6 Command interface Chapter 7 SDO Command interface Chapter 8 Application-specific SDO interface Chapter 9 Diagnostics interface Chapter 10 Process image Chapter 11 Synchronization mechanism Chapter 12 Main task and runtime behavior Chapter 13 Configurability of the object dictionary
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6 Command interface This Chapter describes the individual commands, their function and syntax on the one hand and on the other the syntax of the handshake of the command interface.



6.1



Command overview



This Chapter gives an overview of the supported commands and their opcodes. The function modes of the command interface are discussed in Chapter 6.2. A description of the individual commands is given in Chapter 6.3. Command names and their opcodes: Command



Opcode



Value



Initialize CANopen Manager



COM_k_INIT_MASTER_MANAGER



0x00



Restore Default Parameters



COM_k_RESTORE_CONFIG



0x01



Start Auto Configuration Start Bootup Procedure



COM_k_START_BOOTUP_AUTO COM_k_START_BOOTUP_CONF



0x10 0x11



Process Image Information



COM_k_GET_PI_INFO



0x20



Send Emergency Message



COM_k_SEND_EMERGENCY



0x50



Set Operational Network/Node Set Pre-operational Network/Node Set Stopped Network/Node Reset Node Network/Node Reset Communication Network/Node



COM_k_RUN COM_k_PRE-OPERATIONAL COM_k_STOPPED COM_k_RESETNODE COM_k_RESETCOM



0x60 0x61 0x62 0x63 0x64



The individual opcodes are defined in the file \Manager\COM.h.



6.2



Function mode of the command interface



The command interface is divided into the “request buffer” and the “confirmation buffer”. The application requests the execution of a command via the “request buffer”. The CANopen Manager reads the contents of the “request buffer”, executes the requested command and writes the result in the “confirmation buffer”. As the command interface is not created as a queue, it can only process one command at a time. The structures used, their definitions and the constants used are defined in the file \Manager\COM.h.
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The Request Buffer



The “request buffer” is divided into a header field and a parameter field. In the header field, the application informs the CANopen Manager if the “request buffer” contains a new valid command and which command it is. As there are commands with variable parameters, the CANopen Manager is informed in the header field of the currently valid byte size of the parameter field. The application enters the command-specific data in the parameter field. •



Structure of the “request buffer“ typedef struct { COM_t_Header s_hd; COM_t_CmdPara s_para;



/* Header structure /* Structure of the command ** specific parameters



*/ */



} COM_t_Command; COM_t_Command COM_s_cmd;



•



Structure of the command header s_hd typedef struct { UINT8 b_state; UINT8 b_com; UINT8 b_datalen; UINT8 b_res; } COM_t_Header;



/* /* /* ** /*



Command state Opcode of the command Valid byte size of the parameter field Reserved (Alignment)



Element



Description



b_state



Displays the allocation state of the “request buffer“:  The “request buffer“ is available for a new command.  The application requests the execution of a new command. The entries in the “request buffer“ are valid.  The CANopen Manager has begun with the execution of the requested command. However, the execution is not yet complete. Opcode of the requested command. With this entry the application informs the CANopen Manager how many databytes the parameter field contains.



b_com b_datalen



Copyright IXXAT Automation GmbH



*/ */ */ */



Value



67



COM_k_DATA_NOT_VALID ( = 0x00) COM_k_DATA_VALID ( = 0x01) COM_k_BSY ( = 0xFD)



see Chapter 6.1 Depends on the command requested
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Command interface The execution of a requested command normally takes several cycles of the main task of the CANopen Manager. The CANopen Manager sets the status of the request buffer to busy and notifies the request to an internal service that will execute the command. This method is a consequence of  the order of transmit messages  the NMT inhibit time mechanism  the run time limitation The confirmation buffer is updated and set to valid and the request buffer is released when the command has been processed. •



Structure of the parameter field s_para To facilitate the description or interpretation of the parameter field, separate structures are defined for the individual commands that are combined within a union. These structures simultaneously define the command-specific allocation of the parameter field. The structures are described in connection with the description of the individual commands (see Chapter 6.3).



6.2.2



The Confirmation Buffer



The “confirmation buffer” is also divided into a header field and a parameter field. In the header field the CANopen Manager informs the application that the requested command has been executed or that execution of the command has begun. As there are commands with variable return parameters, the header field also contains the valid byte size of the parameter field. •



Structure of the “confirmation buffer“ typedef struct { COM_t_Header s_hd; COM_t_ConPara s_para; } COM_t_Command;



/* Header structure */ /* Structure of the command ** specific parameters */



COM_t_Confirm COM_s_Confirm;
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Command interface •



Structure of the command header s_hd typedef struct { UINT8 b_state; UINT8 b_com; UINT8 b_datalen; UINT8 b_res; } COM_t_Header;



Command-state Opcode of the command Valid byte size of the parameter field Reserved (Alignment)



Element



Description



b_state



Displays the allocation state of the “confirmation buffer“:  The “confirmation buffer“ contains no confirmation.  The CANopen Manager has executed the command. The entries in the “confirmation buffer“ are valid.  The CANopen Manager has begun with the execution of the requested command. However, the execution is not complete. Opcode of the required command Size of the recent parameter field



b_com b_datalen



•



/* /* /* /* /*



*/ */ */ */ */



Value



COM_k_DATA_NOT_VALID ( = 0x00) COM_k_DATA_VALID ( = 0x01)



COM_k_BSY ( = 0xFD)



see Chapter 6.1 Depends on the command requested



Structure of the parameter field s_para To facilitate the description or interpretation of the parameter field, separate structures are defined for the responses to the individual commands. These structures define the command-specific allocation of the parameter field. These structures are presented in connection with the description of the individual command in Chapter 6.3.
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Command interface



6.3 6.3.1



Command description Initialize CANopen Manager



Description: The application calls the CANopen Manager to initialize itself. The initialization includes the CANopen Manager-specific object entries in the manufacturer-specific area of the object dictionary. The command “Initialize CANopen Manager” must always be called after “Power-On”, as the node number of the CANopen Manager and the CAN baudrate are initialized with this command. This command only applies to the CANopen Manager itself and does not include the initialization of the application or of the application-specific object entries. But the application is able to control the initialization of the CANopen Manager: the CANopen Manager asks for the start of its initialization and asks for the transmission of the bootup message after completion: see USR_ProcessNMTCommandEvent. Effect: When the initialization of the CANopen Manager was requested from a state other than “Initialization”, the following applies:  All CAN message queues are cleared  The network is set to “stop” if the CANopen Manager is configured as master  All SDO transfers already begun are aborted.  The CAN controller is deactivated. The actual initialization of the CANopen Manager is implemented as a state machine so it does not block the processing of the application. If the command was executed successfully, the CANopen Manager logs in again on the CAN bus with its boot-up message. The CANopen Manager is in the “pre-operational” state. If it is configured as a slave and the configuration of the “NMT startup” object allows it to start itself up (bit 2 = 0) he will be in the “operational” state.
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Command interface Command-specific structure of the request buffer: typedef struct { UINT8 b_initcmd; UINT8 UINT8 UINT8



b_bti; b_NodeId; b_ocr;



} COM_t_COMM_Init_req;



/* ** /* /* /* **



Type of initialization: Reset communication/node Index of the baudrate table Node-ID of the CANopen Manager Output Control Register of the CAN controller



*/ */ */ */



COM_t_COMM_Init_req s_COMM_Init_req;



Initialization of the “request buffer”: Variable



Value



Header field COM_s_cmd.s_hd.b_state COM_s_cmd.s_hd.b_com COM_s_cmd.s_hd.b_datalen Parameter field COM_s_cmd.s_para.s_COMM_Init_req



COM_k_DATA_VALID COM_k_INIT_MASTER_MANAGER 0-4 The allocation of the parameter field depends on COM_s_cmd.s_hd.b_datalen



The interpretation of the parameter field depends on COM_s_cmd.s_hd.b_datalen: Value of COM_s_cmd.s_hd.b_datalen = 0:



Use the default settings given by the files COPcfg.h and dllcfg.h



= 1: s_COMM_Init_req.b_initcmd



The initialization type is explicitly specified



= 2: s_COMM_Init_req.b_initcmd s_COMM_Init_req.b_bti = 3: s_COMM_Init_req.b_initcmd s_COMM_Init_req.b_bti s_COMM_Init_req.b_NodeId = 4: s_COMM_Init_req.b_initcmd s_COMM_Init_req.b_bti s_COMM_Init_req.b_NodeId s_COMM_Init_req.b_ocr
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Command interface Initialization of the parameter field s_COMM_Init_req and its default values: Variable



Value



Default



b_initcmd



= 0: Reset Node The CANopen Manager initializes itself completely



COP_k_RESETNODE ( = 0)



b_bti b_NodeId b_ocr



= 1: Reset Communication The network variables and the process image are not initialized; they keep their recent values. 0–8 1 – 127 The configuration of the output control register depends on the CAN controller, the baudrate and the extension of the CAN bus



TABLEIDX ( = 4) COMM_NODEID ( = 127) DLL_k_OUTPUTCONTROLLREG ( = 0x5E)



The first initialization of the CANopen Manager should be done with the command b_initcmd = 0 (reset node) to ensure that all data structures of the CANopen Manager are initialized correctly. Baudrates according to CiA: b_bti: Index of the baudrate table



CAN baudrate / kbaud



0 1 2 3 4 5 6 7 8



1000 800 500 250 125 100 (not specified by CiA) 50 20 10



Copyright IXXAT Automation GmbH



72



CANopen Manager Manual Version 2.10



Command interface Command-specific structure of the “confirmation buffer”: UINT8 b_con; Initialization of the “confirmation buffer”: Variable



Value



Header field COM_s_Confirm.s_hd.b_state COM_s_Confirm.s_hd.b_com COM_s_Confirm.s_hd.b_datalen Parameter field COM_s_Confirm.s_para.b_con



COM_k_DATA_VALID COM_k_INIT_MASTER_MANAGER 1



Return values of COM_s_Confirm.s_para.b_con : Value



Description



COP_k_OK The command was successfully executed ( = 0x00) Failure during the initialization. The CANopen Manager is in the Fatal Error state. COP_k_INI_OBD_ERR Error during initialization of the OBD-module ( = 0x01) COP_k_INI_PDO_ERR Error during initialization of the PDO-module = 0x02) COP_k_INI_SDO_ERR Error during initialization of the SDO-module ( = 0x03) COP_k_INI_NMS_ERR Error during initialization of the local slave module ( = 0x04) 0x05 reserved COP_k_INI_DLL_ERR Error during initialization of the DLL-module: ( = 0x06)  The CAN controller could not be initialized  The required baudrate is not supported by the CAN controller  The initialization of the software queues failed 0x07 – 0x0C reserved COP_k_INI_SW_ERR SW error detected by USR_ProcessNMTCommandEvent() ( = 0x0D) 0x07 – 0x7F reserved The command was not executed. The CANopen Manager is in the “Initialization“ state. COM_k_CMD_PARA_ERR Parameterization error: ( = 0x80)  COM_s_cmd.s_hd.b_datalen > 4  The required node number is not defined  The index of the baudrate table is not defined  The required initialization type is not defined COM_k_CMD_STATE_ERR ( = 0x81)



state error:  initialization has been requested yet



If the initialization fails, the CANopen Manager does not transmit a boot-up message and the CAN controller is not activated.
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Restore Default Parameters



Description: The application requests the restore of the default parameters of the CANopen Manager. It corresponds to the SDO “load” command but it can be requested at any time including “Fatal Error” state. Conditions: RE_STORE_VALUE must be defined. Effect: The CANopen Manager will restore the default parameters during its next initialization. The restore command will not be processed if it is followed by a save command requested before the next initialization of the CANopen Manager.



Command-specific structure of the “request buffer”: UINT8 b_info;



Initialization of the “request buffer”: Variable



Value



Header field COM_s_cmd.s_hd.b_state COM_s_cmd.s_hd.b_com COM_s_cmd.s_hd.b_datalen Parameter field COM_s_cmd.s_para.b_info



COM_k_DATA_VALID COM_k_RESTORE_CONFIG 1



Initialization of the parameter field: Variable



Value



Description



COM_s_cmd.s_para.b_info



1 
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