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CHAPTER 1



1



Functions of n Variables



The ﬁrst topic is that of ﬁnding maxima or minima (optimizing) functions of n variables. Thus suppose that we have a function f (x1 , x2 · · · , xn ) = f (X) (where X denotes the ntuple (x1 , x2 , · · · , xn )) deﬁned in some subset of n dimensional space Rn and that we wish to optimize f , i.e. to ﬁnd a point X0 such that f (X0 ) ≤ f (X)



or



f (X0 ) ≥ f (X)



(1)



The ﬁrst inequality states a problem in minimizing f while the latter states a problem in maximizing f . Mathematically, there is little diﬀerence between the two problems, for maximizing f is equivalent to minimizing the function G = −f . Because of this, we shall tend to discuss only minimization problems, it being understood that corresponding results carry over to the other type of problem. We shall generally (unless otherwise stated) take f to have suﬃcient continuous diﬀerentiability to justify our operations. The notation to discuss diﬀerentiability will be that f is of class C i which means that f has continuous derivatives up through the ith order.



1.1



Unconstrained Minimum



As a ﬁrst speciﬁc optimization problem suppose that we have a function f deﬁned on some open set in Rn . Then f is said to have an unconstrained relative minimum at X0 if f (X0 ) ≤ f (X)



(2)



for all points X in some neighborhood S of X0 . X0 is called a relative minimizing point. We make some comments: Firstly the word relative used above means that X0 is a minimizing point for f in comparison to nearby points, rather than also in comparison to distant points. Our results will generally be of this “relative” nature. Secondly, the word unconstrained means essentially that in doing the above discussed comparison we can proceed in any direction from the minimizing point. Thus in Figure 1, we may proceed in any direction from X0 to any point in some neighborhood S to make this comparison. In order for (2) to be true, then we must have that n 



fxi hi = 0 ⇒ fxi = 0 i = 1, · · · , n



(3a)



i=1



and



n 



fxi xj hi hj ≥ 0



i,j=1



1



(3b)



S



Xo



Figure 1: Neighborhood S of X0 



for all vectors H



= (h1 , h2 , · · · , hn )







where fxi and fxi xj are respectively the ﬁrst and



second order partials at X0 . fxi ≡



∂f ∂2f , fxi xj ≡ , ∂xi ∂xi ∂xj



The implication in (3a), follows since the ﬁrst part of (3a) holds for all vectors H. Condition (3a) says that the ﬁrst derivative in the direction speciﬁed by the vector H must be zero and (3b) says that the second derivative in that direction must be non-negative, these statements being true for all vectors H. In order to prove these statements, consider a particular direction H and the points X() = X0 + H for small numbers  (so that X() is in S). The picture is given in Figure 2. S H



X(ε )=Xo+ε H



Xo



r



Figure 2: Neighborhood S of X0 and a particular direction H



2



Deﬁne the function g() = f (X0 + H)



0≤≤δ



(4)



where δ is small enough so that X0 + H is in S. Since X0 is a relative minimizing point, then g() − g(0) = f (X0 + H) − f (X0 ) ≥ 0



0≤≤δ



(5a)



Since −H is also a direction in which we may ﬁnd points X to compare with, then we may also deﬁne g for negative  and extend (5a) to read g() − g(0) = f (X0 + H) − f (X0 ) ≥ 0



−δ ≤≤δ



(5b)



Thus  = 0 is a relative minimizing point for g and we know (from results for a function in one variable) that dg(0) d2 g(0) = 0 and ≥0 (6) d d2 Now f is a function of the point X = (x1 , · · · , xn ) where the components of X() are speciﬁed by −δ ≤≤δ i = 1, · · · , n (7) xi () = x0,i + hi so that diﬀerentiating by the chain rule yields n n dxi  dg(0)  = = fxi fxi hi 0= d d i=1 i=1



and



(which ⇒fxi =0) i = 1, · · · , n



n n   dxi dxj d2 g(0) fxi xj fxi xj hi hj 0≤ = = d d d i,j=1 i,j=1



(8a)



(8b)



in which (8b) has used (8a). In (8) all derivatives of f are at X0 and the derivatives of x are at  = 0. This proves (3a) and (3b) which are known as the ﬁrst and second order necessary conditions for a relative minimum to exist at X0 . The term necessary means that they are required in order that X0 be a relative minimizing point. The terms ﬁrst and second order refer to (3a) being a condition on the ﬁrst derivative and (3b) being a condition on the second derivative of f . In this course we will be primarily concerned with necessary conditions for minimization, however for completeness we state the following: As a suﬃcient condition for X0 to be relative minimizing point one has that if n 



n 



fxi hi = 0 and



i=1



fxi xj hi hj ≥ 0



(9)



i,j=1



for all vectors H = (h1 , · · · , hn ), with all derivatives computed at X0 , then X0 is an unconstrained relative minimizing point for f . 3



Theorem 1 If f  (x) exists in a neighborhood of x0 and is continuous at x0 , then f (x0 + h) − f (x0 ) = f  (x0 )h +



1  f (x0 )h2 + (h) 2



∀|h| < δ



(10)



(h) = 0. h→0 h2 Proof By Taylor’s formula



where lim



f (x0 + h) − f (x0 ) = f  (x0 )h +



1  f (x0 + Θh)h2 2



1  1 f (x0 )h2 + [f  (x0 + Θh) − f  (x0 )] h2 2 2 The term in brackets tends to 0 as h → 0 since f  is continuous. Hence f (x0 + h) − f (x0 ) = f  (x0 )h +



1 (h) = [f  (x0 + Θh) − f  (x0 )] → 0 2 h 2



as h → 0.



(11)



(12)



This proves (10). Now suppose f C 2 [a, b] and f has a relative minimum at x = x0 . Then clearly f (x0 + h) − f (x0 ) ≥ 0



(13)



f  (x0 ) = 0.



(14)



and Using (10) and (13) we have



f (x0 + h) − f (x0 ) =



1  f (x0 )h2 + (h) ≥ 0 2



(15)



(h) = 0. Now pick h0 so that |h0 | < δ, then h→0 h2



with lim



f (x0 + λh0 ) − f (x0 ) = Since



1  f (x0 )λ2 h20 + (λh0 ) ≥ 0 2 



∀|λ| ≤ 1



1 (λh0 ) 1  f (x0 )λ2 h20 + (λh0 ) = λ2 h20 f  (x0 ) + 2 2 2 2 2 λ h0



and since



(λh0 ) = 0 h→0 λ2 h2 0 lim



we have by necessity



f  (x0 ) ≥ 0.



4







(16)



1.2



Constrained Minimization



As an introduction to constrained optimization problems consider the situation of seeking a minimizing point for the function f (X) among points which satisfy a condition φ(X) = 0



(17)



Such a problem is called a constrained optimization problem and the function φ is called a constraint. If X0 is a solution to this problem, then we say that X0 is a relative minimizing point for f subject to the constraint φ = 0. In this case, because of the constraint φ = 0 all directions are no longer available to get comparison points. Our comparison points must satisfy (17). Thus if X() is a curve of comparison points in a neighborhood S of X0 and if X() passes through X0 (say at  = 0), then since X() must satisfy (17) we have



so that also



φ(X()) − φ(X(0)) = 0



(18)



n d φ(X()) − φ(X(0))  dxi (0) φ(0) = lim = =0 φx i →0 d  d i=1



(19)



In two dimensions (i.e. for N = 2) the picture is



Tangent at X0 −−−> (has components dx1(0)/d ε ,dx2(0)/d ε ) X0



0. ∗ Thus a relative minimum is in contrast to a global minimum where the integral is minimized over all arcs (which satisfy the conditions of the problem). Our results will generally be of this relative nature, of course any global minimizing arc is also a relative minimizing arc so that the necessary conditions which we prove for the relative case will also hold for the global case. The simplest of all the problems of the calculus of variations is doubtless that of determining the shortest arc joining two given points. The co-ordinates of these points will be ∗



We shall later speak of a diﬀerent type of relative minimum and a diﬀerent type of neighborhood of y0 .



10



denoted by (x1 , y1 ) and (x2 , y2 ) and we may designate the points themselves when convenient simply by the numerals 1 and 2. If the equation of an arc is taken in the form y : y(x) (x1 ≤ x ≤ x2 )



(1)



then the conditions that it shall pass through the two given points are y(x1 ) = y1 ,



y(x2 ) = y2



(2)



and we know from the calculus that the length of the arc is given by the integral 



I=



x2







1 + y  2 dx ,



x1



where in the evaluation of the integral, y  is to be replaced by the derivative y  (x) of the function y(x) deﬁning the arc. There is an inﬁnite number of curves y = y(x) joining the points 1 and 2. The problem of ﬁnding the shortest one is equivalent analytically to that of ﬁnding in the class of functions y(x) satisfying the conditions (2) one which makes the integral I a minimum. Y 1



2



0



X



Figure 5: The surface of revolution for the soap example There is a second problem of the calculus of variations, of a geometrical-mechanical type, which the principles of the calculus readily enable us to express also in analytic form. When a wire circle is dipped in a soap solution and withdrawn, a circular disk of soap ﬁlm bounded by the circle is formed. If a second smaller circle is made to touch this disk and then moved away the two circles will be joined by a surface of ﬁlm which is a surface of revolution (in the particular case when the circles are parallel and have their centers on the same axis perpendicular to their planes.) The form of this surface is shown in Figure 5. It is provable by the principles of mechanics, as one may surmise intuitively from the elastic properties of a soap ﬁlm, that the surface of revolution so formed must be one of minimum area, and the problem of determining the shape of the ﬁlm is equivalent therefore to that of determining 11



such a minimum surface of revolution passing through two circles whose relative positions are supposed to be given as indicated in the ﬁgure. In order to phrase this problem analytically let the common axis of the two circles be taken as the x-axis, and let the points where the circles intersect an xy-plane through that axis be 1 and 2. If the meridian curve of the surface in the xy-plane has an equation y = y(x) then the calculus formula for the area of the surface is 2π times the value of the integral 



I=



x2







y 1 + y  2 dx .



x1



The problem of determining the form of the soap ﬁlm surface between the two circles is analytically that of ﬁnding in the class of arcs y = y(x) whose ends are at the points 1 and 2 one which minimizes the last-written integral I. As a third example of problems of the calculus of variations consider the problem of the brachistochrone (shortest time) i.e. of determining a path down which a particle will fall from one given point to another in the shortest time. Let the y-axis for convenience be taken vertically downward, as in Figure 6, the two ﬁxed points being 1 and 2. 0



X



1



2



Y



Figure 6: Brachistochrone problem The initial velocity v1 at the point 1 is supposed to be given. Later we shall see that for 1 an arc deﬁned by an equation of the form y = y(x) the time of descent from 1 to 2 is √ 2g times the value of the integral  x2 



1 + y 2 dx , I= y−α x1 v12 . The problem 2g of the brachistochrone is then to ﬁnd, among the arcs y : y(x) which pass through two points 1 and 2, one which minimizes the integral I. As a last example, consider the boundary value problem where g is the gravitational constant and α has the constant value α = y1 −



12



−u (x) = r(x),



0 α. In our study of the shortest distance problems the arcs to be considered were taken in the form y : y(x) (x1 ≤ x ≤ x2 ) with y(x) and y (x) continuous on the interval x1 ≤ x ≤ x2 , An admissible arc for the brachistochrone problem will always be understood to have these properties besides the additional one that it lies entirely in the half-plane y > α. The integrand F (y, y ) and its partial derivatives are: 



F =



2



1+y , y−α



Fy =



  −1  



2



1 + y2 , (y − α)3



y



Fy = (y − α)(1 + y 2 )



(34)



Since our integrand in (33) is independent of x we may use the case 2 special result (21) of the Euler equations. When the values of F and its derivative Fy for the brachistochrone problem are substituted from (34) this equation becomes 1 1 √ , F − y Fy = = 2b (y − α)(1 + y 2 )



(35)



1 the value of the constant being chosen for convenience in the form √ . 2b The curves which satisfy the diﬀerential equation (35) may be found by introducing a new variable u deﬁned by the equation y  = − tan



sin u u =− . 2 1 + cos u



(36)



From the diﬀerential equation (35) it follows then, with the help of some trigonometry, that along a minimizing arc y0 we must have y−α = Thus



Now



2b 2 u = b(1 + cos u)  2 = 2b cos 1+y 2 dy = −b sin u. du



dx dx dy 1 + cos u = =− (−b sin u) = b(1 + cos u) du dy du sin u



31



Integrating, we get x x = a + b(u + sin u) where a is the new constant of integration. It will soon be shown that curves which satisfy the ﬁrst and third of these equations are the cycloids described in the following theorem: Theorem 7 A curve down which a particle, started with the initial velocity v1 at the point 1, will fall in the shortest time to a second point 2 is necessarily an arc having equations of the form x − a = b(u + sin u) , y − α = b(1 + cos u) . (37) These represent the locus of a point ﬁxed on the circumference of a circle of radius b as the v2 circle rolls on the lower side of the line y = α = y1 − 1 . Such a curve is called a cycloid. 2g Cycloids. The fact that (37) represent a cycloid of the kind described in the theorem is proved as follows: Let a circle of radius b begin to roll on the line y = α at the point whose co-ordinates are (a, α), as shown in Figure 14. After a turn through an angle of u radians the point of tangency is at a distance bu from (a, α) and the point which was the lowest in the circle has rotated to the point (x, y). The values of x and y may now be calculated in terms of u from the ﬁgure, and they are found to be those given by (37). x



b



u



(a,α)



y



Figure 14: Cycloid The fact that the curve of quickest descent must be a cycloid is the famous result discovered by James and John Bernoulli in 1697 and announced at approximately the same time by a number of other mathematicians. We next continue using the general theory results to develop two auxiliary formulas for the Brachistochrone problem which are the analogues of (3), (4) for the shortest distance problem. Two Important Auxiliary Formulas If a segment y34 of a cycloid varies so that its endpoints describe two curves C and D, as shown in Figure 15 then it is possible to ﬁnd a formula for the diﬀerential of the value of the integral I taken along the moving segment, and a formula expressing the diﬀerence of the values of I at two positions of the segment. The equations x = a(t) + b(t)(u + sin u) , 32



y = α + b(t)(1 + cos u)



(u3 (t) ≤ u ≤ u4 (t))



(38)



deﬁne a one-parameter family of cycloid segments y34 when a, b, u3 , u4 are functions of a parameter t as indicated in the equations. If t varies, the end-points 3 and 4 of this segment describe the two curves C and D whose equations in parametric form with t as independent variable are found by substituting u3 (t) and u4 (t), respectively, in (38). These curves and two of the cycloid segments joining them are shown in Figure 15.



3



y



5



C



D



y 4



6



Figure 15: Curves C, D described by the endpoints of segment y34 Now applying (27) of the general theory to this problem, regrouping (27), then the integral in (33) has the diﬀerential d = (F − pFy )dx + Fy dy (39) where (recalling (27)) the diﬀerentials dx, dy in (39) are those of C and D while p is the slope of y34 . Then by (35) and the last part of (34) substituted into (39) the following important result is obtained. Theorem 8 If a cycloid segment y34 varies so that its end-points 3 and 4 describe simultaneously two curves C and D, as shown in Figure 15, then the value of the integral I taken along y34 has the diﬀerential 4  dx + pdy  √ (40) d = √ y − α 1 + p2  3 At the points 3 and 4 the diﬀerentials dx, dy in this expression are those belonging to C and D, while p is the slope of the segment y34 . If the symbol I ∗ is now used to denote the integral ∗



I =







√



dx + p dy √ y − α 1 + p2



(41)



then by an integration of the formula (39) with respect to t from t3 to t5 we ﬁnd the further result that Theorem 9 The diﬀerence between the values of at two diﬀerent positions y34 and y56 of the variable cycloid segment, shown in Figure 15, is given by the formula 33



(y56 ) − (y34 ) = I ∗ (D46 ) − I ∗ (C35 ) .



(42)



The formulas (40) and (42) are the analogues for cycloids of the formulas (3) and (4) for the shortest distance problems. We shall see that they have many applications in the theory of brachistochrone curves. Problems 



1. Find the extremals of I =



x2



F (x, y, y ) dx



x1



for each case 2



a. F = (y ) − k 2 y 2



(k constant)



2



b. F = (y ) + 2y 2



c. F = (y  ) + 4xy  2



d. F = (y ) + yy  + y 2 2



e. F = x (y  ) − yy  + y 2



f. F = a(x) (y ) − b(x)y 2 2



g. F = (y ) + k 2 cos y







b



2. Solve the problem minimize I = a







2







(y  ) − y 2 dx



with y(a) = ya ,



y(b) = yb .



What happens if b − a = nπ? 3. Show that if F = y 2 + 2xyy , then I has the same value for all curves joining the endpoints. 4. A geodesic on a given surface is a curve, lying on that surface, along which distance between two points is as small as possible. On a plane, a geodesic is a straight line. Determine equations of geodesics on the following surfaces: a. Right circular cylinder. [Take ds2 = a2 dθ2 + dz 2 and minimize or



    



a2







dθ dz



    



2



a2 +







dz dθ



2



dθ



+ 1 dz]



b. Right circular cone. [Use spherical coordinates with ds2 = dr 2 + r 2 sin2 αdθ2 .] c. Sphere. [Use spherical coordinates with ds2 = a2 sin2 φdθ2 + a2 dφ2 .] d. Surface of revolution. [Write x = r cos θ, y = r sin θ, z = f (r). Express the desired relation between r and θ in terms of an integral.] 34



5. Determine the stationary function associated with the integral 



I =



1



2



(y  ) f (x) ds



0



when y(0) = 0 and y(1) = 1, where



f (x) =



⎧ ⎪ ⎪ ⎪ ⎨



−1 0 ≤ x 
 0, and for || < δ, the functions ψ(x), η(x) satisfy φ(x, y0 (x) + ψ(x), z0 (x) + η(x), y0 (x) + ψ  (x), z0 (x) + η  (x)) = 0



51



x1 ≤ x ≤ x2 . (49)



Again, similar to previous chapters, evaluate the integral in (44) on our family and deﬁne 



I() =



x2 x1



F (x, y0 (x) + ψ(x), z0 (x) + η(x), y0 (x) + ψ  (x), z0 (x) + η  (x))dx



(50)



Diﬀerentiating this with respect to  at  = 0 gives 







0 = I (0) =



x2



x1



[Fy ψ + Fz η + Fy ψ  + Fz  η  ]dx



(51)



where the partials of F are taken at points along y0 . Next, diﬀerentiate (49) with respect to  at  = 0 to get φy ψ + φz η + φy  ψ  + φz  η  = 0 x1 ≤ x ≤ x2 (52) where the partials of φ are at points along y 0 . Equation (52) reveals that the ψ, η functions are not independent of each other but are related. Multiplying (52) by an as yet unspeciﬁed function λ(x) and adding the result to the integrand of (51) yields. 



x2



x1



[(Fy + λφy )ψ + (Fy + λφy )ψ  + (Fz + λφz )η + (Fz  + λφz  )η  ]dx = 0



(53a)



Setting Fˆ = F + λφ gives (53a) in the form 



x2



x1



[Fˆy ψ + Fˆy ψ  + Fˆz η + Fˆz  η  ]dx = 0



(53b)



Using the now familiar integration by parts formula on the 1st and 3rd terms in the integrand of (53b) gives:  x  x d  (ψ ψ Fˆy = (54) Fˆy dx) − ψ Fˆy dx dx x1 x1 and similarly for η Fˆz . Using these and (47) yields 



0 = I (0) =







x2



x1



([Fˆy −







x



x1



Fˆy ds]ψ  + [Fˆz  −







x



x1



Fˆz ds]η )dx



(55)



However we cannot take the step that we essentially did in developing the Euler equation in the unconstrained case at the start of this chapter and say that the ψ, η functions, are independent since as noted above (see (52)), they are not. Now, assuming that φy = 0 (consistent with our assumption either φy or φz  = 0) we can choose λ such that the d (Fy + λφy ) − (Fy + λφy ) = 0 or then coeﬃcient of ψ  is constant (i.e. choose λ such that dx d d Fy − λ φy )/φy and integrate this result). Next choose η arbitrarily λ˙ = (Fy + λφy − dx dx (consistent with (47)) and ψ consistent with (49) and (47). By (47) and the fundamental lemma, the coeﬃcient of η  must also be constant. This results in Fˆy (x) −







x



x1
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Fˆy ds = c1



(56a)



Fˆz  (x) −







x



Fˆz ds = c2



x1



(56b)



where c1 , c2 are constants. In diﬀerentiated form this is d Fˆy − Fˆy = 0 dx



(56c)



d Fˆz − Fˆz  = 0 dx



(56d)



Substituting for Fˆ , then (56c), (56d) become (Fy + λφy ) −



d (Fy + λφy ) = 0 dx



(57a)



d (57b) (Fz  + λφz  ) = 0 dx This result is actually contained in a larger result as follows. If the constraint (46) does not depend on y  , z  i.e. if the constraint is (Fz + λφz ) −



φ(x, y, z) = 0



(58)



and if φy and φz are not simultaneously zero at any point of y0 then the analogous equations for (57a) and (57b) are d (59a) Fy + λφy − Fy = 0 dx d Fz  = 0 dx



(59b)



F (x, y, z, y , z  )dx



(60)



Fz + λφz − These results are summarized in the following: Theorem:



Given the problem 



min I =



x2



x1



subject to ﬁxed end points and the constraint φ(x, y, z, y , z  ) = 0



(61)



then if φy , φz  (or in case φ does not depend on y  , z  , then if φy , φz ) do not simultaneously equal zero at any point of a solution y0 , then there is a function λ(x) such that with Fˆ ≡ F + λφ, then (56a) and (56b) or in diﬀerentiated form, (56c) and (56d) are satisﬁed along y0 . The three equations (56a,b) or (56c,d) and (61) are used to determine the three functions y(x), z(x), λ(x) for the solution.
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In more general cases if our integrand has k dependent variables 



I=



x2



x1



F (x, y1 , y2 , · · · yk , y1 , · · · yk )dx



(62)



and we have (N < k) constraints φi (x, y1 , · · · yk , y1 , · · · yk ) = 0 , i = 1, · · · , N



(63)



∂φi ∂φi (or in case the φ are independent of y1 · · · yk , then assume )  ∂yj ∂yj j = 1, · · · k has maximal rank along a solution curve, y0 then with



such that the matrix i = 1, · · · , N



Fˆ = F +



N 



λi (x)φi



(64)



i=1



we have











d ˆ Fˆyj − Fyj = 0 j = 1, · · · , k (65) dx holding on y0 where the λi (x) are N multiplier functions. As an application, consider the problem of ﬁnding the curve of minimum length between two points (x1 , y1 , z1 ) and (x2 , y2 , z2 ) on a surface φ(x, y, z) = 0



(66)



Doing this in parametric form our curves will be written as x = x(t), y = y(t), z = z(t) and with arc length as ds = x˙ 2 + y˙ 2 + z˙ 2 dt (67) where “·” denotes diﬀerentiation with respect to t. Then our problem is 



t2



minimize I =







x˙ 2 + y˙ 2 + z˙ 2 dt



(68)



z(ti ) = zi



(69)



t1



with ﬁxed end points x(ti ) = xi



y(ti) = yi



subject to (66). For this problem, with



i = 1, 2







F =



x˙ 2 + y˙ 2 + z˙ 2



(70)



the Euler-Lagrange equations (65) are 



d x˙ λφx − dt F











d y˙ = 0 λφy − dt F











d z˙ = 0 λφz − dt F







=0



(71)



Now noting that F = 54



ds dt



(72)



where s is arc length then e.g. 



d x˙ dt F and if we multiply this by



























d dx ds d dx dt d dx = = = / · dt dt dt dt dt ds dt ds







(73)



dt we get ds 







d x˙ dt F



and similarly



 











dt d dx = ds dt ds 



 



dt d2 x = 2 ds ds







d2 y d y˙ dt = 2 dt F ds ds 



(74b)







d2 z d z˙ dt = 2 dt F ds ds Thus, multiplying each of the equations of (71) by d2 x dt = λφ x ds2 ds



(74a)



dt d2 y = λφ y ds2 ds



(74c) dt give as shown above ds dt d2 z = λφ z ds2 ds



(75)



or then



d2 y d2 z d2 x : : = φx : φy : φz (76) ds2 ds2 ds2 which has the geometric interpretation that the principal normal to the curve is parallel to the gradient to the surface (i.e. it’s perpendicular to the surface). If we do this in particular for geodesics on a sphere so that (66) is φ(x, y, z) = x2 + y 2 + z 2 − R2 = 0



(77)



where R is the radius of sphere, then (71) becomes (after solving for λ) F x¨ − x˙ F˙ F y¨ − y˙ F˙ F z¨ − z˙ F˙ = = 2xF 2 2yF 2 2zF 2 Multiplying by



2F 2 gives F



˙



˙



˙



x¨ − x˙ FF y¨ − y˙ FF z¨ − z˙ FF = = x y z which after cross multiplying gives y x¨ − y x˙



(78)



(79)



F˙ F˙ F˙ F˙ = x¨ y − xy˙ and y¨ z − y z˙ = z y¨ − z y˙ F F F F



(80)



F˙ F˙ (y x˙ − xy) ˙ and y¨ z − z y¨ = (y z˙ − z y) ˙ F F



(81)



and then y x¨ − x¨ y=
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or



y x¨ − x¨ y y¨ z − z y¨ F˙ = = y x˙ − xy˙ y z˙ − z y˙ F



(82)



The ﬁrst equality can be restated as − xy) ˙ = y x˙ − xy˙



d (y x˙ dt







and integration using



− z y) ˙ y z˙ − z y˙



d (y z˙ dt



(83)



du = ln |u| + c gives u y x˙ − xy˙ = A(y z˙ − z y) ˙



(84)



where A is a constant of integration. This gives



or then



y(x˙ − Az) ˙ = y(x ˙ − Az)



(85)



x˙ − Az˙ y˙ = x − Az y



(86)



x − Az = By



(87)



so that another integration gives where B is a constant. This is the equation of a plane through the center of sphere and containing the two end points of the problem. The intersection of this plane with the two points and passing through center of sphere is a great circle. This completes the problem solution.



Figure 18: Intersection of a plane with a sphere Note that to cover all possible pairs of points we really have to do this problem in parametric form since for example if we tried to express solutions in terms of x as x, y(x), z(x), then any two points given in yz plane would not have a great circle path expressible in x.
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Problem 1. A particle moves on the surface φ(x, y, z) = 0 from the point (x1 , y1 , z1 ) to the point (x2 , y2 , z2 ) in the time T . Show that if it moves in such a way that the integral of its kinetic energy over that time is a minimum, its coordinates must also satisfy the equations y¨ z¨ x¨ = = . φx φy φz 2. Specialize problem 2 in the case when the particle moves on the unit sphere, from (0, 0, 1) to (0, 0, −1), in time T . 3. Determine the equation of the shortest arc in the ﬁrst quadrant, which passes through π the points (0, 0) and (1, 0) and encloses a prescribed area A with the x-axis, where A ≤ . 8 π 4. Finish the example on page 51. What if L = ? 2 5. Solve the following variational problem by ﬁnding extremals satisfying the conditions 



J(y1 , y2) =  



0



π 4



y1 (0) = 1, y1



π 4 



4y12



+



y22



+



y1 y2







dx



 



= 0, y2 (0) = 0, y2



π 4



= 1.



6. Solve the isoparametric problem 



J(y) =



1



0



and 







(y )2 + x2 dx, y(0) = y(1) = 0,  0



1



y 2 dx = 2.



7. Derive a necessary condition for the isoparametric problem Minimize  b I(y1 , y2 ) = L(x, y1 , y2, y1 , y2 )dx a



subject to







b



a



G(x, y1 , y2, y1 , y2 )dx = C



and y1 (a) = A1 ,



y2 (a) = A2 ,



y1 (b) = B1 ,



where C, A1 , A2 , B1 , and B2 are constants. 8. Use the results of the previous problem to maximize 57



y2 (b) = B2







I(x, y) =



t1



t0



subject to







t1



(xy˙ − y x)dt ˙







x˙ 2 + y˙ 2dt = 1.



t0



Show that I represents the area enclosed by a curve with parametric equations x = x(t), y = y(y) and the contraint ﬁxes the length of the curve. 9. Find extremals of the isoparametric problem 



I(y) = subject to



0



π



(y )2 dx,  0



π



y(0) = y(π) = 0,



y 2dx = 1.
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CHAPTER 6



6



Integrals Involving More Than One Independent Variable



Up to now our integrals have been single integrals, i.e. integrals involving only one independent variable which we have usually called x. There are problems in the calculus of variations where the integral involves more than one independent variable. For example, given some contour C in xyz space, then ﬁnd the surface z = z(x, y) contained within C that has minimum surface area. In this case we’d minimize the surface area integral S=



  R



1 + zx2 + zy2 dy dx



(1)



where R is the region in the xy plane enclosed by the projection of C in the xy plane. In this problem there are two independent variables, x, y and one dependent variable, z. In order to see what conditions for a minimum hold when the integrand involves more than one independent variable, i.e. the Euler Lagrange equations in this more general case, let I be deﬁned by   I= F (x, y, z, zx , zy )dydx (2a) R



where x, y are the independent variables and z is a continuously diﬀerentiable function of x, y and is to be determined, subject to z = g(s)



(2b)



on the boundary of R where s is arc length, R is some closed region in the xy plane, and F has continuous ﬁrst and second partial derivatives with respect to its arguments. Doing the analogous steps that we did in the single integral problems, assume that z0 : z0 (x, y) is a solution to this problem and that η(x, y) is a surface which is continuous with continuous ﬁrst partials deﬁned over R and satisﬁes η(x, y) = 0



on boundary of R .



(3)



Create the family of surfaces z() = z0 (x, y) + η(x, y)



(4)



and evaluate I on this family to obtain  



I() = R



F [x, y, z0 (x, y) + η(x, y), z0x (x, y) + ηx (x, y), z0y (x, y) + ηy (x, y)]dxdy (5)



Diﬀerentiating I() with respect to  at  = 0 and setting it to zero (why?) gives 



 



0 = I (0) = R



[Fz η + Fzx ηx + Fzy ηy ]dydx 59



(6)



At this point, let’s recall (from an earlier chapter) the line of reasoning followed for the single integral case. The expression corresponding to (6) was 







x2



0 = I (0) =



x1



[Fy η + Fy η  ]dx



We then rewrote this integrand (by using integration by parts) to involve only η  terms instead of η  and η and used the fundamental lemma to get the Euler-Lagrange equation. As an alternate to this procedure we could have used a variant of the integration by parts formula used above and then written the integrand above in terms of η, with no η  terms. Our next step would have been to use a modiﬁed form of the fundamental lemma introduced in chapter 4, involving η but not η  terms. As a generalization to two variables of that modiﬁed form of the fundamental lemma we have Lemma 1. If α(x, y) is continuous over a region R in the xy plane and if  



α(x, y)η(x, y)dydx = 0 R



for every continuous function η(x, y) deﬁned over R and satisfying η = 0 on the boundary of R, then α(x, y) ≡ 0 for all (x, y) in R. We will not prove this lemma since it is not pertinent to the discussion. Returning now to our double integral and equation (6), then the second term in the integrand there can be written Fzx ηx =



∂ ∂Fzx [Fzx η] − η ∂x ∂x



(7)



This is analogous to the integration by parts formula used in the single integral problems. Now recalling Green’s theorem   R







(Qx + Py )dydx =



(Q cos ν + P sin ν)ds



(8)



boundary of R



where P, Q are functions of x, y; ν is the angle between the outward normal of the boundary curve of R and the positive x-axis (see ﬁgure 19); ds is the diﬀerential of arc length and the boundary integral is taken in a direction to keep R on the left (positive). Integrating (7) over R and using (8) with Q as Fzx η and P ≡ 0 gives:   R







Fzx ηx dydx =



Fzx η cos νds −



boundary of R



  R



∂ (Fz )ηdydx ∂x x



(9)



By performing a similar line of reasoning on the third term in the integrand of (6), then (6) becomes 







0 = I (0) =



[Fzx cos ν − Fzy sin ν]ηds +



boundary of R
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  R



[Fz −



∂ ∂ Fzx − Fz ]ηdydx ∂x ∂y y



(10)



y ν



R



x



Figure 19: Domain R with outward normal making an angle ν with x axis Thus in the expression for the derivative of I with respect to , (at  = 0), we have written all terms involving η and eliminated ηx and ηy . This is entirely analogous to the single integral case outlined above. Since (10) is true for all η(x, y) which satisfy (3) then the ﬁrst integral on the right side of (10) is zero for such η and then by lemma 1, the coeﬃcient of η in the second integral of (10) must be zero over R. That is ∂ ∂ Fzx + Fz − Fz = 0 ∂x ∂y y



(11)



which constitutes the Euler-Lagrange equation for this problem. As an application of the above results, consider the minimal surface problem started before. Thus minimize   S= 1 + zx2 + zy2 dydx (12) R



where the surface is assumed representable in the form z = z(x, y) with z(x, y) speciﬁed on C, the given contour and R is the region in the xy plane, enclosed by the projection of C. Then (11) gives     zx zy ∂ ∂ + =0 (13) ∂x ∂y 1 + zx2 + zy2 1 + zx2 + zy2 which by algebra can be reduced to (1 + zy2 )zxx − 2zx zy zxy + (1 + zx2 )zyy = 0



(14)



Next, by setting p = zx then (14) becomes



q = zy



r = zxx



u = zxy



t = zyy



(1 + q 2 )r − 2pqu + (1 + p2 )t = 0
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(15) (16)



Now from diﬀerential geometry the mean curvature, M, of the surface is Eg − 2F f + Ge 2(EG − F 2 )



M≡



(17)



where E, F, G and e, f, g are the coeﬃcients of the ﬁrst and second fundamental forms of the surface. For surfaces given by z = z(x, y) then one can show that E = 1 + p2 and e= √



r 1 + p2 + q 2



so that M=



F = pq



f=√



G = 1 + q2



u 1 + p2 + q 2



g=√



(18a) t 1 + p2 + q 2



(1 + p2 )t − 2upq + (1 + q 2 )r 2(1 + p2 + q 2 )3/2



(18b)



(19)



So the numerator is the same as the left side of Euler’s equation (16). Thus (16) says that the mean curvature of the minimal surface must be zero. Problems 1. Find all minimal surfaces whose equations have the form z = φ(x) + ψ(y). 2. Derive the Euler equation and obtain the natural boundary conditions of the problem   



δ



R



α(x, y)u2x



+



β(x, y)u2y



− γ(x, y)u



2







dxdy = 0.



In particular, show that if β(x, y) = α(x, y) the natural boundary condition takes the form α where



∂u δu = 0 ∂n



∂u is the normal derivative of u. ∂n



3. Determine the natural boundary condition for the multiple integral problem  



I(u) = R



L(x, y, u, ux, uy )dxdy,



uC 2 (R),



u unspeciﬁed on the boundary of R



4. Find the Euler equations corresponding to the following functionals  



a. I(u) = R



(x2 u2x + y 2u2y )dxdy



 



b. I(u) = R



(u2t − c2 u2x )dxdt, c is constant 62



CHAPTER 7



7



Examples of Numerical Techniques



Now that we’ve seen some of the results of the Calculus of Variations, we can study the solution of some problems by numerical techniques. All of the numerical techniques used in variational problems are iterative in nature, that is, they do not solve the problem in one step but rather proceed from an initial estimate (usually input by the user) and generate a sequence of succeeding estimates which converges to the answer. The iterative procedures used, are based upon a search from the present estimate to obtain a next estimate which has certain characteristics. The types of search procedures fall into two main classes called “Indirect Methods” and “Direct Methods.” We will also look at a computer program for the variable end point case using indirect methods.



7.1



Indirect Methods



Indirect methods are those which seek a next estimate satisfying certain of the necessary conditions for a minimizing arc, established previously. Thus these methods for example seek arcs that satisfy the Euler equations. An example of an indirect method is Newton’s method for variational problems. We will now discuss this method and provide a sample computer program written in Matlab for students to try on their computer. First we discuss the ﬁxed end points case. 7.1.1 Fixed End Points Consider the ﬁxed endpoint problem of minimizing the integral 



I=



x2



f (x, y, y )dx



(1)



x1



among arcs satisfying y(x1 ) = Y1 ,



y(x2 ) = Y2 .



(2)



The indirect method seeks to ﬁnd an arc y0 which satisﬁes the Euler equations and also satisﬁes the endpoint conditions (2). Writing the Euler equation d fy = fy (3) dx and then diﬀerentiating, gives fy x + fy y y  + fy y y  = fy



(4)



(Note that we assumed that our solution will have a second derivative y  at each point). 63



In this procedure, the selection of y(x) and y (x) for x1 < x ≤ x2 is dictated by (4) as soon as y(x1 ) and y  (x1 ) (5) are selected. Thus each time we alter the initial conditions (5), we will get a diﬀerent solution of (4). Since by the ﬁrst part of (2), the value of y(x1 ) is ﬁxed, then the only variable left to satisfy the second part of (2) is y (x1 ). Calling the initial estimate of the minimizing arc y1 with value y1 (x1 ) and denoting the value of left end-point slope for any other arc y (x1 , c) = y1 (x1 ) + c, then the solutions to (4) are a family of arcs y(c) : so that



y(x, c)



x1 ≤ x ≤ x2



(6)



y (x1 , c) = y1 (x1 ) + c and y (x1 , 0) = y1 (x1 )



(7) 



∂y  (x1 , c)  Diﬀerentiating the family (6) with respect to c at c = 0 we obtain (since = 1)  ∂c c=0     ∂y(x, c)  ∂y(x, c)  η(x) ≡ =  x1 ≤ x ≤ x2 (8) ∂c c=0 ∂y (x1 , c) c=0 



∂y(x, c)  where we have assigned the name η(x) to ∂c c=0 ∂y(x2 , c)  In particular at x = x2 we get (= η(x2 )) as the change in the value of ∂y  (x1 , c) c=0 y(x2 , 0) to a solution to (4) with each unit change in value of its left end-point slope y1 (x1 ) (= y (x1 , 0)). Thus knowing η(x2 ), we can form the diﬀerential correction to y1 (x1 ) as Δy1 (x1 ) =



Y2 − y1 (x2 ) η(x2 )



(9)



and use this to iterate on y1 (x1 ) to satisfy the second part of (2). In order to obtain η(x) we note that for any arc y(c) :



y(x, c)



y  (x, c)



x1 ≤ x ≤ x2



(10)



in our family (6) then by (4) we must have fy x (x, y(x, c), y (x, c)) + fy y (x, y(x, c), y (x, c)) y (x, c) +fy y (x, y(x, c), y (x, c)) y (x, c) = fy (x, y(x, c), y (x, c))



(11)



Diﬀerentiating (11) with respect to c at c = 0 and assuming that in our family, y(x, c) is continuously diﬀerentiable up through third order in x, c so that order of diﬀerentiation is immaterial and 











∂ 2 y(x, c)  ∂ 2 y(x, c)  ∂y  (x, c)  η (x) = = = ∂x∂c c=0 ∂c∂x c=0 ∂c c=0 
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and 







∂ 3 y(x, c)  ∂ 3 y(x, c)  η (x) = = ∂x∂x∂c c=0 ∂c∂x∂x c=0 



which results in, fy xy η + fy xy η  + (fy yy η + fy yy η  )y1 + fy y η  +(fy y y η + fy y y η  )y1 + fy y η  − fyy η − fyy η  = 0



(12)



where in (12) all arguments of the derivatives of f are x, y(x), y (x) i. e. along the arc y1 . Equation (12) represents a second order linear diﬀerential equation for η. The initial conditions for solution are obtained by diﬀerentiating (10) with respect to c at c = 0. Thus 



∂y(x1 , c)  = η(x1 ) , ∂c c=0











∂y  (x1 , c)  ∂y  (x1 , c)  1=  = = η  (x1 )  ∂y (x1 , c) c=0 ∂c c=0



(13)



where in the second equation in (13) we have recalled the deﬁnition of c. Then by the second equation of (13) we get that η  (x1 ) = 1. Furthermore, by the ﬁrst part of (2) we see that for any c, y(x1 , c) = Y1 = y1 (x1 ) so that η(x1 ) = 0. Thus we solve for η(x) on x1 ≤ x ≤ x2 by solving the second order diﬀerential equation (12) with initial conditions η(x1 ) = 0 η  (x1 ) = 1. For example, suppose we wish to ﬁnd the minimum of 



I =



0



1







 2



(y ) + y



2







dx



(14)



y(0) = 0 y(1) = 1. The function odeinput.m supplies the user with the boundary conditions, a guess for the initial slope, tolerance for convergence. All the derivatives of f required in (4) are supplied in rhs2f.m. function [fy1y1,fy1y,fy,fy1x,t0,tf,y1,y2,rhs2,sg,tol] = odeinput % Defines the problem for solving the ode: % (f_{y’y’} )y" + (f_{y’y})y’ = f_y - f_{y’x} % % % % % %



t0 tf y1 y2 sg tol



-



start time end time left hand side boundary value right hand side boundary value initial guess for the slope tolerance e.g. 1e-4 65



t0 tf y1 y2 sg tol



= 0; = 1; = 0; = 1; = 1; = 1e-4;



%rhs2f.m % function [rhs2]=rhs2f(t,x) % %input % t is the time % x is the solution vector (y,y’) % % fy1fy1 - fy’y’ (2nd partial wrt % fy1y - fy’y (2nd partial wrt % fy - fy (1st partial wrt % fy1x - fy’x (2nd partial wrt % fy1y1 = 2; fy1y = 0; fy = 2*x(1); fy1x = 0;



y’ y’) y’ y) y) y’ x)



rhs2=[-fy1y/fy1y1,(fy-fy1x)/fy1y1];



The main program is ode1.m which uses a modiﬁed version of ode23 from matlab. This modiﬁed version is called ode23m.m. Since we have to solve a second order ordinary diﬀerential equation, we have to transform it to a system of ﬁrst order to be able to use ode23. To solve the η equation, the ode23 is used without any modiﬁcations. We also need the right hand side of the 2 equations to be solved (one for y and one for η). These are called odef.m and feta.m, respectively. All these programs (except the original ode23.m) are given here % % % %



ode1.m This program requires an edited version of ode23 called ode23m.m Also required is odef.m, feta.m & odeinput.m All changes to a problem should ONLY be entered in odeinput.m
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[fy1y1,fy1y,fy,fy1x,t0,tf,y1,y2,rhs2,sg,tol] = odeinput; correct = 100; while abs(correct) > tol %solve the initial value with the slope guessed x0=[y1,sg]’; [t,x]=ode23m(’odef’,t0,tf,x0,y2,’rhs2f’,tol,0); n1=size(x,1); yy(1:n1)=x(1:n1,1); plot(t,yy) % check the value at tf % change the value of the slope to match the solution eta0=[0,1]’; [tt,eta]=ode23(’feta’,t0,tf,eta0); [nn1,nn2]=size(eta); correct=(y2-yy(n1))/eta(nn1); sg=sg+correct; end



% msode23m.m % % This code is a modified version of MATLAB’s ODE23 to find a numerically integ % solution to the input system of ODEs. % % This code is currently defined for the variable right hand endpoint defined b % following boundary conditions: % y(0) = 1, y(x1) = Y1 = x2 - 1 % % Lines which require modification by the user when solving different problems % (different boundary function) are identified by (user defined) at the right m % % function [tout, yout] = msode23m(ypfun, t0, tfinal, y0, rhs2f, tol, trace) %ODE23 Solve differential equations, low order method. % ODE23 integrates a system of ordinary differential equations using % 2nd and 3rd order Runge-Kutta formulas. % [T,Y] = ODE23(’yprime’, T0, Tfinal, Y0, Y2, rhs2) integrates the system % of ordinary differential equations described by the M-file YPRIME.M, 67



% over the interval T0 to Tfinal, with initial conditions Y0. % [T, Y] = ODE23(F, T0, Tfinal, Y0, y2, rhs2, TOL, 1) uses tolerance TOL % and displays status while the integration proceeds. % % INPUT: % F - String containing name of user-supplied problem description. % Call: yprime = fun(t,y) where F = ’fun’. % t - Time (scalar). % y - Solution column-vector. % yprime - Returned derivative column-vector; % yprime(i) = dy(i)/dt. % t0 - Initial value of t. % tfinal- Final value of t. % y0 - Initial value column-vector. % tol - The desired accuracy. (Default: tol = 1.e-3). % trace - If nonzero, each step is printed. (Default: trace = 0). % % OUTPUT: % T - Returned integration time points (column-vector). % Y - Returned solution, one solution column-vector per tout-value. % % The result can be displayed by: plot(tout, yout). % % See also ODE45, ODEDEMO. % C.B. Moler, 3-25-87, 8-26-91, 9-08-92. % Copyright (c) 1984-93 by The MathWorks, Inc. % % Initialization pow = 1/3; if nargin < 7, tol = 1.e-3; end if nargin < 8, trace = 0; end t = t0; hmax = (tfinal - t)/256; %(user defined) %the denominator of this expression may %require adjustment to %refine the number of subintervals over %which to numerically %integrate - consider adjustment if infinite %loops are encountered %within this routine and keep the value as %a power of 2 h = hmax/8; y = y0(:); chunk = 128; 68



tout = zeros(chunk,1); yout = zeros(chunk,length(y)); k = 1; tout(k) = t; yout(k,:) = y.’; if trace clc, t, h, y end % The main loop while (t < tfinal) & (t + h > t) if t + h > tfinal, h = tfinal - t; end % Compute the slopes rhs2=feval(rhs2f,t,y); rhs2=rhs2(:); s1 = feval(ypfun, t, y,rhs2); s1 = s1(:); rhs2=feval(rhs2f,t+h,y+h*s1); rhs2=rhs2(:); s2 = feval(ypfun, t+h, y+h*s1,rhs2); s2 = s2(:); rhs2=feval(rhs2f,t+h/2,y+h*(s1+s2)/4); rhs2=rhs2(:); s3 = feval(ypfun, t+h/2, y+h*(s1+s2)/4,rhs2); s3 = s3(:); % Estimate the error and the acceptable error delta = norm(h*(s1 - 2*s3 + s2)/3,’inf’); tau = tol*max(norm(y,’inf’),1.0); % Update the solution only if the error is acceptable if delta length(tout) tout = [tout; zeros(chunk,1)]; yout = [yout; zeros(chunk,length(y))]; end tout(k) = t; yout(k,:) = y.’; end if trace home, t, h, y end % Update the step size if delta ~= 0.0 h = min(hmax, 0.9*h*(tau/delta)^pow); end varendpt = t - 1; %(user defined) tolbnd = 1e-2; %(user defined) %varendpt is the equation of the variable 69



%endpoint as defined by %the right hand side boundary curve where %t is the independent variable %tolbnd is the desired tolerance for meeting %the variable right %endpoint condition and may require some %experimentation if abs(y(1) - varendpt) < tolbnd %this checks to see if the endpoint of the solution disp(’hit boundary in msode23m’); break; %curve comes within a user specified end %tolerance of the right hand side %boundary curve end if (t < tfinal) disp(’Singularity likely.’) t end tout = tout(1:k); yout = yout(1:k,:);



% feta.m function xdot=feta(t,x) xdot=[x(2),0]’;



% odef.m function xdot=odef(t,x,rhs2) xdot=[x(2),rhs2(1)*x(2)+rhs2(2)]’;



The solution obtained via matlab is plotted in ﬁgure 20.
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Figure 20: Solution of example given by (14) 7.1.2 Variable End Points We have previously obtained necessary conditions that a solution arc to the variable end point problem had to satisfy. We consider now a computer program for a particular variable end point problem. We will use Newton’s method to solve the problem: Thus consider the problem of minimizing the integral 



I=



x2











f (x, y, y )dx =



x1



x2



[(y )2 + y 2]dx



(15)



x1



among arcs satisfying y(x1 ) = 1,



y(x2 ) = Y2 = x2 − 1,



x1 = 0



(16)



(where we use Y2 (x) for the right hand boundary, which is a straight line). Our procedure now will be much the same as for the ﬁxed end point problem done by Newton’s method in that we’ll try to ﬁnd a solution to the Euler equation. Also as before, all of our estimate arcs y of solutions to this problem will have y(x1 ) = 1



x1 = 0



(17)



so that these items are ﬁxed. However we note that in general this will not be the case, and in other problems we may be allowed to vary these quantities in our iterative procedure but will then be required to satisfy a transversality condition involving them. Returning now to the problem at hand, we start with an initial estimate y 1 , satisfying the left end point condition y1 (x1 ) = 1 x1 = 0 (18) and the Euler equations d fy = fy dx



or fy x + fy y y  + fy y y  = fy . 71



(19)



As for the ﬁxed endpoint case, only y (x1 ) is free to iterate with, so that setting y  (x1 , c) = y1 (x1 ) + c



with



y(x1 , c) = y1 (x1 ) = 1



(20a)



and integrating the Euler equation we get the family y(c) :



y(x, c)



x1 ≤ x ≤ x2 (c)



−δ ≤c≤δ



(20b)



(where only the right end value of x varies with c since the left end value is ﬁxed and) which saﬁsﬁes the Euler equation and y(x1 , c) = 1



x1 = 0



(21)



Thus we have on this family fy x (x, y(x, c), y (x, c)) + fy y (x, y(x, c), y (x, c))y (x, c) +



(22)



fy y (x, y(x, c), y (x, c))y (x, c) = fy (x, y(x, c), y (x, c)) Proceeding as we did in the ﬁxed endpoint case we diﬀerentiate (22) with respect to c at c = 0. Thus fy xy η + fy xy η  + (fy yy η + fy yy η  )y1 + fy y η 



(23)



+(fy y y η + fy y y η  )y1 + fy y η  = fyy η + fyy η  which is the same equation for η that we got in the ﬁxed endpoint case. The initial conditions for η, η , are obtained from (20a) by diﬀerentiation (at c = 0). In particular, diﬀerentiating the second part of (20a) yields η(x1 ) =



∂y(x1 , c) =0 ∂c



(24)



and diﬀerentiating the ﬁrst part of (20a) gives η  (x1 ) =



∂y  (x1 , c) =1 ∂c



(25)



We have two conditions that our estimates have to satisfy at the right hand end, namely, (with subscript F denoting ﬁnal values, e.g. yF (c) ≡ y(x2 (c), c)). yF = Y2 = x2 − 1



(26a)



and the transversality condition (3) of chapter 4 which applied to this problem yields 2yF − (yF )2 + yF2 = 0 72



(26b)



Since x2 is unrestricted we choose to stop integration for each estimate when (26a) is satisﬁed and there to evaluate the expression (26b) which we call TERM TERM = 2yF − (yF )2 + yF2



(27)



Then if TERM diﬀers from 0 we compute as before how much to change c by in order to reduce this value −T ERM c = d(T ERM ) (28) dc



Next, diﬀerentiating (27) yields dy  dyF dyF dy  dy  d(T ERM) = 2 F − 2yF F + 2yF = 2[(1 − yF ) F + yF ] dc dc dc dc dc dc



(29a)



where all arguments are along the arc y 1 . Now concentrating on yF which is a function of c yF (c) ≡ y(x2 (c), c)



(29b)



and diﬀerentiating with respect to c at c = 0 (i.e. at y 1 ) yields dyF dx2 ∂y(x2 , c) = +yF dc dc  ∂c  



(30a)



ηF



Doing analogous operations for yF (c) yields after diﬀerentiation with respect to c at c = 0. dyF dx2 = ηF + yF dc dc



(30b)



Also by diﬀerentiating the middle constraint in (16) i.e. the equation yF (c) = Y2 = x2 (c) − 1 yields dx2 dyF = (30c) dc dc so that putting together (30a) and (30c) gives dx2 dx2 dyF = = ηF + yF dc dc dc or then



(30d)



dx2 (1 − yF ) = ηF (30e) dc (compare to equation (6) of the appendix 4.2 but with  = c and with x0i = x2 and Yi = x2 −1 dYi dx2 so that = ) or then dc dc ηF dx2 = (30f ) dc 1 − yF 73



and then by (29a), (30b), (30f), (30a) we get ηF ηF d(T ERM) ) + yF (ηF + yF )] = 2[(1 − yF )(ηF + yF  dc 1 − yF 1 − yF



(31)



From the Euler equation we get yF = yF so that after collecting terms d(T ERM) yF ηF yF yF ηF   = 2[(1 − yF )(ηF + ) + yF ηF + ]= dc 1 − yF 1 − yF yF ηF ] = 2[ηF − yF ηF + yF ηF + 1 − yF



(32)



We have thus obtained all of the quantities necessary to compute the correction to c. The program for the present problem is then: a) start with an initial estimate y 1 with y1 (x1 ) = 1,



y1 (x1 ) = y  (x1 ), x1 = 0



b) integrate the Euler equation for y and the equation for η = when the end point condition y(x2 ) = Y2 is met



∂y stopping the integration ∂c



c) determine the error in the transversality condition and the correction in y (x1 ) needed   d(T ERM) −T ERM to correct it d(T ERM ) = c, where is computed using ηF . dc dc d) re-enter (b) with initial conditions y(x1) = 1, x1 = 0, y (x1 ) = y1 (x1 ) + c and continue through the steps (b) and (c) e) stop when the error is smaller than some arbitrary number .



7.2



Direct Methods



Direct methods are those which seek a next estimate by working directly to reduce the functional value of the problem. Thus these methods search in directions which most quickly tend to reduce I. This is done by representing I to various terms in its Taylor series and reducing the functions represented. The direct method we will work with is the gradient method (also called method of steepest descent). This method is based on representing the integral to be minimized as a linear functional of the arcs y over which it is evaluated. The gradient method has an analogue for ﬁnite dimensional optimization problems and we will ﬁrst describe this method in the ﬁnite dimensional case. Thus suppose that we wish to minimize a function of the two dimensional vector y = (y1 , y2 ) f (y) (= (y1 )2 + (y2 )2 as an example) (33) 74



subject to the constraint



(y) = 0



(y1 + y2 − 1 = 0 for our example) .



(34)



The gradient method says that starting with an initial estimate y 1 = (y1,1 , y1,2), we ﬁrst linearize f as a function of the change vector η = (η1 , η2 ). Expanding f to ﬁrst order at the point y 1 , gives f (y 1 + η) ∼ f (y 1 ) + fy1 η1 + fy2 η2



2 2 (= y1,1 + y1,2 + 2(y1,1 η1 + y1,2 η2 ))



(35)



if |η| is small. Since f (y 1 ) is constant, then this allows us to consider f as a function F of only the change vector η = (η1 , η2 ) F (η) ≡ f (y 1 ) + fy1 η1 + fy2 η2



(36)



where we don’t list  as an argument of F since it will be determined independently of η and we wish to concentrate on the determination of η ﬁrst. We can similarly linearize the constraint and approximate by the function L which depends on η L(η) (37) Now we wish to choose η in order that F (η) is as small as possible and also L(η) = 0 for a given step size length, (|η| = ST ). Recall from calculus, that the maximum negative (positive) change in a function occurs if the change vector is opposite (in the same direction) to the gradient of the function. Now, the gradient of the function (36) considered as a function of η is: ∇F = (Fη1 , Fη2 ) = (fy1 , fy2 ) (= (2y1,1 , 2y1,2) for our example)



(38)



so that fastest way to reduce F requires that η be oriented in the direction η = (η1 , η2 ) = −(fy1 , fy2 ) (= (−2y1,1 , −2y1,2 ) for our example)



(39)



(note that this choice is independent of ). However since we have a constrained problem, then our change should be restricted so that our new point y 1 + η satisﬁes



(y 1 + η) = 0



(40a)



L(η) = 0



(40b)



or by our approximation according to the way we deﬁned L. Thus we modify η from (39) so that it satisﬁes (40b). These conditions establish the direction of η and then the value of  is established by the requirement that |η| = ST , i. e. the change is equal to the step size. The gradient procedure then computes the function f (y 1 + η) which should be smaller than f (y1 ) and repeats the above procedure at the point y 2 = y 1 + η.
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In the inﬁnite dimensional case, the idea is the same, except that we are now dealing with a function of an inﬁnite number of variables, namely arcs y:



x1 ≤ x ≤ x2



y(x)



and our change vector will have direction deﬁned by the arc η:



x1 ≤ x ≤ x2



η(x)



Thus consider the case of minimizing the integral 



I=



x2



f (x, y, y )dx



(41)



x1



subject to the ﬁxed endpoint conditions (the constraint on the problem) y(x1 ) = a



y(x2 ) = b



(42)



Following the procedure used in the ﬁnite dimensional case, we start with an initial arc y 1 and ﬁrst linearize the integral I by computing the ﬁrst variation of I  . 







x2



I =



x1



[fy η + fy η  ]dx



(43)



Integrating (by parts) the ﬁrst term in the integrand gives, 



x2



x1







fy η(x)dx = [η(x)



x



x1



fy ds]xx21



−







x2











x



[η (x)



x1



x1



fy ds]dx



(44)



Since the variations η(x) must (why?) satisfy η(x1 ) = η(x2 ) = 0



(45)



then the ﬁrst term on the right in (44) vanishes and plugging back into (43) gives 



I =







x2



x1



[fy −







x



x1



fy ds]η  (x)dx .



(46)



Corresponding to (36) we then approximate I(y 1 + η) by Iˆ = I(y1 ) + I 



(47)



where the second term is represented by (46). Analogous to the ﬁnite dimensional case, we desire to select η or equivalently η(x1 ) and η  (x), x1 ≤ x ≤ x2 so that subject to a step size constraint, we have that Iˆ (and also approximately I) has minimum value at y1 + η. The stepsize constraint in this case looks like 



Alternatively we can think of this as the derivative at  = 0 of I evaluated on the family y(): created with the arc η(x) but we don’t set it = 0 (why?)
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max |η  (x)| x1 ≤ x ≤ x2



(48)



(which represents the maximum change from y1 (x) along our arcs) and where  will be selected according to the stepsize we wish. It can be shown formally that the best selection of η  (x) at each x is  x  η (x) = −[fy − fy ds] x1 ≤ x ≤ x2 (49) x1



This hueristically can be considered the direction opposite to the gradient of Iˆ with respect to η  (x) for each x. However, as in the ﬁnite dimensional case, we must modify this change in order to satisfy the constraint (45). Deﬁning the integral of η  (x) of (49) from x1 to x as M(x) = −







x



x1



[fy −







ξ



x1



fy ds]dξ



(50)



and deﬁning the average of this as Mavg



M(x2 ) 1 = =− x2 − x1 x2 − x1







x2



x1



[fy −







x



x1



fy ds]dx



(51)



(note that M(x1 ) = 0) then with η  (x) deﬁned as 



η (x) = − [fy −







x x1



fy ds] − Mavg =  x2  x 1 fy ds − [fy − fy ds]dx] −[fy − x2 − x1 x1 x1 x1



we get











η(x2 ) =



x2 x1



x



η  (x)dx + η(x1 ) = η(x1 )



(52)



(53)



which together with η(x1 ) = 0 (which we can easily choose) yields η which satisﬁes our constraint (45). Integrate (52) from x1 to x η(x) = M(x) − (x − x1 )Mavg . While this is not the only way to create η satisfying (45), it can be formally shown that subject to (45), this η(x) is the best selection to reduce I. We now give a matlab program that uses direct method to minimize the integral I. This program requires the user to supply the functions f, fy , fy . These functions are supplied in the ﬁnput.m ﬁle that follows. % This program solves problems of the form % ___x2 % | % Minimize I = | f(x,y,y’) dx 77



% % % % % % %



___|x1 using the direct method. The user must supply the F(x,y,y’), Fy(x,y,y’) and Fy’(x,y,y’) in a file called finput.m



functions



See finput.m



% By Jerry Miranda, 12/10/96 % WARNING: Early termination may occur if N is TOO large or if epsilon is % TOO small. The count parameter is set at 50 and can be adjusted % below. Count is required to prevent runaway in the while loop or % excessive computation until this version is modified. clear C = 50; % set the count paramater % Here we solve the problem min [ int(0->1) {2y’ + y^2} dx] % s.t. y(0)=0, y(1)=1 % setup boundary conditions x1 = 0; y1 = 0; % y(x1) = y1 x2 = 1; y2 = 1; % y(x2) = y2



(User define)



% choose an epsilon and the number of points to iterate epsilon = .01; N = 25;



(User define)



if x2-x1 == 0, error(’x2 and x1 are the same’), break, end deltax = (x2-x1)/N;



x = [x1:deltax:x2]’; % x is a col vector



% make an initial guess for the solution arc: % this is a function satisfying the boundary conditions ybar = (y2-y1)/(x2-x1)*(x-x1)+y1; % this is the derivative of a linear function ybar % if ybar is NOT linear, % we should use finite difference to approximate yprime yprime = ones(size(x))*(y2-y1)/(x2-x1); % calculate M(x2) and Mavg 78



(User define)



sum1=0; MM(1)=0; for i = 2:N+1 sum2=0; for jj=1:i-1 sum2= deltax*finput(x(jj),ybar(jj),yprime(jj),2)+sum2; end sum1 = deltax*(finput(x(i),ybar(i),yprime(i),3)-sum2)+sum1; MM(i)= - sum1; end Mx2 = - sum1; Mavg = Mx2/(x2-x1); % Calculate eta(x) for each x(i) for i = 1:N+1 eta(i,1) = MM(i) - Mavg*(x(i)-x1); end % Calculate eta’(x) for each x(i) for i = 1:N+1 sum2=0; for jj=1:i-1 sum2= deltax*finput(x(jj),ybar(jj),yprime(jj),2)+sum2; end etaprm(i,1)= - finput(x(i),ybar(i),yprime(i),3)-sum2 -Mavg; end % The main loop % We now compute Ihat = I(ybar1) + epsilon*I’ and check to minimize Ihat % First Ihat sum1=0; for i = 1:N+1 F = finput(x(i),ybar(i),yprime(i),1); sum1 = deltax*F+sum1; end Ihatnew = sum1; Ihatold = Ihatnew+1; count = 0; %set counter to prevent runaway while (Ihatnew 0 holds for every admissible element (x, y, y ) in Γ distinct from (x, y, p(x, y)), and the fundamental suﬃciency theorem gives the desired conclusion of the theorem. We now use the results just developed for the general theory by applying them to the brachistochrone problem of ﬁnding the curve of quickest descent for a particle to slide from a given point 1 with coordinates (x1 , y1 ) to a given curve N with a given initial velocity v1 . This is the same problem we saw in chapter 4 where ﬁrst necessary conditions were obtained. Let the point 1, the curve N and the path y 12 of quickest descent be those shown in ﬁgure 34. The constant α has the same meaning as in chapter 4, namely α = y1 − v12 /2g where y1 is the value of y at point 1, and g is the gravitational acceleration. We recall the integral I to be minimized from chapter 4 



I=



x2



x1 







1 + y 2 dx . y−α



(27)



By chapters 3 and 4 we already know that a minimizing arc y 12 for this problem must consist of a cycloid lying below the line y = α. We also know by Jacobi’s condition that y 12 cannot contain a conjugate point between its end-points. We now prove that with the 126
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Figure 34: The path of quickest descent from point 1 to a cuve N assumption of a slight strengthening of Jacobi’s condition, this cycloid provides a strong minimizing arc for the problem at hand, (i.e. it satisﬁes the conditions of the strong suﬃciency theorem). With F as the integrand of (27) we ﬁrst compute Fy = √



y √ y − α 1 + y 2



(28)



Next, by the Weierstrass-Erdmann Corner Condition (chapter 12) one sees that the expression on the right-hand side of (28) is continuous on y 12 . We now show that this implies that y = sin α y  must also be continuous on y 12 . With the substitution y  = tan α, then √ 1 + y 2 and the continuity of (28) implies that sin α and hence also α and tan α = y  must be contin1 >0 uous along y 12 . Thus y 12 contains no coners. Next, note that Fy y = √ y − α(1 − y 2 )3/2 for all admissible (see chapter 3) points (x, y, y ) with y > α, and so certainly also on y 12 then Hilbert’s Diﬀerentiability Condition (chapter 12) shows that y  is continuous on y 12 . Now let R be any neighborhood of y 12 that is contained within the admissible set of points. Let x, y, y  and x, y, Y  be any points in R (with the same x, y). Then by (26) and the positivity of Fy y for all admissible points, we have condition 4) of the strong suﬃciency theorem. Finally, if we assume that y 12 does not contain a conjugate point at its right endpoint, then all of the conditions of the strong suﬃciency theorem are met and y 12 provides a strong relative minimum for our problem as stated in that theorem.



127



Index C i, 1 Rn , 1



ﬁxed end point, 14 ﬁxed end points, 63 force potential, 92 fundamental lemma, 21, 25, 43, 60, 91



admissible functions, 14 admissible arc, 42 admissible arc, 14 admissible arcs, 47 approximating function, 82 Auxiliary Formulas, 22, 26, 32



generalized coordinates, 97 gradient method, 74 gravitational constant, 92 Green’s theorem, 60 Hamilton’s equations, 93 Hamilton’s Principle, 91 Hamilton’s principle, 90, 92, 97 Hamiltonian, 93 harmonic oscillator, 101



both end-points vary, 39 brachistochrone, 12, 28, 31, 39 canonical momentum, 93, 101 complete, 83 complete set of Euler equations, 25 compound pendulum, 100 conservative ﬁeld, 91 conservative force ﬁeld, 92 constrained optimization, 5 constraint, 5 constraints, 47, 97 cycloid, 28, 29, 32



indirect method, 63 inﬁnite number of variables, 10 initial estimate, 64 isoparametric, 47, 49 iterative, 63 kinetic energy, 91 Lagrange multiplers, 7 Lagrange multiplier, 49 Lagrangian, 92, 101



degrees of freedom, 97 diﬀerence quotient, 85 diﬀerential correction, 64 direct method, 63, 74



maxima, 1 mean curvature, 62 method of eigenfunction expansion, 82 minima, 1 minimal surface problem, 61 modiﬁed version of ode23, 66



Euler equation, 25 Euler equations, 63 Euler Lagrange equations, 59 Euler’s method, 86 evolute, 37 extremal, 25



natural boundary condition, 38 Necessary condition, 38 Newton’s equations of motion, 90 Newton’s law, 91 Newton’s method, 63, 71 numerical techniques, 63



feta.m, 66, 70 ﬁnite diﬀerences, 84 ﬁnput.m, 77 ﬁrst Euler equation, 46, 49 ﬁrst necessary condition, 14 ﬁrst order necessary condition, 3



ode1.m, 66 ode23m.m, 66, 67 128



odef.m, 66, 70 odeinput.m, 65 optimize, 1 phase plane, 102 potential energ, 92 Rayleigh-Ritz, 13 Rayleigh-Ritz method, 82 relative minimum, 10, 19 rhs2f.m, 65, 66 Riemann integrable, 83 second Euler equation, 46, 49 second order necessary condition, 3 shortest arc, 10, 14, 36 shortest distance, 21, 31 shortest time, 12 side conditions, 47 simple pendulum, 99 steepest descent, 74 subsidiary conditions, 47 suﬃcient condition, 3 surface of revolution, 11 Taylor series, 74 transversality condition, 38–41, 50, 71 two independent variables, 59 two-dimensional problem, 46 unconstrained, 1 unconstrained relative minimum, 1 variable end point, 14, 36, 38, 71



129



CALCULUS OF VARIATIONS MA 4311 SOLUTION MANUAL B. Neta



Department of Mathematics Naval Postgraduate School Code MA/Nd Monterey, California 93943 June 11, 2001



c 1996 - Professor B. Neta



1



Contents 1 2 3 4 5



Functions of n Variables 1 Examples, Notation 9 First Results 13 Variable End-Point Problems 33 Higher Dimensional Problems and Another Proof of the Second Euler Equation 54 6 Integrals Involving More Than One Independent Variable 74 7 Examples of Numerical Techniques 80 8 The Rayleigh-Ritz Method 85 9 Hamilton's Principle 91 10 Degrees of Freedom - Generalized Coordinates 101 11 Integrals Involving Higher Derivatives 103



i



List of Figures 1 :::::::::::::::::::::: 2 :::::::::::::::::::::: 3 :::::::::::::::::::::: 4 :::::::::::::::::::::: 5 :::::::::::::::::::::: 6 :::::::::::::::::::::: 7 :::::::::::::::::::::: 8 :::::::::::::::::::::: 9 :::::::::::::::::::::: 10 Plot of y = ` and y = 1 tan(`) ; sec(`) 2



ii



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



: : : : : : : : : :



5 64 64 81 82 83 84 87 90 95



Credits Thanks to Lt. William K. Cooke, USN, Lt. Thomas A. Hamrick, USN, Major Michael R. Huber, USA, Lt. Gerald N. Miranda, USN, Lt. Coley R. Myers, USN, Major Tim A. Pastva, USMC, Capt Michael L. Shenk, USA who worked out the solution to some of the problems.



iii



CHAPTER 1



1 Functions of n Variables Problems



1. Use the method of Lagrange Multipliers to solve the problem minimize f = x2 + y2 + z2 subject to  = xy + 1 ; z = 0 2. Show that where 0 is the positive root of



 = 0 max  cosh  cosh 0    



   



cosh  ;  sinh  = 0:



Sketch to show 0 . 3. Of all rectangular parallelepipeds which have sides parallel to the coordinate planes, and which are inscribed in the ellipsoid x2 + y 2 + z 2 = 1 a2 b2 c2 determine the dimensions of that one which has the largest volume. 4. Of all parabolas which pass through the points (0,0) and (1,1), determine that one which, when rotated about the x-axis, generates a solid of revolution with least possible volume between x = 0 and x = 1: Notice that the equation may be taken in the form y = x + cx(1 ; x), when c is to be determined. 5. a. If x = (x1 x2   xn) is a real vector, and A is a real symmetric matrix of order n, show that the requirement that



F  xT Ax ; xT x



be stationary, for a prescibed A, takes the form



Ax = x: Deduce that the requirement that the quadratic form







 xT Ax 1



be stationary, subject to the constraint



 leads to the requirement



 xT x = constant, Ax = x



where  is a constant to be determined. Notice that the same is true of the requirement that  is stationary, subject to the constraint that  = constant, with a suitable denition of .] b. Show that, if we write T   = xxTAx  x  the requirement that  be stationary leads again to the matrix equation



Ax = x: Notice that the requirement d = 0 can be written as d ; d = 0 2 or d ; d = 0]  Deduce that stationary values of the ratio



xT Ax xT x



are characteristic numbers of the symmetric matrix A.



2



1. f = x2 + y2 + z2



' = xy + 1 ; z = 0



F = f + ' = x2 + y2 + z2 + (xy + 1 ; z) @F = 2x + y = 0 @x



(1)



@F = 2y + x = 0 @y



(2)



@F = 2z ;  = 0 @z



(3)



@F = xy + 1 ; z = 0 @



(4)



)



(3) (4)



)



(5) and (16)



 = 2z



(5)



z = xy + 1



(6)



)



 = 2(xy + 1)



(7)



Substitute (7) in (1) - (2)



) 2x + 2(xy + 1)y = 0



(8)



2y + 2(xy + 1)x = 0



(9)



x + xy2 + y = 0



9 > =



y + x2y + x = 0



> 



xy(y ; x) = 0 3



; (10)



)x=0



or y = 0 or x = y



x = 0 )  = 2 ) z = 1  y = 0 by(1) (7) (5) y = 0 )  = 2 ) z = 1  x = 0 by(1) (7) (5) x = y )  = 2 ) z = ;1  ) xy = ;2 (7) (5) (6)



) x = ;2 2



Not possible So the only possibility



x=y=0 z=1 =2



)



f =1



4



 2. Find max cosh  Dierentiate  = cosh  ;  sinh  = 0 d d cosh  cosh2  Since cosh  6= 0     







   



!



cosh  ;  sinh  = 0



The positive root is 0 Thus the function at 0 becomes 0 cosh 0 No need for absolute value since 0 > 0 5 4 3 2 1 0



λ0



−1 −2 −3 −4 −5 −5



−4



−3



−2



−1



0



Figure 1:



5



1



2



3



4



5



2 2 2 3. max xyz s:t: xa2 + yb2 + zc2 = 1 2 2 2 x y z Write F = xyz +  ( a2 + b2 + c2 ; 1) , then



0 = Fx = yz + 2ax 2



(1)



0 = Fy = xz + 2by 2



(2)



0 = Fz = xy + 2cz2



(3)



2 2 2 0 = F = xa2 + yb2 + zc2 ; 1



(4)



If any of x y or z are zero then the volume is zero and not the max. Therefore x 6= 0 y 6= 0 z 6= 0 so 2 2y2 + 0 = ;xFx + yFy = ;2ax 2 b2



) yb



= xa2



(5)



2 2y2 ) y2 = z2 0 = ;zFz + yFy = ;2ax + 2 b2 b2 c2



(6)



2



2



2



Also



2 2 Then by (4) 3y2 = 1 ) y2 = b taking only the (+) square root (length) y = pb b 3 3 x = pa  z = pc by (5), (6) respectfully. 3 3 2 2 2 The largest volume parallelepiped inside the ellipsoid xa2 + yb2 + zc2 = 1 has dimension pa3  pb3  pc3
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4. ' = ;y + x + cx(1 ; x) Z



Volume V = min V = 



2



0



1



y2dx



0



Z



1 0



dV (c) =  dc Z



1



x + cx(1 ; x)]2 dx Z



1 0



2 x + cx(1 ; x)] x(1 ; x)dx = 0



x (1 ; x)dx + 2c 2



Z



1 0



x2(1 ; x)2dx = 0



1 2 13 x3 ; 14 x4 +2c 13 x3 ; 21 x4 + 15 x5 0 + 2c 13 ; 21 + 15 = 0 2( 31 ; 41 ) 1 + 2c 1 = 0 2  12 30 5 = ; c = ; 15 6 2 y = x ; 52 x(1 ; x)    















V (c) = 



Z



0



1h



0



=0







x2 + 2cx2(1 ; x) + c2x2(1 ; x)2 dx



1 + c2 1 =  13 + 2e 12 30 V (c = ;5=2) = 243  



1   



i
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5. F = xT Ax ; xT x =



X



i j



Aij xixj ; 



@F = @xk



X



j



X



i



Akj xj +



x2i



X



i



Aik xi ; 2xk = 0



k = 1 2 : : :  n



) Ax + AT x ; 2x = 0 Since A is symmetric



Ax = x



min F = xT Ax + (xT x ; c) implies (by dierentiating with respect to xk  k = 1 : : : n)



Ax = x T  = b.  = xxTAx x  To minimize  we require d = d ;2 d = 0 Divide by  d ;  d =0  or d ; d = 0 
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CHAPTER 2



2 Examples, Notation Problems 1. For the integral



I=



with



x2



Z



f (x y y ) dx 0



x1







f = y 1= 2 1 + y 2 write the rst and second variations I (0), and I (0). 0



2. Consider the functional



0 



00



Z



1



J (y) = (1 + x)(y )2dx 0 where y is twice continuously dierentiable and y(0) = 0 and y(1) = 1: Of all functions of the form y(x) = x + c1x(1 ; x) + c2x2(1 ; x) where c1 and c2 are constants, nd the one that minimizes J: 0



9



1. f = y1=2(1 + y 2) fy = 21 y 1=2(1 + y 2) fy = 2y y1=2 x2 1 1=2 2 1=2 I (0) = y (1 + y )



+ 2 y y



dx x1 2 fyy = ; 41 y 3=2(1 + y 2) fyy = y 1=2y 0



;



0



0



0







Z







0



;



0



;



;



0



0



0



0



0



fy y = 2y1=2 0



0



I (0) = 00



Z



; 41 y



x2 



x1



;



3=2



(1 + y ) + 2y 0



2



2



;



1=2



1 =2







y 



+ 2y dx 0



10



0



2



0



2. We are given that,after expanding, y(x) = (c1 + 1)x + (c2 ; c1)x2 ; c2x3.Then we also have that y (x) = (c1 + 1) + 2(c2 ; c1)x ; 3c2x2 and that (y (x))2 = (c1 + 1)2 + 4x(c1 + 1)(c2 ; c1) ; 6x2c2(c1 + 1) +4x2(c2 ; c1)2 ; 12x3c2(c2 ; c1) + 9c22x4 Therefore, we now can integrate J (y) and get a solution in terms of c1 and c2 0



0



R1



0



(1 + x)(y )2dx = 23 (c1 + 1)2 + 103 (c1 + 1)(c2 ; c1) ; 144 c2(c1 + 1) + 73 (c2 ; c1)2 ; 275 c2(c2 ; c1) + 3099 c22 0



To get the minimum, we want to solve Jc1 = 0 and Jc2 = 0. After taking these partial derivatives and simplifying we get 7 c ;1 =0 Jc2 = 17 c 1+ 30 15 2 6 and 17 c ; 1 = 0 Jc1 = c1 + 30 2 3 Putting this in matrix form, we want to solve "



7 15 17 30



17 30



1



#"



#



c1 = c2



"



1 6 1 3



#



Using Cramer's rule, we have that     



c1 = and



c2 =



    



         



1 6 1 3 17 30



1 17 30



1



17 30



    



7 15 17 30 7 15 17 30 1 6 1 3 7 15 17 30



    



         



55  :42 = 131



20  ;:15 = ;131



1 Therefore, we have that the y(x) which minimizes J (y) is



y(x) =







20 3 x + 13177 x2 + 131 x 1:42x ; :57x2 + :15x3 186 131



;
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Using a technique found in Chapter 3, it can be shown that the extremal of the J (y) is y(x) = ln12 ln(1 + x) which, after expanding about x = 0 is represented as



; ln x + ln x + R(x)  1:44x ; :72x + :48x + R(x)



y(x) =



ln2 x 1



1 2 2 2



2



1 3 3 2 3



So we can see that the form for y(x) given in the problem is similar to the series representation gotten using a dierent method.
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CHAPTER 3



3 First Results Problems 1. Find the extremals of



I=



Z



x2



x1



F (x y y ) dx 0



for each case a. F = (y )2 ; k2y2 (k constant) b. F = (y )2 + 2y c. F = (y )2 + 4xy d. F = (y )2 + yy + y2 e. F = x (y )2 ; yy + y f. F = a(x) (y )2 ; b(x)y2 g. F = (y )2 + k2 cos y b 2. Solve the problem minimize I = (y )2 ; y2 dx a with y(a) = ya y(b) = yb: What happens if b ; a = n? 0



0



0



0



0



0



0



0



0



0



Z



h



i



0



3. Show that if F = y2 + 2xyy , then I has the same value for all curves joining the endpoints. 0



4. A geodesic on a given surface is a curve, lying on that surface, along which distance between two points is as small as possible. On a plane, a geodesic is a straight line. Determine equations of geodesics on the following surfaces: 2 dz 2 2 2 2 2 a + d d a. Right circular cylinder. Take ds = a d + dz and minimize 2 d 2 or a dz + 1 dz] b. Right circular cone. Use spherical coordinates with ds2 = dr2 + r2 sin2 d2 :] c. Sphere. Use spherical coordinates with ds2 = a2 sin2 d2 + a2d2:] d. Surface of revolution. Write x = r cos  y = r sin , z = f (r): Express the desired relation between r and  in terms of an integral.] v Z u u t



v Z u u t







!
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5. Determine the stationary function associated with the integral



I=



Z



1 0



when y(0) = 0 and y(1) = 1, where



f (x) = 6. Find the extremals 1 a. J (y) = y dx Z



0



c. J (y) =



Z



1



0 Z 1 0



yy dx



;1 0 x < > > :



0



y(0) = 0 y(1) = 1:



0



b. J (y) =



8 > > > 
 > > = > > > 



; )



A = ;3=2 B = ;A ; 1 = 1=2



q



3. F = y 1 + y 2 0



q



Fy = 1 + y 2 Fy = y 12 (1 + y 2) 1=2 2y Fy = p1yy+ y 2 F ; y Fy = c1 2 y 1 + y 2 ; p1yy+ y 2 = c1 0



0



0



;



0



0



0



0



0



0



q



0



0



0



y(1 + y 2) ; yy 2 = c1 1 + y 2 q



0



0



0



y2 = 1 + y 2 c21 0



s



2 y = yc2 ; 1 1 c1 dy = dx y2 ; c21 c1 arc cosh cy + c2 = x 1 0



Z



Z



q



   



;c = x ; c q



OR c1 ln y + y



2



 



2 1



+ c2 = x



2 arc cosh cy c 1 1 c1 cosh xc; c2 = y 1



y(a) = A



)



y(b) = B



)



c1 cosh a c; c2 = A 1 c1 cosh b c; c2 = B 1 



a ; c



b ; c



2



= c1 arc cosh cA1



9 > =



2



cosh cB1



> 



= c1 arc 38



;



a b = c1 arc cosh cA1 ; arc cosh cB1 







(1)



This gives c1 , then



c2 = a ; c1 arc cosh cA : 1



;b +



If a =



zero on left of (1)



(2)



A=B



+



zero on right of (1)



Thus we cannot specify c1 , based on that free c1 , we can get c2 using (2). Thus we have a one parameter family.
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; yy



4. F = y2



0



+ (y )2 0



; y Fy = c y ; yy + y ; y (; y + 2y ) = c y ; (y ) = c (y ) = y ; c y = y ;c py dy; c = dx F



0



2



1



0



2



0



2



0



0



2



0



2



q



2



0



1



1



2



0



0



1



2



1



1



arc cosh pyc + c2 = x 1
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5. F = y2 + 2xy + (y )2 dF =0 Fy ; dx y d (2y ) = 0 2y + 2x ; dx ;2y + 2y = ; 2x 0



0



0



00



y



00



y



00



;y=x ;y=0 )



yh = Aex + Be



x



;



yp = Cx + D



;Cx ; D = x C = ;1 D = 0 yp = ; x y = Aex + Be x ; x ;



41



6. F = 1 ; (y )2 q



0



Fy = 0



;2y ) 1 ; (y ) 0



2



q



0



2



y = Ax + B



y =A 0



F + (



; y ) Fy



0



F + (



0



0



; y ) Fy



0



0



1 ; (y ) + (



q



0



2



0



0



   



x =a



   



x=b



=0 =0



; y) 0



;y 1 ; (y ) 0



q



0



2



   



x=a b



=0



1 ; (y )2 + (y )2 ;  y = 0 )  = A1  = y1 x=a  = y1 )  = A1 x=b Therefore if both end points are free then the slopes are the same ' (a) =  (b) = A1 0



0



0



0



   



0



0



   



0



0



0



0



0



0
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7. F = (y )2 0



; 2 yy ; 2 y 0



0



a. y(0) = 0 y(1) = 1 dF =0 Fy ; dx y ;2y ; dxd (2y ; 2y ; 2) = 0 ;2y ; 2y + 2y = 0 0



0



0



0



00



0



y =0 00



y = Ax + B y(0) = 0 y(1) = 1



)



) )



B=0 A=1



y=x



b. If only y(0) = 0



)



y = Ax



Transversality condition at x = 1



Fy imples



0



   



x=1



=0



2y (1) ; 2y(1) ; 2 = 0 0



Substituting for y



Thus the solution is



2A ; 2A ; 2 = 0 A = 1 ; 



y = 1 ;  x: 43



c. y(1) = 1



only



y = Ax + B y(1) = 1



)



A+B =1



y = Ax + 1 ; A



Fy



   0 



x=0



)



B =1;A



=0



2y (0) ; 2y(0) ; 2 = 0 0



A ;  (1 ; A) ;  = 0 A (1 + ) =  +  A =  ++ 1



44



d. No end conditions



y = Ax + B y =A 0



2y (0) ; 2 y(0) ; 2 = 0 0



2y (1) ; 2 y(1) ; 2 = 0 0



2A ; 2 B



; 2 = 0 ; 2A ; 2 (A + B ) ; 2 = 0 9 > = > 



) A=0 + 2B = 2A ; 2 = ; 2 B = ;  2 A = 0



45



8. Natural Boundary conditions are



Fy



0



   



x=ab



=0



a. For



F = y 2 ; k2 y2



(1a of chapter 3)



0



Fy = 2y 0



0



y (a) = 0 y (b) = 0 0



0



b. For F = y 2 + 2y



exactly the same



0



c. For F = y 2 + 4xy 0



0



Fy = 2y + 4x 0



0



y (a) + 2a = 0 y (b) + 2b = 0 0



0
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d. F = y 2 + yy + y2 0



0



Fy = 2y + y 0



0



2y (a) + y(a) = 0 2y (b) + y(b) = 0 0



0



e. F = x y 2 ; yy + y 0



0



Fy = 2xy 0



0



;y



2ay (a) ; y(a) = 0 2by (b) ; y(b) = 0 0



0



f. F = a(x) y 2 ; b(x)y2 0



Fy = 2a(x) y 0



0



2a() y () = 0 0



2a( ) y ( ) = 0 0



Divide by 2a() or 2a( ) to get same as part a.



g. F = y 2 + k2 cos y 0



Fy = 2y 0



0



same as part a
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p1 + y



9. F =



2



0



y



; dxd Fy = 0 p1 + y Fy = ; y



Fy



0



2



0



2



Fy = yp1y+ y 2 0



0



0



p p y y 1+y ; y y 1+y



+ y py y y







dF = dx y



00



0



2



0



0



0



2



2



0







00



1+ 02



y (1 + y )



0



p1 + y



0



2



y y (1 + y ) ; y (1p+ y ) ; yy ; y y (1 + y ) 1 + y ; (1 + y ) ; y y ; y ; y ] = 0 ; 1 ; 2y ; y ; y y + y + y = 0 yy + y = ; 1 (yy ) = ;1 yy = ; x + c ydy = (; x + c ) dx 1y = ; x + c x + c 2 2 y = ; x + 2c x + 2c y(0) = 0 ) c = 0



;



Fy



dF = dx y



;



0



2 2



0



2



00



0



2



00



0



2



2



2



00



4



0



4



0



2



0



0



0



2



00



4



0



0



2



0 0



0



1



1



2



2



1



2



2



2



1



2



2



 =1



a. Transversality condition: F + (1 ; y ) Fy ] 0



"



p1 + y y



0



2



0



   



x=x1



=0



+ y(1p;1 y+)yy2 0



0



0



(1 + y 2 + y 0



0



;y



2



0



   



)



0



#   



x=x1



x=x1



=0



=0 48



2



0



2



0



2



0



2



0



2



0



y =0 00



)



)



1 + y (x1) = 0 0



Since y2 = ; x2 + 2c1x 2yy = 0



; 2x + 2c



y (x1) = ; 1 0



1



at x = x1



2y(x1) y (x1) = ; 2x1 + 2c1 x1 5 = 1 on the line 0



{z



|



} | {z }



;



;



;2(x ; 5) = ; 2x + 2c ) c =5 p y = ; x + 10x or y = 10x ; x On (x ; 9) + y = 9 1



1



1



1



2



b.



2



2



2



2



The slope  is computed 0



2(x ; 9) + 2yy = 0 0



yy = ; (x ; 9) 0



At x = x1  (x1) = 0



; xy(x; )9 1



1



Remember that at x1 y(x1) from the solution:



y(x1)2 = ; x21 + 2c1 x1



is the same as from the circle



y(x1)2 + (x1 ; 9)2 = 9



) ;x ) ;x



2 1



2 1



+ 2c1x1 = 9 ; (x1



; 9)



2



+ 2c1x1 = 9 ; x21 + 18x1



c1x1 = 9x1 ; 36



()



; 81



Substituting in the transversality condition F + (



0



; y ) Fy ] x = 0 0



0



   



1
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we have 1 +  (x1)



y (x1) = 0 ;x + c1 y x1 1 ; xy1(x; )9 ;yx(1x+)c1 = 0 1 1 x1 ; c1) = 0 1 + (x1 ;y9)( 2(x ) 1 0



0



| {z }



   



y2(x1) + (x1 ; 9)(x1 ; c1) = 0 | {z }



9;(x1 ;9)2



9 ; (x1 ; 9)2 + (x1 ; 9)(x1 ; c1) = 0



9 ; (x1 ; 9)  x1 ; 9 ; x1 + c1)] = 0 9 ; (x1 ; 9) (c1 ; 9) = 0



Solve this with (*) c1 x1 = 9x1 ; 36 to get: c1 = 9 ; 36 x1 9 ; (x1 ; 9)(; 36 x)=0 1



9 + 36 = 9x:36 1



 36 x1 = 9 45 )



)



x1 = 36 5



)



c1 = 9 ; 5 = 4



y2 = ; x2 + 8x
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10. In this case equation (8) will have another term resulting from the dependence of F on x2(), that is x2 (0) @F dx x1 (0) @x2 Z
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11. In this problem, one boundary is variable and the line along which this variable point moves is given by y(e) = y2 which implies that  is the line x = e. First we satisfy Euler's 1 2 1 2 2 rst equation. Since F = x (y ) ; y , we have 2 8 0



d F =0 Fy ; dx y 0



and so,



; y ; dxd (x y )



0 =



1 4



2



= ; 14 y ; (2xy + x2y ) = x2y + 2xy + 41 y



0



0



00



00



0



Therefore



x2y + 2xy + 14 y = 0 This is a Cauchy-Euler equation with assumed solution of the form y = xr . Plugging this in and simplifying results in the following equation for r r2 + (2 ; 1)r + 14 = 0 which has two identical real roots, r1 = r2 = ; 21 and therefore the solution to the dierential equation is y(x) = c1x 12 + c2x 12 ln x The initial condition y(1) = 1 implies that c1 = 1. The solution is then 00



0



;



y=x



1=2



;



;



+ c2x



1=2



;



ln x:



To get the other constant, we have to consider the transversality condition. Therefore we need to solve F + ( ; y )Fy jx=e = 0 Which means we solve the following (note that  is a vertical line) 0



0



0



; F + (1 ; y )Fy x e  



0



0



0



0



=



= Fy jx=e = x2y jx=e = 0 0



0



which implies that y (e) = 0 is our natural boundary condition. y = ; 12 x 3=2 ; 12 c2x 3=2 ln x + c2x 3=2 With this natural boundary condition we get that c2 = 1, and therefore the solution is 0



0



;



;



y(x) = x 21 (1 + ln x) ;
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;



12. Find an extremal for J (y) =



Z



1 0



(y )2dx + y(1)2, where y(0) = 1, y(1) is unspecied. 0



F = (y ) + y(1) , Fy = 0 Fy = 2y . Notice that since y(1) is unspecied, the right hand value is on the vertical line x = 1. By the Fundamental Lemma, an extremal solution, y, must satisfy the Euler equation d F = 0: Fy ; dx y d 2y = 0 0 ; dx ;2y = 0 y = 0: Solving this ordinary dierential equation via standard integration results in the following: y = Ax + B . Given the xed left endpoint equation, y(0) = 1, this extremal solution can be further rened to the following: y = Ax + 1. Additionally, y must satisfy a natural boundary condition at y(1). In this case where y(1) is part of the functional to minimize, we substitute the solution y = Ax + 1 into the functional to get: 0



2



2



0



0



0



0



00



00



Z



1



I (A) = A2dx + (A + 1)2 = A2 + (A + 1)2 0 Dierentiating I with respect to A and setting the derivative to zero (necessary condition for a minimum), we have Therefore and the solution is



2A + 2(A + 1) = 0



A = ; 12 y = ; 12 x + 1:
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CHAPTER 5



5 Higher Dimensional Problems and Another Proof of the Second Euler Equation Problems 1. A particle moves on the surface (x y z) = 0 from the point (x1 y1 z1) to the point (x2 y2 z2) in the time T . Show that if it moves in such a way that the integral of its kinetic energy over that time is a minimum, its coordinates must also satisfy the equations x = y = z : x y z 2. Specialize problem 1 in the case when the particle moves on the unit sphere, from (0 0 1) to (0 0 ;1), in time T . 3. Determine the equation of the shortest arc in the rst quadrant, which passes through the points (0 0) and (1 0) and encloses a prescribed area A with the x-axis, where A 8 . 4. Finish the example on page 51. What if L = 2 ? 5. Solve the following variational problem by nding extremals satisfying the conditions 



Z







J (y1 y2) = 0 4 4y12 + y22 + y1y2 dx y1(0) = 1 y1 4 = 0 y2(0) = 0 y2 4 = 1: 



0



0















6. Solve the isoparametric problem



J (y) = and



Z



1 0 



(y )2 + x2 dx y(0) = y(1) = 0 0



Z



1 0



y2dx = 2:



7. Derive a necessary condition for the isoparametric problem Minimize b I (y1 y2) = L(x y1 y2 y1 y2)dx Z



0



a



54



0



subject to and



b



Z



a



G(x y1 y2 y1 y2)dx = C 0



0



y1(a) = A1 y2(a) = A2 y1(b) = B1 y2(b) = B2 where C A1 A2 B1 and B2 are constants. 8. Use the results of the previous problem to maximize



I (x y) = subject to



t1 q



Z



t0



Z



t1 t0



(xy_ ; yx_ )dt



x_ 2 + y_ 2dt = 1:



Show that I represents the area enclosed by a curve with parametric equations x = x(t) y = y(y) and the contraint xes the length of the curve. 9. Find extremals of the isoparametric problem



I (y) = subject to



Z



0







(y )2dx



y(0) = y() = 0



0







Z



0



y2dx = 1:
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1. Kinetic energy E is given by T 1 2 (x_ + y_ 2 + z_ 2) dt E= 2 0 The problem is to minimize E subject to Z



'(x y z) = 0 Let F (x y z) = 12 (x_ 2 + y_ 2 + z_ 2) + '(x y z) Using (65) Fyj ; dtd Fyj = 0 j = 1 2 3 'x ; dtd x_ = 0 ) 'x =  x 'y ; dtd y_ = 0 ) 'y =  y 'z ; dtd z_ = 0 ) 'z =  z ) 'xx = 'yy = 'zz 0
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2. If '  x2 + y2 + z2 ; 1 = 0 then 2xx = 2yy = 2zz = ;  x + 2x = 0



y + 2y = 0 z + 2z = 0 Solving



p



p



x = A cos 2 t + B sin 2 t p p y = C cos 2 t + D sin 2 t p p z = E cos 2 t + G sin 2 t



Use the boundary condition at t = 0 x(0) = y(0) = 0 z(0) = 1 )A = 0



C=0 E=1 Therefore the solution becomes



p p y = D sin 2 t p p z = cos 2 t + G sin 2 t x = B sin 2 t



The boundary condition at t = T



x(T ) = 0 y(T ) = 0



z(T ) = ;1



) B sin p2 t = 0 ) p2 t = n p2 = n same conclusion for y ) x = B sin nT t



T
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y = D sin n T t n t z = cos n t + G sin T T Now use z(T ) = ; 1



) ;1 = cos n  + G sin n  ) n is odd |



{z



=0



}



x = B sin n T t y = D sin n T t n t t + G sin z = cos n T T



9 > > > > > > > > > = > > > > > > > > > 



n = odd



Now substitute in the kinetic energy integral 1 (x_ 2 + y_ 2 + z_2) dt 0 2 T n B 2 cos2 n t + n D 2 cos2 n t = 21 T T T T 0



E



=



Z



T



(



Z











n t + ; sin n t + G cos T T 



= 21 + n T 



T



Z



0



2



sin2 n T t 



2 



T



Z



(



0



n T







n T



;2G nT



2



T sin 2Tn t dt = 2Tn cos 2n t T 0=0    
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dt



B 2 + D2 + G2 cos2 n T t



2 











2 )



n t dt sin n t cos T T )



T sin n t dt = ; 1 T sin 2n t + 1 t = T T 2 2n T 2 0 2 0 n ; cos 2 T t + 1 2 T T dt = cos2 n t T 2 0 2n cos T t + 1 2 2 T 2 2 2 ( B + D + G + 1) E = 21 n T 2 Clearly E increases with n, thus the minimum is for n = 1: Z



T



   



2



|



{z



}



Z



{z



|







}







Therefore the solution is x = B sin T t y = D sin T t z = cos sin T t + G sin T t
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Z



3. Min L =



1



q



1 + y 2 dx 0



0



subject to A =



Z



1 0



y dx



=8



q



F = 1 + y 2 + y 0



; y Fy



F



0



= c1



0



y + 1 + y 2 ; y q



0



p1 y+ y 0



0



2



0



= c1



y 1 + y 2 + 1 + y 2 ; y 2 = c1 1 + y 2 q



q



0



0



0



0



1 + y 2 = ;1 1 + y 2 = (c ;1 y)2 1



;c)



(y



q



0



1



0



y = i



s



0



dy



q



1



;



(c1 ; y)2



; (c ;1 y) + 1 = i dx +1 2



1



(c1 ; y) dy = i (c1 ; y)2 + 1



Z



Z



q



dx



Use substitution



u = (c1 ; y)2 ; 1



) )



du = 2(c1 ; y) (; ) dy (c1 ; y) dy = ; du 2 ; 21 udu1=2 = i dx 1=2 ; 21 u1=2 = i x + c2 substitute for u Z



;



q



(c1



Z



; y) ; 1 = ( i x + c )  2



2
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square both sides



; y) ; 1 =  ( i x + c ) ; c + y ; 1 = (;x 2ix c



(c1



2







2



2



1



2



2



y;







c1 



2



; 1



=



2



2



2



2



+ c22)



; x 2i c x ; c 2



2



|



{z



(x+D)2



2 2}



2 y ; c1 + (x + D)2 = 12 We need the curve to go thru (0, 0) and (1, 0) 







x=y=0



)



x = 1 y = 0 D2 D2



; (1 + D) = 0 ; 1 ; 2D ; D = 0 2D = ; 1 D = ; 1=2 )



Let



k=



; c1







2



) ; c 



1



+ D = 12



9 > > > > > =



2



2



+ (1 + D)2 = 12



2



2



y;







c1 



2



+ x; 



1 2



2



; c



1



then the equation is 2 x ; 12 + (y + k)2 = k2 + 14 To nd k1 we use the area A 



A=







Z



1 0



y dx =



Z



1 0



2 4



s



+ k2 + 41



; x; 



use: 61



1 2



2



;k



3 5



dx



= 12



> > > > > 



;



Z



pa ; u du = u pa ; u 2 2



where



2



2



2



2 + a2 arc sin ua



a2 = k2 + 41 u = x ; 12 A = x ;2 s



1 2



s



= 41 k2 + 14



;



8 < :



k2 + 14



; x; 







1 + k2 + 4 2



;



s



; 14 k2 + 14



;



1 4



1 2



2







k2 + + 2 



arc sin







1 + k2 + 4 2



1 4 



1 4



1=2 k2 +



q 



arc sin x ;2 1=21 k +4 q



1 4



;k



arc sin 12=2 k + q



9 =



1 4



A = 12 k ; k + k2 + 1=4 arc sin p 21 4k + 1 2 A + 12 k = (4k 4+ 1) arc sin p 21 4k + 1 4A + 2k = (4k2 + 1) arc sin p 21 = (4k2 + 1) arc cot 2k 4k + 1 



So: 4A + 2k = (4k2 + 1) arc cot 2k and



x;







1 2



2



+ (y + k)2 = k2 + 14
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; kx



1   



0



4. c22 + c21 = 2



c2 + (1 ; c1)2 = 2



at (0 0) at (1 0)



subtract



c21 ; (1 ; c1)2 = 0 c21 ; 1 + 2c1



;c



2 1



=0



c1 = 1=2 Now use (34): Since y = tan  0



L=



Z



0



1



sec  dx



since



sin  = x ; c1 dx =  cos  d



; c = ; 21 = 1;c = 1



x=0



)



sin 1 =



x=1



)



sin 2



)



L=



2



Z



1



L = arc sin 1 2 2



1







1



2



sec  cos  d =  (2 ; 1) = 2 arc sin 21



Suppose we sketch the two sides as a function of 21 0 is the value such that L = arc sin 1 20 20 0 is a function of L ! c22 + 14 = 20 (L) c22 = 20 (L) ; 14 63



1.5



y=1.2/(2λ) 1



0.5



0 1/(2λ0)



−0.5



−1



−1.5 −1.5



−1



−0.5



0



0.5



1



1.5



Figure 2:



L = =2 )  = 1=2 c22 = 41 ; 14 = 0 The curve is then y2 + (x ; 21 )2 = 14 1.8 1.6 1.4 1.2 1 0.8 0.6



L=π /2



0.4 0.2



A=π /4



0 −0.2 −0.2



0



0.2



0.4



0.6



0.8



1



Figure 3:
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1.2



1.4



1.6



1.8



5. Solve the following variational problem by nding the extremals satisfying the conditions: =4



Z



J (y1 y2) = (4y12 + y22 + y1y2)dx 0



0



0



y1(0) = 1 y1(=4) = 0 y2(0) = 1 y2(=4) = 1 Vary each variable independently by choosing 1 and 2 in C 20 =4] satisfying: 



1(0) = 2(0) = 1(=4) = 2(=4) = 0 Form a one parameter admissible pair of functions:



y1 + " 1 and y2 + " 2 Yielding two Euler equations of the form: d F = 0 and F ; d F = 0 Fy1 ; dx y2 y1 dx y2 For our problem: 0



0



F = 4y12 + y22 + y1y2 0



0



Taking the partials of F yields:



Fy1 Fy2 Fy1 Fy2 0



0



= = = =



8y1 2y2 y2 y1 0



0



Substituting the partials with respect to y1 into the Euler equation: dy = 0 8y1 ; dx 2 y2 = 8y1 0



00



Substituting the partials with respect to y2 into the Euler equation



dy = 0 2y2 ; dx 1 y1 = 2y2 0



00
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Solving for y2 and substituting into the rst, second order equation: y2 = 12 y1 =) y1 = 16y1 Since this is a 4th order, homogeneous, constant coecient, dierential equation, we can assume a solution of the form 00



0000



y1 = erx Now substituting into y1 = 16y1 gives: 0000



r4erx r4 r2 r



= 16erx = 16 = 4 = 2 2i



This yields a homogeneous solution of:



y1 = C1e2x + C2e = C1e2x + C2e



+ C 3e2ix + C 4e 2ix 2x + C3 cos 2x + C4 sin 2x



2x



;



;



;



Now using the result from above:



y2 = 12 y1 d 2C e2x ; 2C e 2x ; 2C sin 2x + 2C cos 2x = 12 dx 1 2 3 4 = 12 4C1e2x + 4C2e 2x ; 4C3 cos 2x ; 4C4 sin 2x = 2C1e2x + 2C2e 2x ; 2C3 cos 2x ; 2C4 sin 2x 00







;







;



;



Applying the initial conditions:



y1(0) y1( 4 ) y2(0) y2( 4 )



= = = =



1 =) C1 + C2 + C3 = 1 0 =) C1e 2 + C2e 2 + C4 = 0 0 =) C1 + C2 ; C3 = 0 1 =) C1e 2 + C2e 2 ; C4 = 21 ;



;



We now have 4 equations with 4 unknowns
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C1 C2 = C3 C4 Performing Gaussian Elimination on the augmented matrix: (;1) 1 1 1 0 1 1 1 ,! 1 1 ;1 0 0 0 0 (;1) e 2 e 2 0 1 0 = e 2 e 2 0 0 ,! e 2 e 2 0 ;1 12 The augmented matrix yields: 2 6 6 6 4



1 1 1 0 1 1 ;1 0 e 2 e 2 0 1 e 2 e 2 0 ;1 ;



32



3



2



76 76 76 54



7 7 7 5



6 6 6 4



;



2



3



2



6 6 6 4



7 7 7 5



6 6 6 4



;



;



;



1 0 0



3 7 7 7 5



1 2



1 0 1 ;2 0 ;1 0 1 0 0 ;2 21



3 7 7 7 5



C1 + C2 + C3 = 1 ;2C3 = ;1 =) C3 = 12 ;2C4 = 12 =) C4 = ; 41 C1e 2 + C2e 2 + C4 = 0 ;



Substituting C3 and C4 into the rst and fourth equations gives:



C1 + C2 = 12 =) C1 = 21 ; C2  1 2 ; 1 e  1  1 4 2 2 C1e + C2e = 4 and C1 = 2 ; C2 =) C2 = e ; 12 = :4683 =) C1 = :0317 Finally: ;



;



;



+ 21 cos 2x ; 14 sin 2x y2 = :0634e2x + :9366e 2x ; cos 2x + 12 sin 2x



y1 = :0317e2x + :4683e



2x



;



;
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6. The problem is solved using the Lagrangian technique.



L = ((y ) + x )dx +  (y2 ; 2)dx 0 0 2 2 L = F + G = (y ) + x + (y2 ; 2) where F = (y )2 + x2 and G = y2 ; 2 Ly = 2y and Ly = 2y Now we use Euler's Equation to obtain d (2y ) = 2y dx y = y Solving for y p p y = A cos( x) + B sin( x) Applying the initial conditions, p p y(0) = A cos( 0) + B sin( 0) =) A = 0 p y(1) = B sin( ) = 0 p If B = 0 then we get the trivial solution. Therefore, we want sin( ) = 0. p This implies that  = n, n = 1 2 3 : : : Now we solve for B using our constraint. y = B sin(nx) Z



1



0



2



Z



2



1



0



0



0



0



0



00



Z



Z



1



1



2 2 2 y dx = B sin (nx)dx = 2 0 0 1 B 2 x2 ; sin42x = 2 =) B 2 ( 12 ; 0) ; 0 = 2 0 2 B = 4 or B = 2: Therfore, our nal solution is y = 2 sin(nx), n = 1 2 3 : : : 
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7. Derive a necessary condition for the isoperimetric problem.



I (y1 y2) =



Minimize



Z



subject to



b



Z



b



L (x y1 y2 y1 y2) dx 0



a



0



G (x y1 y2 y1 y2) dx = C 0



a



0



and y1(a) = A1  y2(a) = A2 y1(b) = B1  y2(b) = B2 where A1 A2 B1 B2 and C are constants. Assume L and G are twice continuously dierentiable functions. The fact that b G (x y1 y2 y1 y2) dx = C is called an isoperimetric constraint. Z



0



a



Let W =



Z



a



b



0



G (x y1 y2 y1 y2) dx 0



0



We must embed an assumed local minimum y(x) in a family of admissible functions with respect to which we carry out the extremization. Introduce a two-parameter family



zi = yi(x) + "i i (x)



i = 1 2



where 1 2  C 2 (a b) and 



i(a) = i(b) = 0



i = 1 2



(11)



and "1  "2 are real parameters ranging over intervals containing the orign. Assume W does not have an extremum at yi then for any choice of 1 and 2 there will be values of "1 and "2 in the neighborhood of (0 0) for which W (z) = C: Evaluating I and W at z gives



J ("1 "2) =



b



Z



a



L (x z1 z2 z1 z2) dx and V ("1 "2) = 0



Z



0



b a



G (x z1 z2 z1 z2) dx 0



0



Since y is a local minimum subject to V the point ("1 "2) = (0 0) must be a local minimum for J ("1 "2) subject to the constraint V ("1 "2) = C . This is just a dierential calculus problem and so the Lagrange multiplier rule may be applied. There must exist a constant  such that @ J = @ J = 0 at ("  " ) = (0 0) (12) 1 2 @ "1 @ "2 where J is dened by 











J = J + V = 



b



Z



a



L (x z1 z2 z1 z2) dx
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0



0



with



L = L + G 



We now calculate the derivatives in (12), afterward setting "1 = "2 = 0. Accordingly,



@ J (0 0) = @ "i 



b



Z



a



h



i



Ly (x y1 y2 y1 y2) i + Ly (x y1 y2 y1 y2) i dx i = 1 2 



0



0







0



0



0



0



Integrating the second term by parts (as in the notes) and applying the conditions of (11) gives



@ J (0 0) = @ "i 



b



Z



a



d L (x y  y  y  y )] dx i = 1 2 Ly (x y1 y2 y1 y2) ; dx 1 2 y 1 2 i 



0



0







0



0



0



0



Therefore from (12), and because of the arbitrary character of 1 or 2 the Fundamental Lemma implies d L (x y  y  y  y ) = 0 Ly (x y1 y2 y1 y2) ; dx 1 2 y 1 2 Which is a necessary condition for an extremum. 



0



0







0
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0



0



8. Let the two dimensional position vector R~ be R~ = x~i + y~j, then the velocity vector ~v = x_~i + y_~j . From vector calculus it is known that the triple ~a  ~b  ~c gives the volume of the parallelepiped whose edges are these three vectors. If one of the vectors is of length unity then the volume is the same as the area of the parallelogram whose edges are the other 2 vectors. Now lets take ~a = ~k ~b = R~ and ~c = ~v. Computing the triple, we have xy_ ; xy _ which is the integrand in I . The second integral gives the length of the curve from t0 to t1 (see denition of arc length in any Calculus book). To use the previous problem, let



L(t x y x_ y_ ) = xy_ ; xy _ q



then



G(t x y x_ y_ ) = x_ 2 + y_ 2



= y_ Ly = ;x_ = 0 Gy = 0 = ;y Ly_ = x x _ = p 2 2 Gy_ = p 2y_ 2 x_ + y_ x_ + y_ Substituting in the Euler equations, we end up with the two equations: y_ 2 ;  (x_x2y_+;y_ 2x_)y3=2 = 0 x_ ;2 +  (x_x2 y_+;y_ 2x_)y3=2 = 0



Lx Gx Lx_ Gx_



(



)



(



)



Case 1: y_ = 0 Substituting this in the second equation, yields x_ = 0. Thus the solution is x = c1 y = c2 Case 2: x_ = 0, then the rst one yields y_ = 0 and we have the same solution. Case 3: x_ 6= 0, and y_ 6= 0 In this case the term in the braces is zero, or 2 (x_ 2 + y_ 2)3=2 = xy_ ; x_ y  d x_ . The right hand side can be written as y_ 2 dt y_ x _ Now let u = y_ , we get 2 dy du = 2 3 = 2 (1 + u )  For this we use the trigonometric substitution u = tan . This gives the following: 
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!



x_ = 2 y + c y_  



Simplifying we get



dx =







s



1 + ( xy__ )2



y + c 2



1 ; ( 2 y + c)2



q



dy



Substitute v = 1 ; ( 2 y + c)2 and we get



2 c y + 2 + x + k 2 which is the equation of a circle. 



!
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!2



= 2 



!2



9. Let F = F + G = (y )2 + y2. Then Euler`s rst equation gives 0



2y ; dxd (2y ) = 0 0



) 2y ; 2y = 0 ) y ; y = 0 ) r ; p= 0 ) r=  00



00



2



Where we are substituting the assumed solution form of y = erx into the dierential equation to get an equation for r. Note that  = 0 and  > 0 both lead to trivial solutions for y(x) and there would be no way to satisfy the condition that o y2dx = 1. Therefore, assume that  < 0. We then have that the solution has the form R



p;x) + c sin(p;x) p;) = 0. Since c = 0 would give us the The initial conditions result in c = 0 and c sin ( p trivial solution again, it must be that ; = n where n = 1 2 : : :. This implies that ; = n or eqivalently  = ;n  n = 1 2 : : :. y(x) = c1cos( 1



2



2



2



2



2



We now use this solution and the requirement Therefore, we have 



Z



0



c22sin2(nx)dx = = = = =



R



o



y2dx = 1 to solve for the constant c2.



c22 sin2udu n 0 2 c2 u ; sin(2u) n n 2 4 0 c22 ; sin(2n) 2 4 c22 2 1 for n = 1 2 : : : Z



n 







!    



After solving for the constant we have that s



y(x) = 2 sin(nx) n = 1 2 : : : Z







If we now plug this solution into the equation (y )2dx we get that I (y) = n2 which implies 0 we should choose n = 1 to minimize I (y). Therefore, our nal solution is s



0



y(x) = 2 sin(x)
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CHAPTER 6



6 Integrals Involving More Than One Independent Variable Problem 1. Find all minimal surfaces whose equations have the form z = (x) + (y): 2. Derive the Euler equation and obtain the natural boundary conditions of the problem







Z Z



R



(x y)u2x +  (x y)u2y ;  (x y)u2 dxdy = 0:



h



i



In particular, show that if  (x y) = (x y) the natural boundary condition takes the form @u u = 0  @n @u is the normal derivative of u. where @n 3. Determine the natural boundary condition for the multiple integral problem



I (u) =



Z Z



R



L(x y u ux uy )dxdy uC 2(R) u unspecied on the boundary of R



4. Find the Euler equations corresponding to the following functionals a. I (u) = (x2u2x + y2u2y )dxdy Z Z



R



b. I (u) =



Z Z



R



(u2t ; c2u2x)dxdt c is constant
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1. z = (x) + (y) Z



S=



@ @x



q



1 + zx2 + zy2 dx dy



R Z



=



Z



Z



q



1 +  2(x) +  2(y) dx dy 0



R 



0



p1 +(x2 )+  2 + @@y !



0



0







0



p1 +(2y)+  2 = 0 !



0



0



0



Dierentiate and multiply by 1 +  2 +  2 0



0



 (x) 1 +  2 +  2 ;  2   1 +  2 +  2] q



q



00



0



0



0



00



0



;



0



 (y) 1 +  2 +  2 ;  2   1 +  2 +  2] q



1=2



q



00



0



0



0



00



0



0



;



+



1=2



=0



Expand and collect terms q



q



 (x) 1 +  + (y) +  (y)  1 +  2 + (x)] = 0 2



00



00



0



0



Separate the variables  (x)  (y) = ; 2 1 +  + (y) 1 +  2 + (x) One possibility is 00



00



0



0



 (x) =  (y) = 0 00



00



)



) z = Ax + By + C



(x) = Ax +  (y) = By +  which is a plane



The other possibility is that each side is a constant (left hand side is a function of only x and the right hand side depends only on y)  (x) =  = ;  (y) 1 +  2(x) 1 +  2 + (y) Let  =  (x) then  = 1 + 2 d =  dx 1 + 2 arc tan  = x + c1 00



00



0



0



0



0
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 = tan (x + c1) Integrate again



(x) =



Z



tan (x + c1) dx



(x) = ; 1 ln cos (x + c1) + c2    



   



e(c2



(x))



;



= cos (x + c1))



Similarly for (y) (sign is dierent !) (y) = 1 ln cos(y ; D1) + D2    



   



e( (y)



;



D2 )



= cos (y



Divide equation (2) by equation (1) y ; D1 ) e( c2 D2 + (y) + (x)) = cos( cos(x + c1) using z = (x) + (y) we have y ; D1) e( c2 D2) ez = cos( cos(x + c1) If we let (x0 y0 z0) be on the surface, we nd y ; D1) cos(x0 + c1) e(z z0 ) = cos( cos(x + c1) cos(y0 ; D1) ;



;



;



;



;
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;D) 1



(1)



2. F =  (x y) u2x +  (x y) u2y



;  (x y) u



2



@ F = 0 (see equation 11) + @y uy Fux = 2(x y) ux



; Fu + @x@ Fu



x



Fuy = 2 (x y) uy



Fu = ; 2 (x y) u ) @x@ ((x y) ux) + @y@ ((x y) uy) + (x y) u = 0 The natural boundary conditions come from the boundary integral Fux cos  + Fuy sin  = 0 ((x y) ux cos  +  (x y) uy sin  ) = 0 If (x y) =  (x y) then



(x y) (ux cos  + uy sin  ) = 0 ru  ~n @u = @n @u = 0 ) @n {z



|



|



{z



}



}
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3. Determine the natural boundary condition for the muliple integral problem I (u) = R L(x y u ux uy )dxdy u 2 C 2(R) u unspecied on the boundary of R. Let u(x y) be a minimizing function (among the admissible functions) for I (u). Consider the one-parameter family of functions u(") = u(x y) + " (x y) where 2 C 2 over R and



(x y) = 0 on the boundary of R. Then if I (") = R L(x y u + "  ux + " x uy + " y )dxdy a necessary condition for a minimum is I (0) = 0: Now, I (0) = ( Lu + xLux + y Luy )dxdy, where the arguments in the partial derivaR tives of L are the elements (x y u ux uy ) of the minimizing function u: Thus, Z Z



Z Z



0



Z Z



0



I (0) = 0



Z Z



R



@ L ; @ L )dxdy +



(Lu ; @x ux @y uy



Z Z



R



@ ( L ) + @ ( L ))dxdy: ( @x ux @y uy



The second integral in this equation is equal to (by Green's Theorem)



(`Lux + mLuy )ds @R where ` and m are the direction cosines of the outward normal to @R and ds is the arc length of the @R . But, since (x y) = 0 on @R this integral vanishes. Thus, the condition I (0) = 0 which holds for all admissible (x y) reduces to @ L ; @ L )dxdy = 0:



(Lu ; @x ux @y uy R @ L ; @ L = 0 at all points of R. This is the Euler-Lagrange equation Therefore, Lu ; @x ux @y uy (11) for the two dimensional problem. Now consider the problem I



0



Z Z



Z



Z Z



dZ b



L(x y u ux uy )dxdy = I (u) = L(x y u ux uy )dxdy R c a where all or or a portion of the @R is unspecied. This condition is analogous to the single integral variable endpoint problem discussed previously. Recall the line integral presented above:



(`Lux + mLuy )ds where ` and m are the direction cosines of the outward normal to @R @R and ds is the arc length of the @R . Recall that in the case where u is given on @R (analogous to xed endpoint) this integral vanishes since (x y) = 0 on @R. However, in the case where on all or a portion of @R u is unspecied, (x y) 6= 0. Therefore, the natural boundary condition which must hold on @R is `Lux + mLuy = 0 where ` and m are the direction cosines of the outward normal to @R. I
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4. Euler's equation



@F + @F @x ux @y uy



; Fu = 0



a. F = x2u2x + y2u2y Dierentiate and substitute in Euler's equation, we have 2xux + x2uxx + 2yuy + y2uyy = 0



b. F = u2t ; c2u2x Dierentiate and substitute in Euler's equation, we have which is the wave equation.



utt ; c2uxx = 0
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CHAPTER 7



7 Examples of Numerical Techniques Problems



1. Find the minimal arc y(x) that solves, minimize I = y2 ; (y )2 dx 0 a. Using the indirect (xed end point) method when x1 = 1: b. Using the indirect (variable end point) method with y(0)=1 and y(x1) = Y1 = x2 ; 4 : Z



x1



2. Find the minimal arc y(x) that solves, minimize I = where y(0) = 1 and y(1) = 2:



h



Z



0



0



1







i



1 (y )2 + yy + y + y dx 2 



0



0



0



3. Solve the problem, minimze I = y2 ; yy + (y )2 dx 0 a. Using the indirect (xed end point) method when x1 = 1: b. Using the indirect (variable end point) method with y(0)=1 and y(x1) = Y1 = x2 ; 1: Z



x1



h



0



i



0



4. Solve for the minimal arc y(x) :



I= where y(0) = 0 and y(1) = 1:



Z



1 0



h



i



y2 + 2xy + 2y dx 0
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1. a. Here is the Matlab function dening all the derivatives required % odef.m function xdot=odef(t,x) % fy1fy1 - fy'y' (2nd partial wrt y' y') % fy1y - fy'y (2nd partial wrt y' y) % fy - fy (1st partial wrt y) % fy1x - fy'x (2nd partial wrt y' x) fy1y1 = -2 fy1y = 0 fy = 2*x(1) fy1x = 0 rhs2=-fy1y/fy1y1,(fy-fy1x)/fy1y1] xdot=x(2),rhs2(1)*x(2)+rhs2(2)]'



The graph of the solution is given in the following gure 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0 0



0.1



0.2



0.3



0.4



0.5



0.6



Figure 4:
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2. First we give the modied nput.m % function VALUE = FINPUT(x,y,yprime,num) returns the value of the % functions F(x,y,y'), Fy(x,y,y'), Fy'(x,y,y') for a given num. % num defines which function you want to evaluate: % 1 for F, 2 for Fy, 3 for Fy'. if nargin < 4, error('Four arguments are required'), break, end if (num < 1) | (num > 3) error('num must be between 1 and 3'), break end if num == 1, value = .5*yp^2+yp*y+yp+y end if num == 2, value = yp+1 end if num == 3, value = yp+y+1 end



% F % Fy % Fy'



The boundary conditions are given in the main program dmethod.m (see lecture notes). The graph of the solution (using direct method) follows Solution y(x) using the direct method 2 1.8 1.6 1.4



y



1.2 1 0.8 0.6 0.4 0.2 0 0



0.1
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0.5 x
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Figure 5:
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3. a. Here is the Matlab function dening all the derivatives required % odef.m function xdot=odef(t,x) % fy1fy1 - fy'y' (2nd partial wrt y' y') % fy1y - fy'y (2nd partial wrt y' y) % fy - fy (1st partial wrt y) % fy1x - fy'x (2nd partial wrt y' x) fy1y1 = 2 fy1y = -1 fy = 2*x(1)-x(2) fy1x = 0 rhs2=-fy1y/fy1y1,(fy-fy1x)/fy1y1] xdot=x(2),rhs2(1)*x(2)+rhs2(2)]'



The graph of the solution is given in the following gure 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0 0



0.1



0.2



0.3



0.4



0.5



0.6



Figure 6:
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0.7



0.8



0.9



1



4. First we give the modied nput.m % function VALUE = FINPUT(x,y,yprime,num) returns the value of the % functions F(x,y,y'), Fy(x,y,y'), Fy'(x,y,y') for a given num. % num defines which function you want to evaluate: % 1 for F, 2 for Fy, 3 for Fy'. if nargin < 4, error('Four arguments are required'), break, end if (num < 1) | (num > 3) error('num must be between 1 and 3'), break end if num == 1, value = y^2+2*x*y+2*yp end if num == 2, value = 2*y+2*x end if num == 3, value = 2 end



% F % Fy % Fy'



The boundary conditions are given in the main program dmethod.m (see lecture notes). The graph of the solution (using direct method) follows Solution y(x) using the direct method 1
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Figure 7:
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CHAPTER 8



8 The Rayleigh-Ritz Method Problems 1. Write a MAPLE program for the Rayleigh-Ritz approximation to minimize the integral



I=



Z



1h 0



(y )2 0



; y ; 2xy 2



y(0) = 1 y(1) = 2:



Plot the graph of y0 y1 y2 and the exact solution. 2. Solve the same problem using nite dierences.
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i



dx



1. with(plots): phi0:= 1+x: y0 :=phi0: p0:=plot(y0,x=0..1,color=yellow,style=point): phi0:= 1+x:phi1:= a1*x*(1-x): y1 :=phi0 + phi1: dy1 :=diff(y1,x): f := (dy1^2 - y1^2 - 2*x*y1): w := int(f,x=0..1): dw := diff(w,a1): a1:= fsolve(dw=0,a1): p1:=plot(y1,x=0..1,color=green,style=point): phi0:= 1+x:phi1:= b1*x*(1-x):phi2 := b2*x*x*(1-x): y2 :=phi0 + phi1 + phi2: dy2 :=diff(y2,x): f := (dy2^2 - y2^2 - 2*x*y2): w := int(f,x=0..1): dw1 := diff(w,b1): c_1:=solve(dw1=0,b1): dw2 := diff(w,b2): c_2:=solve(dw2=0,b1): b3:= c_1-c_2: b2:=solve(b3=0,b2): b1:=c_1: p2:=plot(y2,x=0..1,color=cyan,style=point): phi0:= 1+x: phi1:= c1*x*(1-x): phi2 := c2*x*x*(1-x): phi3 := c3*x*x*x*(1-x): y3 :=phi0 + phi1 + phi2 + phi3: dy3 :=diff(y3,x): f := (dy3^2 - y3^2 - 2*x*y3): w := int(f,x=0..1): dw1 := diff(w,c1): c_1:=solve(dw1=0,c1): dw2 := diff(w,c2): c_2:=solve(dw2=0,c1): dw3 := diff(w,c3): c_3:=solve(dw3=0,c1): a1:= c_1 - c_2: a_1:=solve(a1=0,c2): a2:= c_3 - c_2:
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a_2:=solve(a2=0,c2): b1:= a_1 - a_2: c3:=solve(b1=0,c3): c2:=a_1: c1:=c_1: p3:=plot(y3,x=0..1,color=blue,style=point): y:= cos(x) +((3-cos(1))/sin(1))*sin(x) - x: p:=plot(y,x=0..1,color=red,style=line): display({p,p0,p1,p2,p3})



Note: Delete p2 or p3 (or both) if you want to make the True versus Approximations more noticable. 2
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2. F =dy^2-y^2-2*y*x with(plots): f = (((yi+1]-yi])/delx)^2 - yi]^2 - 2*xi]*yi]) phi1 :=sum((((y1i+1]-y1i])/delx1)^2 - y1i]^2 - 2*x1i]*y1i])*delx1,'i'=0..1): dy10] := diff(phi1,y10]): dy11] := diff(phi1,y11]): dy12] := diff(phi1,y12]): x10]:=0: x11]:=.5: x12]:=1: delx1 := 1/2: y10] := 1: y12]:=2: y11]:=solve(dy11]=0,y11]): p1:=array(1..6,x10],y10],x11],y11],x12],y12]]): p1:=plot(p1): phi2 :=sum((((y2i+1]-y2i])/delx2)^2 - y2i]^2 - 2*x2i]*y2i])*delx2,'i'=0..2): dy20] := diff(phi2,y20]): dy21] := diff(phi2,y21]): dy22] := diff(phi2,y22]): dy23] := diff(phi2,y23]): x20]:=0: x21]:=1/3: x22]:=2/3: x23]:=1: delx2 := 1/3: y20] := 1: y23]:=2: d22]:=solve(dy22]=0,y22]): d21]:=solve(dy21]=0,y22]): d23] :=d22]-d21]: y21]:= solve(d23]=0,y21]): y22]:=d22]: p2:=array(1..8,x20],y20],x21],y21],x22],y22],x23],y23]]): p2:=plot(p2): phi3 :=sum((((y3i+1]-y3i])/delx3)^2 - y3i]^2 - 2*x3i]*y3i])*delx3,'i'=0..3): dy30] := diff(phi3,y30]): dy31] := diff(phi3,y31]): dy32] := diff(phi3,y32]):dy33] := diff(phi3,y33]):
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dy34] := diff(phi3,y34]): x30]:=0: x31]:=1/4: x32]:=1/2: x33]:=3/4: x34]:=1: delx3 := 1/4: y30] := 1: y34]:=2: d31]:=solve(dy31]=0,y32]): d32]:=solve(dy32]=0,y32]): d33]:=solve(dy33]=0,y32]): d31] :=d32]-d31]:d33] :=d32]-d33]: d31]:=solve(d31]=0,y33]): d33]:=solve(d33]=0,y33]): d31]:= d31]-d33]: y31]:= solve(d31]=0,y31]): y33]:=d33]: y32]:=d32]: p3:=array(1..10,x30],y30],x31],y31],x32],y32],x33],y33],x34],y34]]): p3:=plot(p3): phi4 :=sum((((y4i+1]-y4i])/delx4)^2 - y4i]^2 - 2*x4i]*y4i])*delx4,'i'=0..4): dy40] := diff(phi4,y40]): dy41] := diff(phi4,y41]): dy42] := diff(phi4,y42]): dy43] := diff(phi4,y43]): dy44] := diff(phi4,y44]): dy45] := diff(phi4,y45]): x40]:=0: x41]:=1/5: x42]:=2/5: x43]:=3/5: x44]:=4/5: x45]:=1: delx4 := 1/5: y40] := 1: y45]:=2: d41]:=solve(dy41]=0,y42]): d42]:=solve(dy42]=0,y43]): d43]:=solve(dy43]=0,y44]): d44]:=solve(dy44]=0,y44]): d43]:= d43]-d44]: d43]:=solve(d43]=0,y43]):
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d42]:=d42]-d43]: d42]:=solve(d42]=0,y42]): d41]:=d41]-d42]: y41]:=solve(d41]=0,y41]): y42]:=d42]: y43]:=d43]: y44]:=d44]: p4:=array(1..12,x40],y40],x41],y41],x42],y42],x43],y43],x44],y44], x45],y45]]): p4:=plot(p4): y:= cos(x) +((3-cos(1))/sin(1))*sin(x) - x: p:=plot(y,x=0..1,color=red,style=line): display({p,p1,p2,p3,p4})
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CHAPTER 9



9 Hamilton's Principle Problems 1. If ` is not preassigned, show that the stationary functions corresponding to the problem







Z



1



0



y 2 dx = 0 0



subject to



y(0) = 2 y(`) = sin ` are of the form y = 2 + 2x cos `, where ` satises the transcendental equation 2 + 2` cos ` ; sin ` = 0:



Also verify that the smallest positive value of ` is between 2 and 34 : 2. If ` is not preassigned, show that the stationary functions corresponding to the problem







Z



1 0



y 2 + 4(y ; `) dx = 0



h



i



0



subject to



y(0) = 2 y(`) = `2 are of the form y = x2 ; 2 x + 2 where ` is one of the two real roots of the quartic equation ` 2`4 ; `3 ; 1 = 0: 3. A particle of mass m is falling vertically, under the action of gravity. If y is distance measured downward and no resistive forces are present. a. Show that the Lagrangian function is L = T ; V = m 21 y_ 2 + gy + constant and verify that the Euler equation of the problem 







Z



t2



t1







L dt = 0



is the proper equation of motion of the particle. b. Use the momentum p = my_ to write the Hamiltonian of the system. c. Show that 91



@ H =  = y_ @p @ H = ;p_ @y 4. A particle of mass m is moving vertically, under the action of gravity and a resistive force numerically equal to k times the displacement y from an equilibrium position. Show that the equation of Hamilton's principle is of the form t2 1 2 1 ky2 dt = 0 m y _ + mgy ;  2 t1 2 and obtain the Euler equation. 







Z



5. A particle of mass m is moving vertically, under the action of gravity and a resistive force numerically equal to c times its velocity y_ . Show that the equation of Hamilton's principle is of the form t2 t2 _ dt = 0:  t 12 my_ 2 + mgy dt ; t cyy 1 1 Z











Z



6. Three masses are connected in series to a xed support, by linear springs. Assuming that only the spring forces are present, show that the Lagrangian function of the system is L = 21 m1x_ 21 + m2x_ 22 + m3x_ 23 ; k1x21 ; k2(x2 ; x1)2 ; k3(x3 ; x2)2 + constant where the xi represent displacements from equilibrium and ki are the spring constants. h



i
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1. If ` is not preassigned, show that the stationary functions corresponding to the problem Z



`



 ( y )2dx = 0 0



0



Subject to y(0) = 2 and y(`) = sin` Are equal to,



y = 2 + 2x cos `



Using the Euler equation Ly ; dtd Ly = 0 with 0



L = (y )2 Ly = 0 Ly = 2y 0



0



0



We get the 2nd order ODE



;2y



= 0 y = 0 00 00



Integrating twice, we have



y = Ax + B Using our initial conditions to solve for for A and B, y(0) = 2 = A(0) + B =) B = 2 y(`) = sin ` = A` + 2 =) A = sin `` ; 2



Substituting A and B into our original equation gives, y = sin `` ; 2 x + 2 Now, because we have a variable right hand end point, we must satisfy the following transversality condition: 



F + (!



!



0



; y )Fy jx ` = 0 0
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0



=



Where,



F Fy ! y



0



0



0



= = = =



Therefore,



(y )2 2 sin(`) ; 4 ` cos ` sin(`) ; 2 ` 0



y (`)] + cos(`) ; sin(``) ; 2 2y y (`)]2 + cos(`) ; sin(``) ; 2 2 sin(``) ; 2 sin(`) ; 2 2 + cos(`) ; sin(`) ; 2 2 sin(`) ; 2 ` ` ` sin(`) ; 2 + 2 cos(`) ; sin(`) ; 2 ` ` sin(`) ; 2 + 2` cos(`) ; 2 sin(`) + 4 2 + 2` cos(`) ; sin(`) !







0



2



0







!







!







!







!



0







!







!







!



= 0 = 0 = 0 = 0 = 0 = 0



Which is our transversality condition. Since ` satises the transcendental equation above, we have,



sin ` ; 2 = 2 cos ` ` Substituting this back into the equation for y yields,



y = 2 + 2x cos ` Which is what we wanted to show. To verify that the smallest positive value of ` is between 2 and 34 , we must rst solve the transcendental equation for `. 2 + 2` cos ` ; sin ` = 0 sin ` ; 2 2` = cos ` cos ` 1 ` = 2 tan ` ; sec ` 94
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Figure 10: Plot of y = ` and y = 12 tan(`) ; sec(`) Then plot the curves,



y = ` y = 12 tan ` ; sec ` between 0 and Pi, to see where they intersect. Since they appear to intersect at approximately 2 , lets verify the limits of y = 21 tan ` ; sec ` analytically. lim 12 tan ` ; sec ` 2 sin 1 = 2 cos 2 ; cos1 2 2 sin 2 ; 2 1 = 2 cos 2 ; 1 = 0 = 1 l



;!



Which agrees with the plot . Therefore, 2 is the smallest value of `
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2.







Z



0



subject to



(y )2 + 4(y ; `) dx = 0



1h



i



0



y(0) = 2 y(`) = `2



Since L = (y )2 + 4(y ; `) we have Ly = 4 and Ly = 2y d L = 0 becomes d 2y = 4 Thus Euler's equation: Ly ; dx y dx Integrating leads to y = 2x + c21 Integrating again y = x2 + c21 x + c2 Now use the left end condition: y(0) = 2 = 0 + 0 + c2 At x = ` we have: y(`) = `2 = `2 + c21 ` + 2 =) c1 = ; 4` Thus the solution is: y = x2 ; 2` x + 2 0



0



0



0



0



0



Let's dierentiate y for the transversality condition: y = 2x ; 2` Now we apply the transversality condition L + ( ; y )Ly = 0 where  = `2 and  = 2` 0



0



0



   0 



0



x=`



Now substituting for , L, Ly , y and y and evaluating at x = `, we obtain (2` ; 2` )2 + 4(`2 ; 2` ` + 2 ; `) + (2` ; (2` ; 2` ))2(2` ; 2` ) = 0 4`2 ; 8 + `42 + 4(`2 ; `) + 4` (2` ; 2` ) = 0 4`2 ; 8 + `42 + 4`2 ; 4` + 8 ; `82 = 0 8`2 ; 4` ; `42 = 0 2`4 ; `3 ; 1 = 0 Therefore the nal solution is y = x2 ; 2` x + 2 where ` is one of the two real roots of 2`4 ; `3 ; 1 = 0. 0



0
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3. First, using Newton's Second Law of Motion, a particle with mass m with position vector y is acted on by a force of gravity. Summing the forces gives



my ; F = 0



Taking the downward direction of y to be positive, F = mgy: Thus



my + mgy = 0 From Eqn (9) and the denition of T = 21 my_ 2 we obtain t2



Z



t1



(T + F  dy) dt = 0



From Eqn (10), t2



Z



t1



(my_  y + F  y) dt = 0



Dening the potential energy as



F  y = ;V = mgy  y



gives t2



Z



t1



or Z



t2 t1



(T ; V ) dt = 0



( 12 my_ 2 ; mgy) dt = 0



If we dene the Lagrangian L as L  T ; V , we obtain the result L = m( 12 y_ 2 + gy) + constant Note: The constant is arbitrary and dependent on the initial conditions. To show the Euler Equation holds, recall L = m( 12 y_ 2 + gy) + constant



Ly = mg



Ly = my_ 0



Thus, 97



d L = my dt y 0



Ly ; dtd Ly = mg ; my = m(g ; y) 0



Since the particle falls under gravity (no initial velocity), y = g and Ly ; dtd Ly = 0 The Euler Equation holds. b. Let p = my_. The Hamiltonian of the system is 0



H (t x p) = ;L(t x (t x p)) + p(t x p)



= ; m( 12 y_ 2 + gy) + constant + my(t x p) 



@ H= c. @p







@ H = y_ (by denition) @p @ H = ;mg = ;my = ;p_ @y
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4. Newton's second law: mR ; F = 0 Note that F = mg ; kR, so we have Z



t2



 ; mgR + kRR dt = 0 mRR







t1



This can also be written as







Z 



t2  1



t1



_ 2 + mgR ; 1 kR2 dt = 0 m R 2 2 



To obtain Euler's equation, we let L = 12 mR_ 2 + mgR ; 12 kR2 Therefore LR = mg ; kR LR_ = mR_ LR ; dtd LR_ = mg ; kR ; mR = 0 5. The rst two terms are as before (coming from ma and the gravity). The second integral gives the resistive force contribution which is proportional to y_ with a constant of proportionality c. Note that the same is negative because it acts opposite to other forces. 6. Here we notice that the rst spring moves a distance of x1 relative to rest. The second spring in the series moves a distance x2 relative to its original position, but x1 was the contribution of the rst spring therefore, the total is x2 ; x1. Similarly, the third moves x3 ; x2 units.
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CHAPTER 10



10 Degrees of Freedom - Generalized Coordinates Problems 1. Consider the functional



I (y) =



bh



Z



a



i



r(t)y_ 2 + q(t)y2 dt:



Find the Hamiltonian and write the canonical equations for the problem. 2. Give Hamilton's equations for



I (y) =



Z



bq a



(t2 + y2)(1 + y_ 2)dt:



Solve these equations and plot the solution curves in the yp plane. 3. A particle of unit mass moves along the y axis under the in"uence of a potential f (y) = ;!2y + ay2 where ! and a are positive constants. a. What is the potential energy V (y)? Determine the Lagrangian and write down the equations of motion. b. Find the Hamiltonian H (y p) and show it coincides with the total energy. Write down Hamilton's equations. Is energy conserved? Is momentum conserved? 2 c. If the total energy E is !10 , and y(0) = 0, what is the initial velocity? d. Sketch the possible phase trajectories in phase space when the total energy in the 6 system is given by E = 12!a2 : p Hint: Note that p = 2 E ; V (y): What is the value of E above which oscillatory solution is not possible? q



4. A particle of mass m moves in one dimension under the in"uence of the force F (y t) = ky 2et where y(t) is the position at time t, and k is a constant. Formulate Hamilton's principle for this system, and derive the equations of motion. Determine the Hamiltonian and compare it with the total energy. 5. A Lagrangian has the form a2 (y )4 + a(y )2G(y) ; G(y)2 L(x y y ) = 12 ;



0



0



0
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where G is a given dierentaible function. Find Euler's equation and a rst integral. 6. If the Lagrangian L does not depend explicitly on time t, prove that H = constant, and if L doesn't depend explicitly on a generalized coordinate y, prove that p = constant: 7. Consider the dierential equations



r ; r_2 + mk r 2 = 0



r2_ = C



;



governing the motion of a mass in an inversely square central force eld. a. Show by the chain rule that 2 dr 2 4d r r_ = Cr d  r = C r d2 ; 2C 2r and therefore the dierential equations may be written 2



;



;



d2r ; 2r d2 b. Let r = u 1 and show that







1



;



dr d



!2



; r + Ckm r 2



2







5



;



=0



;



d2u + u = k : d2 C 2m



c. Solve the dierential equation in part b to obtain u = r 1 = Ck2m (1 +  cos( ; 0)) where  and 0 are constants of integration. d. Show that elliptical orbits are obtained when  < 1: ;
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dr d



!2



CHAPTER 11



11 Integrals Involving Higher Derivatives Problems 1. Derive the Euler equation of the problem



 in the form



x2



Z



F (x y y  y ) dx = 0 0



x1



00



d2 @F ; d @F + @F = 0 dx2 @y dx @y @y and show that the associated natural boundary conditions are d @F ; @F y x2 = 0 dx @y @y x1 and @F y x2 = 0: @y 



!







!



00



0



"



!



00



0



#   



#   



"



0



x1



00



2. Derive the Euler equation of the problem







x2



Z



Z



x1



y2



y1



F (x y u ux uy  uxx uxy  uyy ) dxdy = 0



where x1 x2 y1 and y2 are constants, in the form @ 2 @F + @ 2 @F + @ 2 @F ; @ @F ; @ @F + @F = 0 @x2 @uxx @x@y @uxy @y2 @uyy @x @ux @y @uy @u and show that the associated natural boundary conditions are then @ @F + @ @F ; @F u x2 = 0 @x @uxx @y @uxy @ux x1 



!







!







!



"



!



"



and



"







@F u @uxx x



#  2  



x



x1



@ @F + @ @F @y @uyy @x @uxy @F u @uyy y "



;



#  2  
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y



y1



!







#   



= 0



@F u @uy !



= 0:



#  2  



y



y1



=0



!



3. Specialize the results of problem 2 in the case of the problem x2 y2 1 2 1 u2 + u u + (1 ; )u2 dxdy = 0  u + xx yy xx xy 2 yy x1 y1 2 where  is a constant. Hint: Show that the Euler equation is r4u = 0 regardless of the value of , but the natural boundary conditions depend on : Z



Z











4. Specialize the results of problem 1 in the case



F = a(x)(y )2 ; b(x)(y )2 + c(x)y2: 00



5. Find the extremals 1 a. I (y) = 0 (yy + (y )2)dx Z



0



b. I (y) =



Z



1



0



0



y(0) = 0 y (0) = 1 y(1) = 2 y (1) = 4



00



0



(y2 + (y )2 + (y + y )2)dx 0



00



0



0



y(0) = 1 y (0) = 2 y(1) = 0 y (1) = 0: 0



0



6. Find the extremals for the functional



I (y) =



Z



b



a



(y2 + 2y_ 2 + y2)dt:



7. Solve the following variational problem by nding extremals satisfying the given conditions



I (y) =



Z



0



1



(1 + (y )2)dx 00



y(0) = 0 y (0) = 1 y(1) = 1 y (1) = 1: 0
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