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installed automatically and self-maintained. Its default cell instance name is Admin and it contains a specialized Knowledge Base. This cell accepts registration,. 
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What is Business Service Management?



What is Business Service Management? Business Service Management (BSM) is a dynamic IT management strategy that enables companies to align their IT operations and resources with their key business objectives. By focusing IT technology, people, and processes on supporting critical business services, IT management can increase the quality and value of IT services, while reducing the cost of IT service delivery and lowering the risks of failures to business operations. Using the BSM approach, IT staff can continuously monitor, manage, and improve the specific IT systems and applications that are most important to the business. BSM also enables companies to understand and predict how technology changes affect their business, and how changes in the business affect the IT infrastructure.



What is BMC Impact Solutions? BMC Impact Solutions provides the following event management and service impact management technologies to enable BSM: The BMC Event Manager (BMC EM) solution provides real-time event management for proactive detection and resolution of IT problems before they have an impact on critical IT systems. It provides a view of the operational state of the IT infrastructure. If service impact management is implemented, any events that are processed by the event manager can be used in service impact management. ■



The BMC Service Impact Manager (BMC SIM) solution provides real-time impact management to determine the effect of IT problems on business services and their customers.



BMC Impact Solutions deployment options BMC Impact Solutions provides various deployment options to meet your event and service management needs.
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Basic deployment



Basic deployment Basic deployment is recommended for organizations need simple and lightweight access to the functions of BMC Event and Impact Management. In a basic deployment, no reporting capabilities exist and you cannot benefit from the BMC Atrium CMDB and associated integrations.A minimum basic deployment relies on the three core components of BMC Impact Solutions: ■



BMC Impact Manager (IM)—the event and service impact engine



■



BMC Impact Explorer (IX)—the operation and administration console



■



BMC Impact Administration Server (IAS)—the authentication/authorization server for the users of the solution and the infrastructure services for administering the solution.



The BMC Portal and BMC Atrium CMDB are not part of the basic deployment. BMC Impact Event Adapters, BMC Impact Integration for Web Services and other impact integration components can be used with the basic deployment. Basic deployment has the following advantages: ■ ■ ■ ■



faster time-to-value less complicated configuration less hardware required Microsoft Windows, AIX, HP-UX, Solaris and Linux are supported by all core components



The basic deployment option does not provide: ■ ■ ■ ■ ■



publishing to the Impact Manager server(s) Impact Reporting and some operational views (which require BMC Impact Portal) BSM workflows out-of-the-box intelligent ticketing for Remedy Service Desk out-of-the-box BMC Remedy SLM integration



Standard deployment Standard deployment is recommended for organizations that: ■



have or plan to use BMC Performance Manager for application and systems management



Chapter 1
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Atrium deployment



■



need to report on their events and service impacts



■



use a third party repository for their service model data and want to publish this data in a controlled manner using the BMC Publishing Server



The standard deployment option includes: ■



the components included in the basic deployment



■



BMC Portal, which includes: — BMC Impact Portal — BMC Publishing Server



■



BMC Event and Impact Reporting



BMC Impact Portal allows you to use BMC Event and Impact Reporting. The BMC Atrium CMDB is not part of the standard deployment. The standard deployment has the following advantages: ■ ■ ■ ■ ■



direct publish to the Impact Manager server(s) out-of-the-box reporting Portal operational views BMC Performance Manager integration (when applicable) no need to activate and work in a controlled environment like the Atrium CMDB



The standard deployment does not provide: ■ ■ ■



BSM workflows out-of-the-box intelligent ticketing for Remedy Service Desk out-of-the-box BMC Remedy SLM integration



Atrium deployment The Atrium deployment is recommended for organizations that want to benefit from all the functions and integrations of BMC Event and Impact Management. Customers who will use the BMC Atrium CMDB as the main repository for their service models should use Atrium deployment. The ability to integrate to BMC Service Level Manager and to create intelligent incidents in BMC Remedy Service desk also will need to use the Atrium deployment. The Atrium deployment adds the BMC Atrium CMDB to the components included in the standard deployment.
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Atrium deployment



The Atrium deployment includes all the advantages of standard deployment plus the following advantages: ■ ■ ■ ■ ■



Atrium CMDB publishing to the Impact Manager server(s) support for multiple CI providers BSM workflows out-of-the-box intelligent ticketing for Remedy Service Desk BMC Remedy SLM integration



The Atrium deployment is appropriate for larger BSM implementations where the skills and resources are more readily available to handle a CMDB and its workflow.
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BMC Impact Solutions architecture and components 2
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BMC Impact Solutions architecture and components Figure 1 shows the BMC Impact Solutions and BMC Impact Portal applications and the related technologies that together deliver BMC Impact Solutions service impact management and event management. Figure 1



BMC Impact Solutions architecture



The products, product components, and related technologies shown in Figure 1 are described in briefly in Table 1 on page 19 and in greater detail later in this chapter.
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BMC Impact Solutions architecture and components



Table 1 briefly describes the BMC Impact Solutions components and related applications. The components are described in more detail in subsequent sections of this chapter. Table 1



Service impact management and event management applications at a glance (part 1 of 2)



Application



Function



BMC Impact Manager



BMC Impact event and service core server component (also known as the cell) Solutions monitoring and that receives events from various sources, management processes, and stores these events based on the processing instructions in its Knowledge Base. That product can also store Service Model data published from the Atrium CMDB or from other sources; in such a case the KB decides which events to associate to which service components, and dynamically re-computes the operational state and the priority of those components



BMC Impact Explorer (BMC IX)



event and service management operations console



operations console used by IT staff to perform event and service management activities on events from any number of BMC Impact Manager cells



BMC Impact Administration Server (BMC IAS)



authentication and authorization



BMC Impact the authentication server for BMC IX that provides CLIs for modifying configuration files, Solutions defines user groups, roles, and permissions for accessing and using various BMC IX features. It updates cell-related information as cells are added to or removed from its cell_info.list and controls other BMC IX properties such as log files, color schemes, and custom icons.



BMC Impact Publishing Server



service model distribution



sends service model data from BMC Atrium CMDB or from other sources to BMC Impact Manager (cells) in transactional mode



BMC Impact Integration Web Services Server (BMC IIWS)



adapter for event integration application that enables Web BMC Impact and data Services type communications between external Solutions interchange programs and BMC Impact Manager (cells)



BMC Impact Event Adapters (BMC IEA)



event collection



BMC Impact Event Log event collection Adapter for Windows (BMC IELA) HP OVO CI Adapter



Description



Product kit



BMC Impact Solutions



BMC Impact Solutions



application that converts data from event sources (such as log files, Telnet sessions, or SNMP) into BMC Impact Manager events



BMC Impact Solutions



application that converts events from a Windows event log into BMC Impact Manager events



BMC Impact Solutions



imports HP OVO module that connects to an HP OVO server to device and group obtain device and group information (node information banks, etc.) stored there and import them into the BMC Atrium CMDB or directly into BMC Event Management or Service Impact Management



BMC Impact Solutions
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Table 1



Service impact management and event management applications at a glance (part 2 of 2)



Application



Function



Description



Product kit



BMC Impact Extensions for Atrium CMDB / Notify ARDBC plug-in



integrate SIM with the CMDB



defines the SIM-specific classes and attributes in BMC Impact the Common Data Model (CDM) and allows the Solutions publishing server to be notified when changes have been made to the service model in the CMDB



BMC Event and Impact event and service web server application that produces Event and BMC Impact Reporting (BEIR) management Service Impact reports for business and technical Solutions reporting users BMC Impact Service Model Editor



service model graphical editor that you use to develop and development and maintain Service Model data in BMC Atrium maintenance CMDB before it gets published to the BMC Impact Manager (cells)



BMC Performance Manager Portal



BMC Portal



service monitoring



infrastructure component that provides common services, such as authentication, security, and a common user interface, to BMC Impact Portal and other Portal modules



BMC Performance Manager Portal



BMC Datastore



database



embedded Oracle database referenced by BMC BMC Atrium CMDB. Referred to in previous versions Performance Manager as the Portal Database. Portal



BMC Desktop Status Indicator



service monitoring



a desktop icon that you install on a computer to receive real-time notification and information about the operational status of a specific component or group of components (for example, services)



BMC Performance Manager Portal



database application that stores IT asset, configuration management, and Service Model data used by different BMC products. It provides a common schema, the Common Data Model (CDM), to ensure the consistency of IT data within the BSM solution



BMC Atrium Shared Components (Included in the BMC Impact Solutions kit)



datastore BMC Atrium Configuration Management Database (BMC Atrium CMDB)



BMC Remedy Action Request System



datastore and provides services and interfaces to the Atrium workflow engine CMDB (can also support other applications outside of BMC SIM)



BMC Remedy Action Request System



Table 2 lists other applications that integrate with BMC Impact Solutions.
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Table 2



Other integrations



Product or product component



Functionality



Description



Product kit



BMC Impact Integration for PATROL (BMC II for PATROL)



event transformation



integration application that transfers event information generated by PATROL Agents to BMC Impact Manager and discovers PATROL Agents



BMC Impact Solutions



BMC Impact Integration for PATROL Enterprise Manager (BMC II for PATROL EM)



event and data interchange



integration application that enables the synchronized, bidirectional interchange of PATROL Enterprise Manager alerts to BMC Impact Manager and BMC Impact Manager events to PATROL Enterprise Manager alerts



BMC Impact Solutions



Integration for BMC Remedy Service Desk (IBRSD)



event and data interchange



BMC Impact integration application that automatically Solutions creates trouble tickets for selected events and updates the event or trouble ticket when either is modified



BMC Impact Database Gateway



BMC impact event data exportation



application that automatically exports events to BMC Impact Database a database, such as Sybase Adapter Server Enterprise, Microsoft SQL Server, Oracle, or IBM Gateway DB2



BMC Impact Integration Developer’s Kit



software development kit



developer’s kit that provides C programming interfaces and web services interfaces for developing additional integrations



BMC Impact Integration Developer’s Kit



The following sections describe each of the components of BMC Impact Solutions in detail.



BMC Impact Manager One or more Impact Managers (cells) are the heart of the BMC Impact Solution. A cell is the event-processing engine that receives, processes, stores, and forwards events. If service impact management is implemented, the cell also associates the events with the service model components and calculates the components’ statuses. This type of cell is referred to as a service impact management cell. If service image management is not implemented, then the cell is an event management cell. An individual cell can provide local event management or function as part of a larger distributed network of cells using event propagation. Networks of cells can be organized to serve any business hierarchy (such as geographical, functional, or organizational) or configured to meet technical issues (such as network or system limitations).
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The cell stores all events and data in memory as well as on disk in close to real-time. It runs either as a Windows service or as a UNIX daemon on supported platforms. A cell can be configured for high availability by configuring a primary cell server and a secondary cell server to be used for failover if the primary cell server fails. For more information about high availability, see “High availability cells” on page 77.



Event management cell functions A basic event management (EM) cell performs the following functions: ■



receives source event data from an adapter, integration, another cell, API, or the BMC Impact Manager CLI



■



analyzes and processes events according to the event management rules and policies defined in its Knowledge Base



■



responds to events by executing actions, as defined in scripts or programs in its Knowledge Base



■



propagates selected events to specified destinations (typically, other cells) and updates propagated events when those events are changed at the event source or event destination



■



records the event operations performed on an event



Service impact management cell functions A service impact management (SIM) cell performs the following functions in addition to the event management functions: ■



relates an event to the appropriate service model component



■



computes the status of service model components and propagates their status to the related components using the designated status computation models



Knowledge Base A Knowledge Base (KB) defines the behavior of a BMC Impact Manager instance (also referred to as a cell). KB classes define what information is contained in each event. KB rules define how the events are processed. You can modify the KB to customize its behavior in your environment. The KB is similar to a script and the cell is the engine that runs the script.
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The KB is a compiled collection of files, such as event processing rules, class definitions, and executables, organized in a directory structure. A KB is installed with each BMC Impact Manager. The KB files are loaded by a cell at start time. The Knowledge Base instructs the cell how to format incoming event data, process received events, and display events in BMC Impact Explorer. Although many KBs can exist within a distributed BMC Impact Manager environment, each cell can be associated with only one KB at a time. During installation, a unified KB that serves as a template for all cell KBs is created for the BMC Impact Manager cell. The unified KB contains the default BMC Impact Manager Event Management (EM) and Service Impact Management (SIM) KBs. The unified KB provides the cell with the data definitions, data instances, collector definitions, and rules for a fully functional environment in which to process events and service components. Any new cell you create will contain a unified KB by default.



Components of a Knowledge Base An event management KB includes the following: ■



event classes define the types of events to accept and classify source event data for processing



■



data classes define the classes and slots of dynamic data instances and service model component instances



■



dynamic data function as contextual variables that can provide data values to rules and policies during event processing.



■



global records are persistent structured global variables that maintain data values across all phases of event processing.



■



event management rules are event processing statements that use the BAROC data associated with an event, data instances or records to determine if, when, and how to respond to new events or event modifications.



■



event management policies are one of several generic rule types that perform actions against events that meet selection criteria specified in an associated event selector. An event management policy selects the events that you want to process, defines the processes needed to manage those events, and schedules when the events are processed.



■



event collectors are filters that query the event repository and display the results in a BMC Impact Manager event list in an organized manner.
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■



action executables are executable programs or scripts that perform an automated task on a particular event.



In addition, a service impact management (SIM) KB also includes a reference copy of ■



the BMC Atrium CMDB (Configuration Management Database) Common Data Model (CDM) Service class definitions used in a cell’s service model



■



a cell’s service model, published by a BMC Impact Publishing Server



Impact Administration Server The BMC Impact Administration server (IAS) provides the following functionality: ■



authenticates logins from the BMC Impact Explorer to the BMC Impact Manager cell



■



authenticates cell registration to the BMC Impact Portal



■



defines user groups and roles and their permissions to view and edit the BMC Impact Explorer tab views and functions



■



receives the synchronization actions of the BMC Portal for users and groups



■



updates cell-related information as cells are added to or removed from the IAS and/or BMC Atrium CMDB



■



controls log files



■



determines the BMC IX color scheme for severities, statuses, and priorities



The Impact Administration Server (IAS) primarily acts as a login server. Users of BMC Impact Explorer (IX) authenticate on IAS, which returns a set of authorizations that determine the rights and permissions of users in the BMC Impact Solutions environment. IAS maintains user, group and cell definitions, permissions, as well as user settings. A unique command line interface called iadmin provides all required management commands. IAS can integrate into a LDAP server on the backend that can supply user definitions. The BMC Impact Administration server can be configured as a high availability server. IAS instances can be configured to work in a failover pair, where a primary server normally acts as the active IAS server and a secondary server, typically installed on another system, is started but in standby mode.
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Master or Standard BMC Impact Administration server



In normal operations, users of BMC Impact Explorer log in to the primary IAS, and retrieve and store configuration information on the primary IAS. Periodically the secondary IAS server connects to the primary and synchronizes with it, so that it always has a recent set of data. In case the primary IAS server becomes unavailable, the secondary IAS server can be used by BMC Impact Explorer users so that their ability to work is not disrupted. For more information see the BMC Impact Solutions Infrastructure Administration Guide.



Master or Standard BMC Impact Administration server You can select a Master or Standard IAS at installation. A Master IAS enables the Infrastructure Management feature in BMC Impact Explorer and installs an accompanying Impact Administration cell (IAC) on the same host as the Master IAS. A Standard IAS provides all the features of the IAS, except support for Infrastructure Management and the Impact Administration cell.



NOTE To switch from a Master IAS to a Standard IAS or vice versa after installation, you must uninstall the existing server and then install the new server.



Impact Administration cell The Impact Administration cell (IAC) is an essential component of the Master version of the Impact Administration Server (IAS). The IAC is a custom SIM cell that is installed automatically and self-maintained. Its default cell instance name is Admin and it contains a specialized Knowledge Base. This cell accepts registration, configuration, and other events from BMC product components and applications. It then creates the component definitions based on the event information. It also uses these events to maintain a service model of the BMC Impact Solutions, complete with configuration and real-status information. For more information see the BMC Impact Solutions Infrastructure Administration Guide.
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Central Administration Console The Central Administration Console (CAC) is a front-end console included in the Administration tab of BMC Impact Explorer. This console shows the service model created by the Impact Administration cell (IAC) and provides administrators with the ability to: ■ ■ ■ ■ ■



stop/start a component edit configuration files view trace files create support packages view metrics and other configuration data



All these commands can be executed remotely from BMC Impact Explorer and administrators will be required to enter credentials to access the computer system on which these commands need to run. For more information see the BMC Impact Solutions Infrastructure Administration Guide.



Event Adapters Event Adapters read or monitor external event sources from IT assets, format the collected information as BMC Impact Manager events, and send these events to the configured BMC Impact Manager cell. BMC Impact Manager provides the following Adapter groups: ■



BMC Impact Event Log Adapter for Windows, which collects source events from the Windows Event Log



■



BMC Impact Event Adapters (BMC IEA): — LogFile Adapter — SNMP Adapter — Perl EventLog Adapter for Windows — IP Adapters



BMC Impact Event Adapters are implemented in Perl. The adapters run as background processes and generate self-monitoring events that can be viewed in BMC Impact Explorer.
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BMC Impact Explorer BMC Impact Explorer (BMC IX) is the console used by IT operations staff to ■ ■ ■



manage and monitor events monitor services and component status manage event management policies and BMC Impact Manager configuration data



BMC IX is a Java application that you can install either as a standalone application or as a web application that is available through the BMC Impact Portal. BMC IX connects to the BMC Impact Administration Server for authentication and authorization. After successful authentication, the BMC IX directly connects to select BMC Impact Manager instances. BMC Impact Explorer consists of the following views: Table 3



BMC Impact Explorer views



View



Description



Events



Use this view to monitor and manage events received from IT components.



Administration Use this view to define event management policies and to define dynamic data instances for use in event management rules. Services



Use this view to monitor service model.



Dashboards



Use this view to monitor and detect problems in the most important services and prioritize actions.



BMC Impact Manager event repository After a cell receives and processes an event, it stores the event in the event repository as an instance of a particular event class. All events are held in memory and can be viewed in BMC Impact Explorer. The event repository provides persistent storage on disk for events and data instances, including service model components and relationships.



StateBuilder StateBuilder is an executable that ensures optimized data persistency by saving the state of the cell at regular intervals. When the cell starts, it loads its last saved state. All transactions performed by the cell are stored in a transaction file. As soon as the transaction file reaches a certain size, or after a certain period, the StateBuilder is
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started. The StateBuilder produces a new saved state from the previous file and from the transaction file. When the cell terminates and restarts, any trailing transaction file is first processed by the StateBuilder to produce a new saved state. A history of saved states and corresponding transaction files can be kept.



BMC Impact Integration Web Services Server The BMC Impact Integration Web Services Server (BMC II Web Services Server) provides a loosely coupled interface based on web services. You can use this interface for exchanging events and information with BMC Impact Manager. BMC Performance Manager, for example, uses BMC II Web Services Server to send events to BMC Impact Manager. The BMC II Web Services Server is installed automatically when you install the BMC Impact Administration server component of the BMC Impact Solutions installation package.



BMC Impact Portal The BMC Impact Portal provides a browser-based console through which users can monitor and report on the status of business services and their components. The BMC Impact Portal provides ■



Status—the current status of a business service and its providers, consumers, and image. The status of service model components can be displayed in a tabular data view, in an image view that shows components on a background image, or in a dashboard view that shows components in a list.



■



Reports for service model components:



■



Status History — Availability — Mean Time To Repair (MTTR) — Mean Time Between Failures (MTBF) — Mean Time Between Service Incidents (MTBSI) — Financial Losses



■
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■



Configuration—the ability to view and change business object properties, change passwords, create dashboards, change image views, and launch BMC Impact Explorer and BMC Impact Service Model Editor.



The BMC Impact Portal is included with the BMC Portal product. The BMC Portal product provides a common web-based interface for BMC console modules. Each console module, such as BMC Impact Portal, provides programs that integrate with the Portal and other console modules in the Portal. The integration of the data collected by the console modules provides a single customizable entry point for viewing the status, performance, and availability of the infrastructure and business service environment.



BMC Impact Service Model Editor In the BMC Impact Service Model Editor component of the BMC Impact Portal, a service manager defines the service model components that symbolize the real IT assets that underlie the delivery of services, such as applications, servers, and databases; and the logical assets, such as user groups, business processes, and geographic locations. The default BMC Atrium CMDB Common Data Model (CDM) provides the default component types used by the BMC Impact Service Model Editor.



BMC Atrium CMDB The BMC Atrium CMDB is a database store of configuration information about IT configuration items (CIs) and assets. It can be extended through an API to consolidate and reconcile additional sources of data, but initially it is defined for configuration information. The BMC Atrium CMDB is a Remedy application that runs on top of the BMC Remedy Action Request System server, which connects to an RDBMS system on the backend. For additional information on its architecture, see the BMC Atrium CMDB Concepts and Best Practices. The BMC Atrium CMDB contains just the facts about the configuration of assets in your environment. It does not contain real-time event information, performance indicators, or health state information. You can use the BMC Atrium CMDB to store component and service model information when you use the Service Model Editor to edit the service model. In the context of BMC Impact Solutions, the BMC Atrium CMDB offers the following advantages:
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■



components and relationships making up the service impact model are stored in the CMDB. Components and relationships can be automatically populated—for example from BMC Discovery Solutions or products.



■



A full graphical editor (Service Model Editor) can be used to view and edit the service model in the CMDB before it is published to BMC Impact Manager cells.



■



The CMDB is the foundation for other applications such as Remedy Service Desk and therefore acts as a natural integration point between BMC Impact Solutions and other CMDB-based solutions, such as Remedy Service Desk and Remedy SLM.



BMC Impact Publishing Server The BMC Impact Publishing Server is an application that publishes a service model to specified BMC Impact Managers (cells). The Publishing Server
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■



triggers an automated publish of SIM data from the BMC Atrium CMDB to cells when any reconciliation job terminates



■



publishes the BMC Atrium CMDB asset service model data to cells on demand



■



stores a master copy of the published service model for service models that originate from the BMC Atrium CMDB in the impact data set



■



publishes data from a BAROC source file to cells on demand



■



exports the class definitions on demand to BAROC files that are ready for distribution to the BMC Impact Manager cells
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BMC Impact Integrations Impact integrations are specialized gateways to other management systems. These Impact Integrations are available ■ ■ ■ ■ ■ ■ ■ ■ ■



Integration for BMC Remedy Service Desk (IBRSD) BMC Impact Database Gateway BMC Impact Integration for PATROL® BMC Impact Integration for PATROL® 7 BMC Impact Integration for PATROL® Enterprise Manager BMC Impact Integration for Tivoli BMC Impact Integration for HP® OpenView Network Node Manager BMC Impact Integration for HP® OpenView Operations BMC Impact Integration for Peregrine Systems ServiceCenter



The implementation of an Impact Integration varies according to the third-party product that is integrated. However, all Impact Integrations use the Impact Manager SDK (iiDK), which provides a C API to connect to the BMC Impact Manager (as a client or server).



Integration for BMC Remedy Service Desk The Integration for BMC Remedy Service Desk (IBRSD) enables bidirectional flow of information between BMC Service Impact Manager (BMC SIM) or BMC Event Manager (BEM) and BMC Remedy Service Desk. This component adds business context to the incident by providing the details of the impacted component and the causal component in the incident.



BMC Impact Database Gateway The BMC Database Gateway (BMC IDG) product stores events in an external RDBMS database for archiving and reporting purposes. It is a gateway application for BMC Impact Manager. Whenever State Builder runs, the BMC IDG is configured to execute a dedicated script that stores events (and updates to events) in a dedicated database instance.
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BMC Event and Impact Reporting BMC Event and Impact Reporting uses report templates to display report data for events and service model components in your service impact management environment. BMC Event and Impact Reporting contains impact report templates and event report templates. ■



Impact report templates allow for reports that display data based on a service’s availability, failures, repairs and incidents, and time related to each.



■



Event report templates allow for reports that display operator response times to an event, event counts, top event sources, and other event details.



Data for impact report templates and event report templates is obtained from the BMC Datastore. BMC Event and Impact Reporting is installed with BMC Reporting Foundation Express, which provides the base on which BMC Reporting Solutions are built. BMC Reporting Foundation Express is a prerequisite for BMC Reporting solution sets. Reporting Foundation Express is the Crystal Reports Server product from Business Objects, a third party business intelligence system, and is the reporting engine that administers and publishes the reports.
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Event Management This chapter presents the following topics: What is event management?. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Defining events using the Common Event Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . How an event flows through BMC Impact Solutions. . . . . . . . . . . . . . . . . . . . . . . . . . . How events are collected . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Event classification and formatting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Event processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Viewing and organizing events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Event collectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . MetaCollectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Event groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Image views . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Performing operations and actions on events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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What is event management?



What is event management? Event management is the collection, correlation, enrichment, and manipulation of events across the enterprise to enable IT operations staff to focus the proper resources on the most critical events. Event management is required to implement service impact management because events are associated with service model components and contribute to the computation of the status of those components. The BMC Event Manager solution ■



collects events from IT components and other event management systems through its event adapters and other BMC Software application-specific integration products



■



processes events to enable faster problem detection and resolution in BMC Impact Manager cells



■



automates management and corrective actions in the BMC Impact Explorer console



■



displays events in logical groups and graphical image views in the BMC Impact Explorer console



■



integrates with help desk and notification applications



Defining events using the Common Event Model A Common Event Model (CEM) enables a consistent definition of an event. This definition specifies the format and the data, both of which each event should contain. The event should contain the same format and data, regardless of its originating source. By mapping all event sources to CEM definitions, you significantly reduce the overhead of managing and maintaining an event management solution. CEM definitions provide a single set of rules that work with all events. Because of the common set of rules, you can build and maintain integration clients more easily than if you had to customize event rules. An integration client that uses CEM definitions has the following advantages. ■
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Reporting is standardized. A single report template work with any event, regardless of its source.
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■



Event enrichment and correlation rules are simplified. For example, one enrichment rule works with any event that is CEM-compliant.



■



Slot names have common definition and uses.



■



You can easily map IT events with business impacts. The CEM event format consist of default and optional fields that let you specify ■ ■ ■ ■ ■ ■ ■



event type CEM version origin information domain information object information management processes such as availability, scheduling, and so forth parameters



How an event flows through BMC Impact Solutions The following sections explain the process an event goes through from the time it is generated until the event is viewable in the BMC Impact Explorer console.



How events are collected BMC Impact Manager collects and processes two types of events—external and internal.



How external events are collected External events are events that are generated by objects monitored by BMC Impact Manager that are not part of BMC Impact Solutions. For example, external event sources could be servers, applications, or peripherals. BMC Impact Manager collects external source event data from these event sources through ■ ■



event adapters integration products
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How events are collected



Event adapters and integrations both prepare the source event data and convert the events into Basic Recorder of Objects in C (BAROC) language format for processing by the BMC Impact Manager event processor.



How external events are collected using event adapters Using BMC Impact Event Adapters or BMC Impact Event Log Adapter for Windows, source event data can be collected from ■ ■ ■



operating system and application log files SNMP type 1 and type 2 traps a Telnet, UDP, or TCP data source



Event adapters are installed on the event source. When the event adapter receives an event from the event source, the event adapter formats the source event data for processing by the BMC Impact Manager event processor by using a MAP file to convert the event data to the BAROC language. The adapters have predefined instances that also provide collectors for organizing events in the BMC Impact Explorer Events View. The default MAP file included with the event adapters is mapped to the default BAROC classes that are available in the BMC Impact Manager’s Knowledge Base. You can modify the predefined adapters and event classes, and can define and implement their own event adapters. If you make any modifications to the event adapter MAP file, you must make corresponding changes to the BAROC classes in the Knowledge Base. After the event has been formatted in BAROC, it is passed to the BMC Impact Manager. For more information on event adapters, see the BMC Impact Solutions Event Adapters User Guide.



How external events are collected using integration applications Integration applications collect events from other event management products. Integration applications are installed on the same host as the monitored application. BMC Impact Solutions provides the following out-of-the-box integration applications: ■ ■



BMC Impact Integration for PATROL (BMC II for PATROL) BMC Impact Integration for PATROL Enterprise Manager (BMC II for PATROL EM)



Using these integration applications, BMC Impact Manager can accept events (or alerts) that have already been processed by PATROL or PATROL Enterprise Manager. 36
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BMC provides other integration applications that are sold separately, such as ■ ■ ■ ■ ■



BMC Impact Integration for Tivoli BMC Impact Integration for HP OpenView Network Node Manager BMC Impact Integration for HP OpenView Operations BMC Impact Integration for Peregrine Systems ServiceCenter BMC Impact Integration for z/OS



Using these integration applications, BMC Impact Manager can accept events from any of these third-party products. For more information about integration products, see the documentation for each specific integration product. If you want to collect events from an application that does not have an existing integration product, you can use the BMC Impact Integration Developer’s Kit to develop a custom solution to obtain source event data from an IT application or infrastructure monitoring solution. The BMC Impact Integration Developer’s Kit provides C programming interfaces and web services interfaces for developing additional integrations. For more information about the BMC Impact Integration Developer’s Kit,



see the BMC Impact Integration Developer’s Kit C API Developer Guide.



How internal events are collected Internal events are events generated by the BMC Impact Manager cell. In addition to error reporting events, internal events include events about the operation of the cell (for example, cell start and stop, state builder triggering, event database cleanup, resource expansion and shrinkage). The action result event that is generated when an action is performed on an event is also considered to be an internal event. Because internal events are generated by the BMC Impact Manager cell, that are generated in BAROC format. Internal events are classified in the same way as external events are classified before they are processed.



Event classification and formatting The event source (an event adapter, an integration application, another BMC Impact Manager -cell, an API, or a BMC Impact Manager CLI) must provide events in the BAROC format and structure. The BMC Impact Manager accepts and processes an incoming event if it matches an event class definition in the Knowledge Base (KB). The following sections explain how event classes are structured and how the Knowledge Base uses event classes to classify and format incoming events.
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How event classes are structured An event class defines the types of events that the BMC Impact Manager will accept and classifies source event data for processing. For example, one class of event might be Microsoft Windows operating system events. That event class has several subclasses: application events, security events, and system events. Each event subclass represents a common type of event that occurs, such as a network logon, that contains varying data values, such as a time stamp and the name of the host on which the logon occurred. The varying data values from a source event are stored in data fields called slots (attributes). An actual event is an instance of an event class. Using the BAROC language, you define each event class and its slots. Each slot has a data type and can have specific attributes, called facets, that can control the values that the slot can have or control aspects of the event’s processing. Slot enumerations specify acceptable values for a particular slot. You can think of a class definition as an empty form with its input fields representing slots, and a class instance as a completed form. A valid instance must respect slot types, and if some slot values are not specified, they are implicitly set to their default values, which are inherited from the parent class. The following example illustrates the event class structure for Windows Event Log classes: Class: Class: Class: Class: Class: Class: Class:
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CORE_EVENT EVENT MC_ADAPTER_BASE WIN_EVENTLOG WIN_EL_APPLICATION WIN_EL_SECURITY WIN_EL_SYSTEM
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The following shows the same example with some of the slots defined for these classes: Class: CORE_EVENT - Flags: p Slot: mc_client_address - Type: STRING - Flags: rkpdh - Def: Class: EVENT Class: MC_ADAPTER_BASE Class: WIN_EVENTLOG Slot: mc_tool_class - Type: STRING - Flags: rkPDh - Def: WINEventLog Class: WIN_EL_APPLICATION Slot: mc_tool - Type: STRING - Flags: rkPdh - Def: Application Class: WIN_EL_SECURITY Slot: mc_tool - Type: STRING - Flags: rkPdh - Def: Security Class: WIN_EL_SYSTEM Slot: mc_tool - Type: STRING - Flags: rkPdh - Def: System



In this example, a WIN_EL_APPLICATION event defines mc_tool as Application. Because WIN_EL_APPLICATION is a sub-class of WIN_EVENTLOG, it inherits the mc_tool_class slot definition of WINEventLog. WIN_EL_APPLICATION also inherits mc_client_address from the CORE_EVENT class. mc_client_address contains the network address of the host of the adapter that sent the event. By comparison, a WIN_EL_SECURITY event defines mc_tool as Security; however, it inherits the same values for mc_tool_class and mc_client_address as a WIN_EL_APPLICATION event. Event classes and their syntax are described in the BMC Impact Solutions Knowledge Base Reference Guide.



Class inheritance BAROC class definitions are organized in a hierarchical system where existing classes (superclasses) can be assigned subclasses so that the subclasses automatically inherit definitions from these superclasses. This behavior is called inheritance. While a subclass inherits all the slot definitions of the superclass, it can also contain additional new slot definitions of its own, and even slot definitions that override a superclass slot definition. However, when a subclass slot overrides a superclass slot definition, it cannot have a different data type from the inherited slot, only different facet values. Also, a rule defined for a class applies to all instances of its subclasses. For example, a rule defined for the base event class, EVENT, applies to all events because all event classes are subclasses of EVENT.
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In summary, subclasses ■ ■ ■ ■ ■



inherit slots from superclasses inherit rules from superclasses can have their own slots can override superclass slots (but must contain the same data type) can be a subclass of only one class



How the Knowledge Base classifies incoming events When the event is collected by the BMC Impact Manager, the BMC Impact Manager compares the incoming event to the predefined event classes in the Knowledge Base to determine the event type of the incoming event and validate the event. If an incoming event does not match one the predefined event classes, BMC Impact Manager takes one of the following actions: ■



If the event does not match any of the predefined events in the KB at all, an internal event in the form of an error message is generated and the event is stored as an MC_CELL_UNDEFINED_CLASS event with a MINOR severity and a slot, class_name, containing the original, incorrect event class.



■



If the event is of a class that matches one of the predefined event classes, but contains undefined event slot(s), the event is generated and continues to processing, but incorrect slot name(s) are stored in the mc_bad_slot_names slot and the corresponding value(s) are stored in the mc_bad_slot_values slot.



■



If the event has slot(s) that contain value(s) that cannot be interpreted (for example, alphabetical string data in an integer slot), the default slot value(s) are used, the incorrect slot name(s) are stored in the mc_bad_slot_names slot, and the value(s) of the incorrect slot(s) are stored in the mc_bad_slot_values slot.



■



If an event cannot be parsed, an internal MC_CELL_PARSE_ERROR event is created containing the text for that event stored in the event_text slot. The MC_CELL_PARSE_ERROR event also uses error_line, error_column and error_messages slots to indicate the position in text where the error occurs and the parsing error message. The MC_CELL_PARSE_ERROR event has a default severity of MINOR.



Interface classes Interface classes are used to interface with external programs. They define the format of data that comes from the external source, allowing the external information to be used in a rule. The external program returns an INTERFACE instance that it writes to the rule that called the external program.



40



BMC Impact Solutions Concepts Guide



Event processing



Event processing Once events are collected and formatted, they are processed by the BMC Impact Manager rules engine. You can control how incoming events are processed using either rules or event management policies.



Rules Rules are processing statements that determine and control the behavior of cells. A rule determines if and how events are processed. Rules consist of a set of statements that evaluate whether or not an event is processed. If the event is to be processed the rule can include an event management function or action to perform, such as discarding the event, enriching the event data, automatically escalating an event, or automatically executing an action on the event. You write rules using the Master Rule Language (MRL). Rules are compiled and stored in the cell’s KB. Rules and rule syntax are described in the BMC Impact Solutions Event Management Guide.



Event management policies An event management policy is one of several generic rule types that perform actions against events that meet selection criteria specified in an associated event selector. An event management policy selects the events that you want to process, defines the processes needed to manage those events, and schedules when the events are processed. Event management policies can be defined interactively using predefined, out-of-thebox policy types accessed through the BMC Impact Explorer Administrator interface of the BMC Impact Explorer console or the Event Management Policy Editor. You can also create new user-defined policy types to add new event processing actions. Whether predefined or user-defined, all event management policies consist of ■ ■ ■ ■



event selector process(es) timeframe(s) evaluation order



How an event management policy differs from a rule Like a rule, an event management policy processes events and performs event management.
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However, unlike rules, an event management policy ■



is easily defined interactively through the BMC Impact Explorer Administrator interface of the BMC Impact Explorer console rather than being manually written in MRL.



■



uses an event selector by which you specify the criteria used to select events for processing by the policy. The event selector allows you to specify a number of events that meet selection criteria. This gives the event policy greater flexibility than a rule.



■



does not require compilation because it is implemented using predefined data classes and precompiled rules.



When to use an event management policy rather than a rule Use a policy if there is a fairly simple, routine action that you would like to apply to many events. If some complex event manipulation is required that is specific to a small subset of events, a rule written in MRL may be more appropriate In some cases, a rule can provide better performance than its event management policy equivalent. If an event management policy gives problematic performance, substituting an equivalent rule might rectify the performance issue.



How events are processed using rules Rules are associated with a specific rule phase based on their type; each phase represents a logical stage of event processing. The cell processes each incoming event one phase at a time and evaluates each event against one rule at a time. Internal events are always processed before external events. The order in which the cell evaluates events against rules is determined by the order in which the rules were loaded. For information about configuring the order in which rules are loaded, see the BMC Impact Solutions Event Management Guide. Figure 2 on page 43 identifies the rule phases and shows how event processing proceeds, and Table 4 on page 43 describes the phases.
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Figure 2



Event processing rule phases Event



An event can be discarded during any one of these phases before being added to the repository.



1



Refine



2



Filter Regulate



3



4



5



New Abstract



6



Correlate



7



Execute



10



Timer



The New, Abstract, Correlate, and Execute rule phases can trigger a Timer rule.



Repository 8



Threshold



9 8



Propagate



11



Delete



Delete rules execute when a record is removed during repository cleanup.



to other cells



Table 4



BMC Impact Manager rule phases (part 1 of 2)



# Rule phase Description 1 Refine



validates incoming events and, if necessary, collects additional data needed before the event is processed further



2 Filter



identifies events that should be discarded



2 Regulate



evaluates events, and, if evaluated as true, collects duplicate events for a time period. If a specified threshold of duplicates is reached, the Regulate phase passes an event to the next processing phase.



4 New



determines which events in the event repository should be updated with new information from new incoming events During this phase: ■ ■



actions are triggered that must be performed just before a new event comes in previously received events are updated, and the new event optionally may be dropped



Note: This is the last opportunity to prevent an event from entering the event repository.
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Table 4



BMC Impact Manager rule phases (part 2 of 2)



# Rule phase Description 5 Abstract



evaluates events, and, if certain conditions are met, triggers the generation of abstraction events. An abstraction event is a summary event based on other events that are occurring.



6 Correlate



determines whether any events have a cause-and-effect relationship



7 Execute



specifies actions to perform when a slot of a new event matches a condition, or a slot of an old event is modified to satisfy a condition



8 Threshold specifies the actions that must be performed when a certain number of duplicate events have been received over a certain time period 9 Propagate determines whether an event is forwarded to another cell or integration product 10 Timer



specifies actions to be executed when a timer has expired. A timer can be set in the New, Abstract, Correlate, Execute, Threshold and Delete phases.



11 Delete



triggers actions to ensure that data integrity is maintained when an event is deleted from the event repository during the cleanup process



Rule phase processing overview The cell uses a main loop that starts transactions for each triggering event, such as: ■



a new incoming event



■



modification of a slot by a client (such as IX, or the mposter or msetmsg CLIs) or the propagation of this modification from another cell



■



a timer expiration (by timer rule unless it is part of a regulate rule)



■



end of a process called by get_external or confirm_external primitive



■



cleanup



When each of these transactions occur, all applicable rules are executed in the order of the phases (as shown in Figure 2 on page 43), then in order of definition inside each phase. Starting at the New phase:
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■



every slot modification to the current event or other existing events are logged in a first-in, first-out queue



■



abstraction events created by the abstraction rules are stored in another queue



■



internal events generated by the generate_event() primitive are put in another firstin, first-out queue
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When all the rules have been evaluated the queue slot modifications are processed (triggering the when parts of the rules). During this processing, slot modifications and internal events continue to be added to the queues. When the slot modification queue is empty, the abstraction events are processed starting directly at the new phase. When all abstraction events have been processed, the internal event queue is processed. When all internal events have been processed, the processing continues with the next transaction in the main loop.



Rule phase processing details Each incoming event's processing begins with the Refine phase. A Refine phase rule allows the rule engine to start an external program to confirm the event or to obtain more information from the environment. The processing of this event is suspended until the external program returns its results. The rule engine is not idle because it processes other events in the meantime.



NOTE The Refine phase and the Regulate phase are the only phases in which the evaluation process may be suspended. In all other phases, the event is processed sequentially through all the rules of all phases.



After the Refine phase, the incoming event enters the Filter phase where it can be discarded if it does not meet the requirements for processing. If the event is discarded in the Filter phase, it is not stored in the event repository, so it cannot be accessed by any future processes that rely on the event repository. The Regulate rule phase, like the Refine phase, can suspend the evaluation process while it waits for events similar to those held to appear before a time window closes. Depending on the rules and circumstances, the event is then discarded or it continues the evaluation process through the remaining rules. The New phase is the last in which the rule engine can discard an incoming event without its entering the event repository. After this phase, an event can be dropped only if it is explicitly deleted or discarded during the cleanup process. The event then goes through the final phases, Abstract, Correlate, Execute, Threshold, and Propagate, in that order, if any rules have been defined for those phases. Abstract rules can be used to create high-level, or abstract, events based on low-level events, such as a SERVERS_LOGIN_ATTACK event based on certain LOGIN_FAILURE events.
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Correlate rules can be used to build an effect-to-cause relationship between an event that occurs as a result of another event, such as relating certain APP_DOWN events to certain APP_MISSING_PROCESSES events. Execute rules can be used to perform specified actions when a slot value has changed in the repository. Threshold rules can be used to count the number of events that matches the criteria you specify; if the number of these events exceeds the amount allowed within a time frame the Threshold rule executes. Propagate rules forward events to other cells; such as, escalation of an event from a lower-level cell to a higher-level cell.



Internal event processing by rules Internal events are processed in the same way as external events, but have a higher priority than external events. The rule engine processes all the internal events before accepting new external events. All events are process in first-in, first-out order. For example, if, during the evaluation of an internal event, another internal event is generated, the rule engine processes the second internal event first.



Internal requests by a rule Internal requests are actions that a rule requests during the processing of an event. The rule engine processes all internal requests in a first-in, first-out order before anything else is processed. Examples of internal requests are ■ ■ ■ ■



modify the contents of a slot in an event monitor the returning remote actions perform cleanup by removing old event data apply a time window for a Regulate rule



Maintaining rules You can use dynamic data and global records to make it easier to maintain and manage rules.
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Dynamic data Dynamic data is similar to a small database within the cell. Dynamic data function as contextual variables that can provide data values to rules and policies during event processing. By using dynamic data, you can create generic event management rules and policies that apply broadly. This greatly simplifies the creation and maintenance of the event management rules. For example, without using dynamic data, if you want to change the severity of an event based on the host name of a device, you must create a rule for each host name. Using dynamic data, you can define the host names and corresponding severity as data instances and reference them from one generic rule, rather than writing one rule for each possible host name. To define a dynamic data instance, you must first define a new data class. You can use the Dynamic Data Editor to define data class instances for use in event management rules or service models. As new hosts are added to the environment, you can add new data instances dynamically through the BMC Impact Explorer Administration View, using the CLI or an API, or through event management rules themselves. You do not need to recompile event management rules to use new data instances. Dynamic data is stored in the event repository and updated whenever the context changes while the cell is running. For more information about dynamic data, data classes, and the Dynamic Data Editor, see the BMC Impact Solutions Event Management Guide.



Global records Global records are persistent, structured global variables that maintain data values across all phases of event processing. Their scope is the entire Knowledge Base; any other type of variable has a scope limited to the current rule. Global records are addressed by name. You can use global records to share information between events during event processing. For example, this record RECORD EM_KB_OPTIONS DEFINES { startup_script_enabled: MC_YESNO, default = NO; default_location: STRING; } END



is used in a rule in im_internal.mrl to set a default value to the location slot of the following event:
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... if ($EM_KB_OPTIONS.default_location != "") then { $EV.mc_location = $EM_KB_OPTIONS.default_location; } ...



It also is used in the following rule: refine exec_script_at_cell_startup: MC_CELL_START ($START) where [ $EM_KB_OPTIONS.startup_script_enabled == YES ] { execute($START, "startup_script", [], 'yes'); } END



For more information about global records, see Chapter 1, “BAROC language fundamentals” on page 19.



Using event management policies for event processing There are two types of event management policies—predefined event management policies and user-defined event management policies. Predefined event management policies are provided out-of-the box. User-defined policies are custom policies that you create. Each event management policy defines selection criteria that is applied to incoming events to determine which events are processed. A timeframe determines when the policy is active or inactive. The evaluation order determines which policies are implemented first if there is a conflict.



Predefined event management policies The two types of predefined event management policies are standard and dynamic data enrichment. A standard event management policy requires you to use the BMC Impact Explorer to input data into a policy. This type of policy works well if you only want to apply the policy to a small number of events or hosts. A dynamic data enrichment policy provides additional context to an event by extracting data from an external source and appending it to the event so it is accessible to IT operations. For example, it may be useful for you to know the location of a particular piece of equipment. This type of information is not normally included in a standard 48
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technical event; however, you can use dynamic data enrichment to add this information to the event by accessing data stored external to the product (for example, an asset store). If you want to apply a policy to a large number of hosts or events, you should use a dynamic data enrichment policy. Dynamic data enrichment policies require the same components as standard event management policies. However, dynamic enrichment policies allow you to import external enrichment data into the policy, rather than having to enter it manually. An external enrichment data source can provide additional information about an event that is not available from the technology from which the event originates. An example of an external enrichment data source is a database such as an asset data store.



User-defined event policies Predefined policies cannot cover all requirements of different BMC Impact Solution implementations. To support specialized event processing, you can also define and implement custom event policy types to do specialized event processing not supported by the predefined policy types. For instructions on creating event policy types, see the BMC Impact Solutions Event Management Guide.



Viewing and organizing events Once events have been processed, they are displayed in the BMC Impact Explorer console. The BMC Impact Explorer Events view allows you to monitor and manage individual events associated with IT assets. Event instances are displayed in an event list. From the event list, you can perform event operations (such as closing or escalating an event), view event relationships (such as correlation), perform actions on an event, or view business services related to an event. The Events view contains the following hierarchical navigation trees for viewing events and event severity: ■



event collectors—an event list, a meaningful grouping of events or events grouped by their relationships



■



MetaCollectors—a grouping of events from several different event lists (collectors), showing their combined status



■



event groups—a hierarchy of event lists



■



image views—a graphical representation of the collectors in an event group



Figure 3 on page 50 shows an example of the BMC IX Events view.
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Figure 3



BMC Impact Explorer Events view



Event collectors You can use event collectors to organize events in meaningful groups for display in an event list and to show event relationships. An event collector consists of a filter that queries the event repository and displays the results in a BMC Impact Manager (cell) event list, which is represented by a node on the Events View tree and in BMC Impact Manager event groups in the BMC Impact Explorer interface. Each cell has default collectors for BMC Impact Explorer and collectors that you create. In the collector definition, you specify the user groups that can access a collector. For an event to be displayed in an event collector, you specify criteria that an event must match and specify which user groups can view a collector and the events within a collector. You define collectors in MRL and store them in the cell’s KB.
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Event collectors are dynamic or static. Nodes for dynamic event collectors are displayed in or removed from the navigation tree based on whether or not events are present that meet the criteria specified by the collectors. Nodes for static event collectors remain in the navigation tree whether events for that collector are present or not. The color of the node reflects the highest level of severity in the event list. Events can appear in multiple collector trees in the console, but not in multiple collectors within a single collector tree. Because collectors are defined in the cell’s Knowledge Base, they appear in any console that displays that cell. BMC Impact Manager provides default event collectors—PATROL, All Events, By Location, By Status—for BMC Impact Explorer as shown in Figure 4. Figure 4



Collectors in BMC Impact Explorer



How collectors are structured Collectors are created using MRL, defined in the collectors subdirectory of the Knowledge Base, and organized in a hierarchical structure. This type of structure means that specialized collectors appear at the lowest level of the hierarchy and are subsets of the generic collectors in the higher levels of the hierarchy. As such, collectors can be characterized by their position in the hierarchy as either a parent collector or a child collector.
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Each collector tree represents a collector type, and each branch is a path that an event follows to locate matching criteria. When an event passes through a collector definition and matches the criteria set for that collector, the event is displayed within that collector group in BMC Impact Explorer. After an event finds matching criteria, it ignores any remaining paths in the collector tree. An event continues to the end of the current path and searches for an accepting collector, with one of the following results: ■



The event is stored in the first accepting collector it encounters. This is called the event’s endpoint collector. For each collector tree, the event can be stored in only one endpoint collector.



■



If there is no collector on the current level that accepts the event, it proceeds to the next higher level and is stored in the first accepting collector that it encounters there. This is the event’s endpoint collector.



NOTE An incoming event that changes slot conditions can move from one collector to another within a cell.



For more information about collectors and how event status and severity are displayed, see BMC Impact Solutions Event Management Guide.



MetaCollectors A MetaCollector is a grouping of collectors. You can create MetaCollectors to view events from several event lists. Each event list is shown as a tab in the event list pane. The MetaCollector node represents the state of the combined events. MetaCollectors are often used to view collectors from multiple cells in the network.



Event groups Event groups are a method of organizing cells and collectors to make event displays more meaningful. You can define event groups and associate them with one or more event collectors. Using BMC Impact Explorer, you can create and control access to these event groups. For example, you might create an event group for collectors that gather database warning events and allow only operators that are database administrators access to that event group.
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Event groups show the relationship of events through the hierarchy of the navigation tree. Each level of the event collector is shown as a node under the event group. An event list is associated with the lowest level nodes of an event group. The parent level of an event group represents all of the events associated with the event collectors. The parent level of an event group is associated with an image view.



NOTE Unlike metacollectors, which operators can define themselves in BMC Impact Explorer, only administrators create event groups and image views.



Image views An image view is a graphical representation of the collectors in an event group. The collectors are represented by objects that can be placed on a background image. The objects can be graphics, such as icons; statistical information, such as the number of events by priority or by severity; or text, such as a label. Figure 5 on page 53 shows an example of event groups and an image view. Figure 5



Event groups in an image view
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Performing operations and actions on events After events have been processed and displayed in BMC Impact Explorer, you can manage those events using various operations and actions.



Event operations Event operations change the status, priority, or ownership of an event. Your user role determines which of the event operations that you can use. Table 5 describes each operation. Table 5



Event operation descriptions



Event operation



Description



Acknowledge



recognizes the existence of the event; leaves it in the Open state



Take Ownership



assigns ownership of the event to yourself; puts it in the Assigned state



Assign to



assigns ownership to another person in the same account; puts the event in the Assigned state



Decline Ownership



removes your ownership; puts the event back in the Acknowledged state



Close



puts the event in the Closed state; ignores the event in calculating status



Reopen



changes a previously Closed event back to Open



Set Priority



assigns a priority level to the event



You can also annotate an event to provide additional information. See the BMC Impact Solutions Event Management Guide for instructions on performing event operations and annotating events.



Actions Actions are a series of commands executed on an event or data instance that are used to diagnose and remedy problems from the BMC Impact Explorer console. Actions are implemented as a piece of MRL code similar to a rule or implemented in an external program. Actions can be defined in the Knowledge Base of an Impact Manager (cell). These actions usually are launched by a user in the BMC Impact Explorer (IX) console but can also be triggered by rules. In both cases, the action runs in the cell’s environment.
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The action definition can prompt the user performing the action for arguments. Arguments can be passed to an action by rules or through user input in the BMC Impact Explorer Actions interface. An executable associated with an action can be a script or binary. The executable is run on the OS platform on which the cell is running. Actions can be made available to a specific user, group and with specific values assigned to event slots. Actions defined in the BMC Impact Explorer (IX) console are local actions. Local actions are executed on the system that is running IX. Actions defined in a cell are remote actions. Remote actions are executed remotely (by the Impact Manager) in IX. A remote action that is implemented as an external program is called an external action. A remote action implemented as a piece of MRL code is called an internal action. For more information about local and remote actions, see the BMC Impact Solutions Event Management Guide.
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Service Impact Management This chapter presents the following topics: What is service impact management?. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . How service impact management works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Service model overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Service models in Atrium and non-Atrium environments . . . . . . . . . . . . . . . . . . . Service model components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Service schedules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Service component status . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Service component priority . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Service component consumer and provider relationships . . . . . . . . . . . . . . . . . . . Service components service agreement status . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Sources of objects in a service model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . BMC Atrium CMDB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Non-Atrium CMDB sources for service model objects . . . . . . . . . . . . . . . . . . . . . . BMC Performance Manager. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . BMC Impact Service Model Integration with HP OpenView Operations . . . . . . How business services are managed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . BMC Impact Explorer Services view . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Service reports . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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What is service impact management?



What is service impact management? Service impact management (SIM) is the identification, definition, and management of the critical business services, their supporting IT resources, and the relationships between these entities that enable a business to meet its objectives. SIM focuses on managing and administering the resources that provide business services. The ultimate goal of SIM is to detect the impact of IT problems on the critical business services and to take the necessary actions to assure the continued delivery of these services. BMC Service Impact Manager (BMC SIM) is a real-time service impact management solution that ties systems-level monitoring to the supported business services and enables IT personnel to respond quickly to problems that threaten the delivery of business services. With BMC SIM, you can define, model, and manage both the physical and logical resources that compose critical business services.



How service impact management works To implement service impact management, you must define how various IT resources form the infrastructure that delivers a business service. During this process, you ■



identify the key business processes for your organization and the IT services that support those processes



■



catalog the IT assets that provide those IT services or obtain the information from a configuration or asset management system



■



design a service model and the service components, or data classes, that represent a business process, its users, and the related IT services



■



publish the service model either directly to the BMC Impact Manager cell or indirectly to the BMC Impact Manager cell through the BMC Atrium CMDB



■



monitor the published service model in BMC Impact Explorer or BMC Impact Portal to — identify performance trends — identify the existence of component problems — identify impacts of failed components on other components in your service model — arrange components in logical groups that facilitate easy monitoring
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■



manage your services by — identifying the event that is the root cause of a component failure — assigning someone to fix the problem — updating the status of the event when it is fixed



Service components should symbolize the real, underlying IT assets that actually deliver the services, such as applications, servers, and databases; and logical assets, such as user groups, business processes, and geographic locations. You define the interdependencies of these components and map the event flow to the components into the service model. A service model component can consume the services of another component (consumer relationship), provide services to another component (provider relationship), or both. Service model component instances and related data in the service model are either stored directly in the BMC Impact Manager cell or, if the service model is published through the Service Model Editor, components are stored in the Atrium CMDB and then published to the associated BMC Impact Manager cell. Each BMC Impact Manager cell running a SIM Knowledge Base processes the events from the various contributing IT assets, associates the events with the service model components that represent those assets, and analyzes the relationships among the components to determine the consolidated status of services to provide real-time, adaptive service management information. After the service model is published, when a business service experiences problems, you can determine the cause of a problem or the impact that a service model component has on a business service by monitoring the BMC Impact Portal or the BMC Impact Explorer consoles.



Service model overview BMC service impact management depends on the development and maintenance of the service model. A service model is a representation of the IT assets (physical and logical components) that work together to deliver business services and of the critical relationships and dependencies between the components. It provides a dynamic, business-oriented view of business services. The service model is used by IT operations staff and business managers to ■



manage IT and service information from an easily interpreted, graphical view



■



quickly discover the underlying IT assets that are causing business service slowdowns or outages
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Service model overview



■



define and manage the critical relationships between IT assets and business services



■



quickly determine the impact that an IT problem has on various business services and user groups



■



integrate real-time IT and service information with the help desk for improved end-user responsiveness and value



A physical or logical resource represented in the model is known as a service component instance or component instance. The functional relationship between two resources (component instances) is called a service component relationship or a relationship. These concepts are illustrated in Figure 6 on page 60. Figure 6



Service model objects



Building, promoting, and publishing a service model involves processes that span from the discovery or manual creation of component instances in your IT environment to verifying the service model before promoting and publishing it to specific BMC Impact Manager cells.
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Service models in Atrium and non-Atrium environments



Service models in Atrium and non-Atrium environments How your service model is created and viewed depends on whether or not you are using the BMC Atrium CMDB in your environment.



Service modeling in an Atrium environment A service model in an Atrium environment is created using the Service Model Editor component. When you have completed your service model, you promote it to the BMC Atrium CMDB. Once the service model is promoted to the BMC Atrium CMDB, it is automatically published to BMC Impact Manager cell the by the BMC Impact Publishing Server component.



Service modeling in a non-Atrium environment If you are not using the BMC Atrium CMDB in your environment, then you can build a service model using BMC Impact Explorer and publish the model to a BMC Impact Manager cell using the pposter command available from the BMC Impact Publishing Server or store the model information directly in the BMC Impact Manager cell.



Service model components Each service model consists of one or more service components (also known as configuration items (CIs)) that compose the business service. A service component relationship is a link between a component that provides a service and a component that consumes the service. The status of the provider has an effect (impact) on the consumer due to this relationship. For details about service model components, see the BMC Impact Solutions Service Impact Management Guide.



Service schedules Each service component instance is associated with a service schedule. A service schedule indicates when it is important for a service component to meet availability or performance goals. A service schedule can be associated with multiple service component instances. You can create and edit service schedules, and the timeframes on which they are built, in the BMC Impact Service Model Editor. If you are not using the Service Model Editor, then the default service schedule is 24 hours a day, 7 days a week, 365 days a year. You can view the schedule associated with a service model component instance in the BMC Impact Explorer Services View Schedule tab or in the BMC Impact Portal Status Summary tab.
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Service component status



The schedule sets the availability of the component by defining periods when a component instance is in high demand or when it is considered important that the component meet its availability and performance goals and periods when a component instance is in low demand or when it is less important that the component meet its availability and performance goals.



Service component status A component is characterized by its status just as an event is characterized by its severity. Default possible component statuses are: ■ ■ ■ ■ ■ ■ ■ ■ ■



NONE BLACKOUT UNKNOWN OK INFO WARNING MINOR IMPACTED UNAVAILABLE



How component status is computed The status of a component is computed automatically by the cell when new conditions occur, such as
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■



A new event is received that has a direct impact relationship with a component.



■



The severity of an event changes that has a direct impact relationships with a component.



■



Another component’s status change is propagated to the component.



■



The state of an inbound relationship changes, altering the status propagation from another component.



■



The service schedule associated with the component changes.
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Service component priority



Whether the status of a component is influenced directly by events, by other components’ status changes, or both, depends on the component’s type and its relative position in a particular service infrastructure. For example, the status of an IT component often reflects the receipt of associated events that directly impact its status. Its status may also depend on other components. In contrast, logical components frequently rely on their functional dependencies (relationships) to provide their current status. You can also set a service component’s status manually. For more information about component status computation and status computation models, see BMC Impact Solutions Service Impact Management Guide.



How component status is propagated Status propagation is the passing of a status or a modified status through a relationship. A provider component propagates its status to a consumer component. A consumer component is impacted by the status of its provider component or components. The cell automatically propagates the status of a provider component through its outbound impact relationships as new conditions occur, such as ■ ■



the component’s status changes the state of an outbound impact relationship changes, altering the status propagation from the provider component



Whether and how the status of a provider component is propagated through an outbound impact relationship is controlled by the status propagation model assigned to the relationship. The service model ensures that each impact relationship instance is associated to a valid status propagation model. For more information about status propagation and status propagation models, see the BMC Impact Solutions Service Impact Management Guide.



Service component priority The service component priority indicates how important a component is to the business should that component fail. To help you determine what problems to work on first, dynamic prioritization calculates a service component’s priority based on its schedule (whether a component is in demand at the time), the severity of its status, and its impacts.
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Service component consumer and provider relationships



The final priority of a component is determined by comparing the component’s self priority to the impacts priority. The greater value becomes the final priority value of the component. For more information about how component priority is determined, see the BMC Impact Solutions Service Impact Management Guide.



Service component consumer and provider relationships Service model relationships make it possible to know which business services are affected when an IT asset fails. The status of a provider component impacts the status of the consumer component through the service impact relationship. A single component can function as both a consumer and a provider to other components in the hierarchy as shown in Figure 7: Figure 7



BMC Impact Explorer Impact/Cause View



In the BMC Impact Portal, you view the hierarchical service component relationships in the navigation tree; the provider components are listed under the consumer in the tree.
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Service components service agreement status If you have BMC Service Level Management installed, you can view the status of a component’s compliance target in BMC Impact Explorer or BMC Impact Portal. You can also launch BMC Service Level Management from BMC Impact Explorer to define a Service Level Agreement (SLA) on a configuration item that is part of service model. For SLM installations and configuration information, see the BMC Service Level management Installation Guide and BMC Service Level Management Configuration Guide. BMC Service Level Management uses contracts, agreements, and service targets to monitor the performance of a service, other configuration items, or infrastructure process. Service targets define individual goals. Depending on their type, a service target has terms and conditions or expressions using key performance indicators (KPIs) that contain the data used in measuring whether the service target has met its goal. A compliance target tracks the performance of an agreement to see the percentage of time the agreement was met over a review period. For example, IT commits that an SLA is met 90 percent of the time between January and December of the current year. For complete information about compliance targets and review intervals, see the BMC Impact Solutions Service Impact Management Guide.



Sources of objects in a service model A service model can contain objects (components and relationships) from different sources. In addition, the service model objects in a single cell can originate from multiple sources. So, you can mix different sources of data in a SIM cell. For example, you may have the bulk of your service model objects come from the BMC Atrium CMDB, and then add special objects manually using a BAROC file. It is also possible to track dynamically occurring objects with MRL rules, for example. Data that you send from any given environment must be updated and deleted in the context of that environment. Sources for service model objects are ■ ■ ■ ■ ■ ■



BMC Atrium CMDB pposter and mposter CLI commands BMC Impact Explorer Master Rule Language (MRL) BMC Impact Service Model Integration with HP OpenView Operations third-party repository
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Sources of objects in a service model



The source of the service model data determines the method of delivery into the cell, as described in Table 6. Table 6



How service model objects get to a SIM cell



Source for service model objects



How objects are delivered to a cell



Delivery method



BMC Atrium CMDB



Atrium Publish Feed objects are discovered using discovery tools or API you create them in the BMC Impact Service Model Editor component; they are reconciled by the BMC Atrium CMDB Reconciliation Engine, and then automatically published to the cell using BMC Impact Publishing Server



BAROC source file



you create a BAROC source file of object data and Direct Publish API send it to the cell using the CLI command pposter, which publishes the data to the cell using BMC Impact Publishing Server you create a BAROC source file of object data and source Direct Feed API send it to the cell using the CLI command mposter



BMC Impact Explorer



you create components, relationships, or both in BMC Impact Explorer; when the objects are saved, they are sent directly to the cell



source Direct Feed API



MRL rule



you create a rule that adds objects to the cell on receipt of a trigger event



tool Direct Feed API



BMC Performance Manager



you configure BMC Performance Manager to handle Direct Service Model integration



source Direct Feed API



BMC Impact Service Model Integration with HP OpenView Operations



from BMC Impact Explorer, you create an HP OVO service model view on demand or at scheduled intervals; the HP OVO integration automatically publishes the service model either directly to a BEM or SIM cell in a non-Atrium environment or to the BMC Atrium CMDB for reconciliation before passing the data to a SIM cell



■



In Atrium environment: Atrium Publish Feed



■



In non-Atrium environment: source Direct Feed



Table 7 describes some of the advantages and disadvantages of the different sources for service model data.
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Table 7



Advantages and disadvantages of different object sources



Object source BMC Atrium CMDB



Advantages ■ ■ ■



■ ■



BAROC file with pposter CLI command



■ ■



BMC Impact Explorer



■ ■



MRL rule



■



Disadvantages



handles large, complex service models accepts objects from discovery tools sophisticated features, such as BMC Impact Service Model Editor GUI to create, edit, and delete objects, and dynamic prioritization data is protected from uncontrolled edits customizable permissions are available



■



easy to set up a simple service model quickly managed by BMC Impact Publishing Server, so data is protected from uncontrolled edits



■



user interface to create and edit components and relationships you can add data to complement other sources



■



handles highly dynamic changes



■



■



■ ■



■ ■



■ ■



Direct Publish API



■



validation of the service model is offloaded from the cell, preventing cell processing performance degradation



■
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complex to implement time factor to discover or create, reconcile, and publish objects



useful only for small, simple models BAROC file must be created to exact standards requires knowledge of CLIs may not build complete model not as protected from uncontrolled edits no primary copy in external datastore only practical for special circumstances may not build complete model no primary copy in external datastore the Publishing Server does not retain a master copy of the service model
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BMC Atrium CMDB



Table 7



Advantages and disadvantages of different object sources



Object source



Advantages



BMC Performance Manager



■



obtaining CIs and impact relationships from BPM in SIM is easy



Disadvantages ■ ■ ■



■



■



BMC Impact Service Model Integration with HP OpenView Operations



■ ■ ■ ■ ■ ■



■



obtaining CIs and impact relationships from OVO in SIM is easy data in SIM is protected supports transactional service model updates supports history and logging for troubleshooting invalid data. performance of a cell that is processing a lot of events will not be degraded upgrading from non-CMDB environment to a CMDB environment is easy supports re-initialiazation (pinit)



■



data in SIM is unprotected no transactional service model updates no history and no logging available to troubleshoot invalid data if the cell is processing a lot of events, its performance might be degraded no re-initialization to restore if data becomes out of sync integration is more complex



BMC Atrium CMDB When service model component and relationship data is stored in BMC Atrium CMDB, you use these products from BMC Impact Solutions to create and manage service models: ■ ■



BMC Impact Service Model Editor BMC Impact Publishing Server



This is called the publish feed method of creating and publishing service model objects. In the BMC Impact Service Model Editor, you build and maintain a service model with component objects, and manage your service model environment. In the BMC Impact Publishing Server, you publish service model data to the cells and manage publish environments. Your service model can come solely from BMC Atrium CMDB or you can add objects to it from other sources. For more information about creating service models using BMC Atrium CMDB, see the BMC Impact Solutions Service Modeling and Publishing Guide.
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Non-Atrium CMDB sources for service model objects



Non-Atrium CMDB sources for service model objects There are several methods you can use to create and publish service model objects without using Atrium CMDB. Non-Atrium methods are any application, executable, script, or rule that sends service model data directly to the cell. For more information about creating and editing service model components in BMC Impact Explorer, see BMC Impact Solutions Service Modeling and Publishing Guide.



Direct publish API The direct publish application programming interface uses the BMC Impact Publishing Server. You can create a BAROC source file of object data and send it to the cell using the pposter CLI, which publishes the data to the cell using BMC Impact Publishing Server. This method is useful if you have a third-party repository that contains your service model. You can extract your model into BAROC format and use the BMC Impact Publishing Server to feed your model to one or more cells.



Direct feed API Using the direct feed application programming interface, you create a BAROC source file of object data and send it to the cell using the mposter CLI. Sending service model data to the cell from BMC Impact Explorer, the CLI command mposter, or MRL rules is enabled by default. Because direct feed is enabled by default, when a cell starts, the service management data is loaded. Management data from direct feed cannot be referenced by a service model that is published. Publication will fail if the referenced management data is not published.



BMC Performance Manager With both BMC Impact Portal and BMC Performance Manager installed, you can send service model components from BMC Performance Manager directly to the cell. Service model objects that originate from BMC Performance Manager may be missing relationships, making the service model incomplete. In BMC Impact Explorer, you can create an impact relationship between the two components. For information, see the BMC Performance Manager Portal Monitoring and Management Guide.
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BMC Impact Service Model Integration with HP OpenView Operations



BMC Impact Service Model Integration with HP OpenView Operations The BMC Impact Service Model Integration with HP OpenView Operations (OVO) provides a mechanism to import an HP OVO node hierarchy and automatically create a service model view of the hierarchy. From the Administration tab of the BMC Impact Explorer, you can create an HP OVO service model view on demand or at scheduled intervals. The HP OVO integration automatically publishes the service model either directly to a BEM or SIM cell in a non-Atrium environment or to the BMC Atrium CMDB for reconciliation before passing the data to a SIM cell. The HP OVO integration supports service model publishing to cells in both Atrium and non-Atrium environments. In an Atrium-enabled environment, the BMC Atrium CMDB Reconciliation Engine reconciles objects fetched from HP OVO against the CMDB before automatically publishing the service model to a cell via the Publishing Server. In a non-Atrium scenario, objects are fetched from HP OVO and the Publishing Server handles publishing the service model directly to a BEM or SIM cell. For more information about BMC Impact Service Model Integration with HP OpenView Operations, see the BMC Impact Solutions Service Modeling and Publishing Guide.



How business services are managed With the service model deployed and running on a BMC Impact Manager cell, service managers and IT operations staff can monitor the status of the service’s components in either the BMC Impact Explorer Services View or the BMC Impact Portal Status tab. Each console provides tools for determining the root cause of a problem or the impact that a service component has on a business service. When a service experiences a problem, IT operations staff can manage the underlying events in the BMC Impact Explorer Events View. BMC Impact Explorer provides a visual representation of the relationships between components. The BMC Impact Portal provides a list of components within a model. Compare the Business tree view in the BMC Impact Explorer Services View shown in Figure 10 with the Business tree view in BMC Impact Portal Status tab shown in Figure 9 on page 72.
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How business services are managed



Figure 8



BMC Impact Explorer Services View
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BMC Impact Explorer Services view



Figure 9



BMC Impact Portal Status tab



For complete information about performing tasks in either console, see the BMC Impact Solutions Infrastructure Administration Guide, BMC Portal Getting Started, or the BMC Impact Solutions Service Modeling and Publishing Guide.



BMC Impact Explorer Services view You can view service models that represent a company’s business services in the BMC Impact Explorer Services view. The service model components are organized into hierarchical relationships that can then be navigated from the Services view. In the Services view, the service manager or IT operations staff can determine whether a service model component consumes the services of another service model component (consumer) or whether it provides service to another component (provider). The status of the provider component has an impact on the status of the consumer component by means of its impact relationship.
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BMC Impact Explorer Services view



Service managers and IT operations staff can determine the root cause of a problem or the impact that a service model component has on a business service in the Related Components tab of the Services view, as shown in Figure 10 on page 73. Figure 10



BMC Impact Explorer Services view



From the service model component, you can view and manage the underlying events in the BMC Impact Explorer Events view. For more information about using the Services view to monitor business services, see BMC Impact Solutions Service Impact Management Guide.
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Service reports



Service reports Two reporting mechanisms are available for service impact management, BMC Impact Portal reporting and BMC Event and Impact Reporting. Both mechanisms generate reports about the status of components in your service models and are webaccessible. The two reporting mechanisms include the same report templates, although each reporting mechanism behaves somewhat differently. The following reports are supplied for both reporting mechanisms: ■ ■ ■ ■



Availability report Mean Time To Repair (MTTR) report Mean Time Between Failures (MTBF) report Mean Time Between Service Incidents (MTBSI) report



In addition to these, the BMC Impact Portal includes a Financial Losses report. However, some differences between the two systems might influence which reporting component you want to use. ■



BMC Event and Impact Reporting creates reports of weekly, monthly, or quarterly data, including reports of non-contiguous periods. BMC Impact Portal reports cover periods of contiguous days.



■



BMC Event and Impact Reporting is best used for viewing long-term trends (for example, comparing multi-year first quarter component performance). BMC Impact Portal reports provide more of a real-time snapshot of your components.



■



If you purchase a separate Reporting Studio license for Reporting Foundation, you can use BMC Event and Impact Reporting to create your own reports and to modify the appearance of existing reports. BMC Impact Portal reporting does not offer this functionality.



For more information about BMC Event and Impact Reporting, see the BMC Impact Reporting Installation, Configuration, and User Guide. For more information about BMC Impact Portal reporting see the BMC Performance Manager Portal Monitoring and Management Guide.
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This chapter presents the following topics: Infrastructure management overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . BMC Impact Explorer Administration view . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . High availability cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . What is high availability? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . High availability implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . How high availability functions during normal operation. . . . . . . . . . . . . . . . . . . How high availability functions during failover . . . . . . . . . . . . . . . . . . . . . . . . . . . How high availability functions when primary server becomes available after failover . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . How groups, roles, and permissions in Impact Administration server are related. . Event flow from components to Infrastructure Management. . . . . . . . . . . . . . . . . . . . Event propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Infrastructure management overview



Infrastructure management overview Infrastructure Management makes it easier for administrators with a Full Access or Service Administrator role to monitor and manage BMC SIEM infrastructure components in a real-time service model. These infrastructure components include Impact Manager cells, servers, and integrations. In the Infrastructure Management interface, you not only can monitor the different states of the components based on their color codes, but you also can perform actions on them, such as editing configuration and log files and packaging support files for troubleshooting purposes. Users assigned to Full Access, Service Administrator, or other Admin groups could remotely manage a subset of BMC Infrastructure Management components and applications. In the Infrastructure Management view on the Administrator tab of the BMC IX console, these users could manually launch remote actions (stop, start, pause, and so forth) by selecting the component, right-clicking to open the pop-up menu, and choosing the action from a list of available ones. The availability of the actions depended on the user role and the type of component or application.



BMC Impact Explorer Administration view You can use the Administration view interface to: ■



define and edit event management policies with the Event Management Policies Editor In the Event Management Policies tab, you can define how an event should be processed by the cell after it has been received.



■



define and edit dynamic data with the Dynamic Data Editor You can use the Dynamic Data Editor to define data classes for use in event management rules or service models. You must define a data class before you can define a data instance. You can also use the Dynamic Data Editor to define alias formulas and grant access to components and relationships.



■



monitor and manage BMC event and service management infrastructure components and relationships



■



perform commands to stop, pause, restart, or reconfigure a cell from the Administration view



For more information about the Administration view, see BMC Impact Solutions Infrastructure Management Guide.
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High availability cells



High availability cells What is high availability? Configuring a cell for high availability increases the availability of the cell in disaster cases. When a high availability cell server fails, another server can take over on another host, with minimal loss of data and state, and with minimal delay. High availability only avoids cell failure. It will not improve the cell’s availability in other cases, such as when the load on the cell increases. In this case, the cell will become less responsive whether it is a high availability cell or not. If the cell becomes unavailable on the primary host, it can be restarted in the same, or almost the same state on another machine. Clients will reconnect transparently to the alternate cell server. After the original cell server has been repaired, it can be reinstated and clients will switch back to it.



High availability implementation A high availability cell is implemented as two server processes. One of the two server processes is designated as the primary server, and the other server process is the secondary server. These two roles are not symmetric. The roles can be switched, but this requires a shutdown of both servers and a minor configuration modification. The highest possible availability for a cell occurs when two server machines are close to each other with a highly reliable network connection. When the two server machines are on remote sites, the high availability cell functions more like a Disaster Recovery system. Only one of the two servers should be active at any time. For more information, see the BMC Impact Solutions Infrastructure Management Guide.



How high availability functions during normal operation When the environment is operating normally, the primary server is active, while the secondary server operates in standby mode. All clients communicate with the primary server. The primary server sends all its transactions immediately to the secondary server. As a result, the secondary server is a synchronized duplicate of the primary.



Chapter 5



BMC Impact Solutions infrastructure management



77



How high availability functions during failover



How high availability functions during failover When the primary server becomes unavailable, the secondary server becomes active. This process is called failover. This process can be either manual or automatic, depending on how the high availability cell is configured. By default, failover is automatic. When the primary server becomes unavailable, all disconnected BMC Impact Explorer and BMC Impact Portal clients automatically reconnect to the secondary server. At that time, if the secondary server is in standby mode, reconnected users can see the information that was replicated from the primary server before it became unavailable, but they cannot take any action. CLI clients and other cells do not connect to the secondary server until it is active. In the interval between when the primary server goes down and when the secondary server becomes active, the cells and adapters buffer their events. Timer events are replicated on the secondary server. They are activated when the secondary server becomes active. If the primary server is only temporarily unavailable, and the secondary is not activated, all the clients will reconnect to the primary server as soon as it is available again. Alternatively, if the secondary server becomes active, the BMC Impact Explorer and BMC Impact Portal clients gain Read-Write access to the secondary server and the CLI clients and the other cells will connect to it.



How high availability functions when primary server becomes available after failover The primary server must be activated again after it has been repaired and the secondary server must be reset to standby mode. Switchback is the process of the primary server becoming active and the secondary server reverting to standby mode. This process can be manual or automatic, depending on how the high availability cell is configured. By default, switchback is automatic. When the primary server is started, it always contacts the secondary server, whether switchback is configured as automatic or manual. If the secondary server is running in standby mode or is down, the primary server becomes active immediately. If the secondary server is active, the primary does not immediately become active, even in manual switchback mode. When running as a service, the primary server produces an error message in the trace and terminates. When running in a terminal session, in manual switchback mode, the primary server asks the user if an automatic switchback may be performed. If the answer is negative, the primary server terminates. This prevents the primary and secondary servers from being active at the same time.
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How groups, roles, and permissions in Impact Administration server are related



When the secondary server switches back to standby mode, its clients are disconnected and they automatically reconnect to the primary server. If the secondary server becomes temporarily unavailable and the primary server is also unavailable, clients connect to the first server that becomes active. For more information about high availability, see the BMC Impact Solutions Infrastructure Administration Guide.



BMC Impact Manager command line interface (CLI) The BMC Impact Manager Command Line Interface (CLI) enables users to execute BMC Impact Manager functions immediately from the OS command line or execute product functions from a script. For more information, see the BMC Impact Solutions Infrastructure Administration Guide.



How groups, roles, and permissions in Impact Administration server are related In the IAS configuration, users are assigned to one or more groups. Each group includes one or more roles. The role determines the predefined permissions that the user has. Permissions determine which ■ ■ ■ ■ ■



BMC IX tab views cells events collectors service model component objects



that the user can access, view, or edit. For more details, see the BMC Impact Solutions Infrastructure Administration Guide.
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Event flow from components to Infrastructure Management



Event flow from components to Infrastructure Management All registered components pass events and statuses to the Infrastructure Management interface through the Impact Administration cell. This event flow is one way: from the components to Infrastructure Management. However, you can perform actions on components that reside on remote systems from the Infrastructure Management interface. For more information about events, see the BMC Impact Solutions Event Mangement Guide.



Event propagation A cell propagates events or messages to one or more destination cells or gateways. Each cell has one propagation buffer and one or more destination buffers. There is a destination buffer for each destination to which the cell is propagating events. Every time an event is propagated it occupies one entry in the propagation buffer. The entry for the event remains in the buffer as long as the propagate operation persists. A propagate operation terminates when the message has been acknowledged by the destination cell or when it has not been acknowledged within a specified time period. Once the propagate operation is terminated, the event is removed from the buffer. The originating cell has one destination buffer for each destination. Each event that is propagated occupies one entry in the destination buffer for each destination to which the event is propagated. When an event is propagated to all destinations, the event is immediately entered in the destination buffer of every destination. Each event in the destination buffer is in either a wait or sent state. The event remains in the wait state as long as the destination cell cannot be reached. The event is in a sent state if the event was sent to the destination cell but has not yet been acknowledged. As soon as the specified time-out periods expire and the specified retries are finished, the event is removed from the destination buffer, and the propagate operation is assumed to have failed for that destination. You can use the one_of propagation rule to configure event propagation so that when an event is sent and the first destination cell does not acknowledge the event within a specified time, then the next destination is tried. When each destination has been tried without success, the cell restarts with the first destination. You can use the all propagation rule to propagate to all destinations. In an all propagation, an entry is entered in each destination buffer for all destinations. The propagation operation is terminated only when all destinations either have acknowledged or timed out. For more information about propagation rules, see the BMC Impact Solutions Knowledge Base Development Reference Guide. For more information about events, see the BMC Impact Solutions Event Mangement Guide.
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