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Belief Propagation : two practical examples Thibault Rive, Kevin Bourgeois 



Abstract—The belief propagation algorithm is a sum-product message passing algorithm used on factor graphs. The problem needs to be modeled by a factor graph, id est a graph with two types of nodes : variable nodes to compute, and constraint nodes that represent the system properties. Then, by passing messages recursively between each connected nodes, the graph reaches a stationary (or nearly stationary) state where the variable nodes have the values that solve the system.



I.



T



INTRODUCTION



HIS short paper provides a description of the belief propagation algorithm and of two uses of this algorithm : first to decode LDPC codes, and then to solve sudokus. With the advent of big data, it is more than ever necessary to treat input by probabilistic methods. This paper aims to provide two concrete applications of this algorithm in different fields. The former is heavily used in the industry while the latter is used to solve a simple game.



II. BELIEF PROPAGATION First things first. The belief propagation algorithm apply only to a factor graph. So, what is a factor graph ? A factor graphs is bipartite graph that shows the decomposition of a global function as product of “local” functions depending on one subset of variables [1]. The fact that the graph is bipartite means that we can divide the nodes of the graph into two groups so that each node of a group does not have any edge with the other nodes of its group. This way, when the belief propagation algorithm is applied, there is two distinct types of nodes, variable nodes and function node, and each variable node is only linked to function nodes and each function node is only linked to variable nodes. The goal of the decomposition is to divide a function, representing a complex system, which is difficult to compute, into smaller functions which only depend on a few variables and which can be more easily computed [2]. Knowing all that, we can now give another description of factor graph: a factor graph has a variable node for each variable x i , a factor node for each local function



fi



, and an edge-connecting variable node



to a factor node if and only if x i is an argument of f i . In a nutshell, the graph is a representation of the mathematical Manuscript received December 2013. The work of T. Rive & K. Bourgeois was supported, while students at Télécom Bretagne in Mineure Recherche. The material of this paper was presented in part at the Mineure Recherche orals, December 2013. T. Rive student at Télécom Bretagne (e-mail: [email protected]). K. Bourgeois student at Télécom Bretagne (e-mail: [email protected])



relation: “is argument of”. Just for a bit of history, factor graphs are derived from Tanner graphs which were used to describe families of codes. Sometimes, we are not interested in knowing the whole system behavior, and we just want to know the impact of one variable. Then, we compute the marginal function of this variable using the sum-product algorithm. To that extent, the cycle-free graph needs to be changed into a tree with the variable node whose marginal function is computed as root of the tree. Then, a sum over every variable except x has to be add between a function node and its parent node x . This representation is called the tree representation. The algorithm works this way : it starts at the leaves, and when a node has received messages from all its children nodes, it computes and send a message to its parent node. This message is either a product of the messages received if the node is a variable node, or a product of functions and then a sum if the node is a function node. The algorithm stops when the root of the tree received all messages. In the case several marginal functions need to be computed, the real sum-product algorithm is applied, which makes only a few differences with the previous algorithm. In this case, the graph is not a tree, but still needs to be cycle-free. The sum-product algorithm starts at the nodes. When a node has received messages from all its edges except one, it computes the message and sends it to the remaining node as if it were its parent node of the previous case. When the node receives a message back from the remaining node, it computes and sends messages to all the other nodes. The algorithm ends when a message has been passed on each node, in each direction.



III. LDPC CODES The first example of belief propagation is to decode LDPC Codes. LDPC means Low Density Parity Check [3]. It is a linear error correcting code used to correct the errors of a message after a noisy transmission. It is a capacity achieving code. It means that if we let the code’s size tend to infinity, we can reach the Shannon limit, which is the theoretical maximum rate of transmission. LDPC Codes are sometimes preferred to Turbo Codes because of their lower decoding complexity. LDPC Codes are named that way because they are defined by a sparse parity check matrix. A parity check matrix is a matrix that define the allowed codewords of a system using the fact that the product of all allowed codewords and only them by this matrix gives a zero vector. The matrix is said to be sparse because it contains a lot of zeros, and that is why these codes are called “Low density”. It is very easy to check if a received message contains errors



Module analogie mineure recherche automne 2013



2



or not. All that needs to be done is to apply this kind of scheme :



Fig. 1. Factor graph of the LDPC Codes.



The bits of the message received are put on the first line ( “=” squares ). The nodes of the second line ( “+” squares ) make an addition modulo 2 of the value of all the “=” squares they are connected to. If there is no error, each “=” is equal to 0. The problem is : if there is an error, how to correct it ? That is where belief propagation can be used. As in the picture above, we have a factor graph. There are two kinds of nodes: the variable nodes, which contain the value of the codeword, and the constraint nodes, which represent the system. Of course the graph is bipartite: the only edges are between variables and constraints. All the variable nodes are initialized with the received value. Then we use the sum-product algorithm: each variable sends its value to the constraint nodes that are connected to it. The constraint nodes compute the parity using all the inputs except one, and send to the remaining variable node the value it should have so that the parity is respected. The constraint node do this for all its neighbors. Then, the variable nodes update their value according to the messages of the constraint nodes, and it starts over. As the graph may not be cycle-free, the algorithm cannot stop after one message exchanged on each edge in each direction. The algorithm stops when the messages has reached a fixed point, when they are the same from an iteration to another. The problem is that when there are cycles, the messages may oscillate and converge to a wrong value. The result is the values of the variables nodes at the end of the iterative process. IV. SUDOKUS The second example of belief propagation is to solve sudokus. The graph of the system is always the same and is the following : 81 variable nodes, which are the cells and 27 function nodes, which are the constraints. There are 3 types of constraints : row, column and box. Each constraint node is linked to 9 cell nodes, and the constraint function is that each cell node has a different value. This is the kind of graph it gives :



Fig. 2. Factor graph of sudokus.



The sudoku is solved using the sum-product algorithm [4]. The graph is initialized with the given number of the sudoku. Each cell node contains the probability of taking each value, from 1 to 9. If a cell node has a given number x , then the probability of x is 1 and the probability of the other numbers is 0. Otherwise, if a cell node does not have a given number, the probability of each value is 1/9. The cell nodes send their probabilities to their three constraint nodes. Then, each constraint node sends to its variable nodes the probability for them to take each value, knowing the probabilities sent by the 8 other variable nodes to it. Then, each cell node sends again to each of his constraint node the probability of each state depending on the messages of its 2 other constraint nodes. And the computation keeps going until reaching a stationary state where the value of each cell node is the value that is the most probable taking its 3 constraint nodes into account. This algorithm allows to solve sudokus of moderate difficulty in less than 30 rounds. We implemented a basic version (around 300 lines) of this algorithm using Python. It does not solve difficult sudokus, but while testing the algorithm on 1000 easy sudokus, it achieved to solve around 900 of them in a few minutes. The results of the tests of our algorithm are shown is Figure 3. There are some leads of improvement like adding Gaussian Noise to the messages in order to avoid oscillation of values while solving difficult sudokus, or using parallel computation to reduce computation time.



Success solving rate (in %)
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V. CONCLUSION The Belief Propagation Algorithm can be used in several fields. Everything depends on the faculty to express the problem in term of factor graph. As shown in this paper, Belief Propagation is not always the most accurate or optimal algorithm to solve a problem. Nevertheless, it is often used for its reduced complexity. simple
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intermediate expert
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