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Bayesian inference methods for sources separation

In this paper, we only consider the instantaneous mixing model: ... in two categories: i) Simple Non Gaussian models with heavy tails and ii) Mixture models .... A prior model inspired from Elastic Net regression literature [? ] is: ..... Now consider the joint estimation which is illustrated in two forms, one as usual and the second. 
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ABSTRACT



The main aim of this paper is first to present the Bayesian inference approach for sources separation where we want to infer on the mixing matrix, the sources and all the hyperparameters associated to probabilistic modeling (likelihood and priors). For this purpose, the sources separation problem is considered in four steps: i) Estimation of the sources when the mixing matrix is known; ii) Estimation of the mixing matrix when the sources are known; iii) Joint estimation of sources and the mixing matrix; and finally, iv) Joint estimation of sources and the mixing matrix, hidden variables and hyper-parameters. In all cases, one of the main steps is modeling of sources and the mixing matrix prior laws. We propose to use sparsity enforcing probability laws (such as Generalized Gaussian, Student-t and mixture models) both for the sources and the mixing matrix. For algorithmic and computational aspects, we consider either Joint MAP, MCMC Gibbs sampling or Variational Bayesian Approximation tools. For each class of methods we discuss about their relative costs and performances.



1 Introduction The general sources separation problem can be viewed as an inference problem where first we provide a model linking the observed data (mixed signals) g(t) to unknown sources f (t) through a forward model. In this paper, we only consider the instantaneous mixing model: g(t) = A f (t) + ε(t),



t ∈ [1, · · · , T ]



(1)



where ε(t) represents the errors of modeling and measurement. A is called mixing matrix and when it is invertible, its inverse B = A−1 is called the separating matrix. The second step is to write down the expression of the p( f |A, g) when the mixing matrix A is known, p(A| f , g) when the the sources f are known, or the joint posterior law: p( f , A|g, θ ) =



p(g| f , A, θ 1 ) p( f |θ 2 ) p(A|θ 3 ) p(g|θ 1 , θ 2 , θ 3 )



1



(2)
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where p(g| f , A, θ 1 ) is the likelihood and p( f |θ 2 ) and p(A|θ 3 ) are the priors on sources and the mixing matrix and θ = (θ 1 , θ 2 , θ 3 ) represent the hyper-parameters of the problem. In real and effective problems, we also have to estimate them. This can be done, by assigning them a prior p(θ ) often separable p(θ ) = p(θ 1 ) p(θ 2 ) p(θ 3 ) and writing the expression of the joint posterior: p(g| f , A, θ 1 ) p( f |θ 2 ) p(A|θ 3 ) p(θ ) (3) p( f , A, θ |g) = p(g) In this paper, we will consider these two cases with different prior modeling for sources p( f |θ 2 ) and different priors for the mixing matrix p(A|θ 3 ). In particular, we consider the Generalized Gaussian (GG), Student-t (St), Elastic net (EN) and Mixture of Gaussians (MoG) models. Some of these models are well-known [2, 5–10], some others less. In general, we can classify them in two categories: i) Simple Non Gaussian models with heavy tails and ii) Mixture models with hidden variables z which result to hierarchical models. The second main step in the Bayesian approach is to do the computations. The Bayesian computations in general can be: • Joint optimization of p( f , A, θ |g) which needs optimization algorithms; • MCMC Gibbs sampling methods which need generation of samples from the conditionals p( f |A, θ , g), p(A| f , θ , g) and p(θ | f , A, g); • Bayesian Variational Approximation (BVA) methods which approximate p( f , A, θ |g) by a separable one e θe , g) q2 (A|ef , θe , g) q3 (θ |ef , A, e g) q( f , A, θ |g) = q1 ( f |A, and then using them for the estimation [11]. The rest of the paper is organized as follows: In section 2, we review a few prior models which are frequently used in particular when sparsity has to be enforced. For example, the Generalized Gaussian (GG) with two particular cases of Gaussian (G) and Double Exponential (DE) or Laplace, the Student-t model which can be interpreted as an infinite mixture with a variance hidden variable, Elastic net and the mixture models. In Section 3, we examine in details the estimation of the sources f when the mixing matrix A is known. In section 4 the estimation of the mixing matrix A when the sources f are known is considered. In section 5 we examine the joint estimation of the mixing matrix A and the sources f , and finally, the more realistic case of joint estimation of the mixing matrix A, the sources f , their hidden variables z and the hyper-parameters θ . In section 6, we give principal practical algorithms which can be used in real applications, and finally, in section V we show some results and real applications and in particular in SAR imaging [12] and Sonar sources localization [3, 4].



2 Prior models enforcing sparsity Different prior models have been used to enforce sparsity.
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2.1 Generalized Gaussian (GG), Gaussian (G) and Double Exponentials (DE) models



This is the simplest and the most used model (see for example [1]). Its expression is: ) ( p( f |γ, β ) = ∏ G G ( f j |γ, β ) ∝ exp −γ ∑ | f j |β j



(4)



j



where G G ( f j |γ, β ) =



o n βγ exp −γ| f j |β 2Γ(1/β )



and where the particular cases of β = 2 (Gaussian): (



(5)



)



p( f |γ) = ∏ N ( f j |0, 1/(2γ)) ∝ exp −γ ∑ | f j |2 j



 ∝ exp −γk f k22



(6)



j



β = 1 (Double exponential or Laplace): (



)



p( f |γ) = ∏ DE ( f j |γ) ∝ exp −γ ∑ | f j | j



∝ exp {−γk f k1 }



(7)



j



as well as the cases where 0 < β < 1 are of great interest for sparsity enforcing. 2.2 Student-t (St) and Cauchy (C) models



The second simplest model is the Student-t model: ( p( f |ν) = ∏ S t( f j |ν) ∝ exp − j



where



ν +1 log 1 + f 2j /ν ∑ 2 j



) 



−(ν+1)/2 1 Γ((ν + 1)/2) S t( f j |ν) = √ 1 + f 2j /ν πν Γ(ν/2)



(8)



(9)



Knowing that S t( f j |ν) =



Z ∞ 0



N ( f j |0, 1/τ j ) G (τ j |ν/2, ν/2) dτ j



(10)



we can write this model via the positive hidden variables τ j : o n = ∏ j p( f j |τ j ) = ∏ j N ( f j |0, 1/τ j ) ∝ exp − 12 ∑ j τ j f 2j  p(τ j |α, β ) = G (τ j |α, β ) ∝ τ j (α−1) exp −β τ j with α = β = ν/2



p( f |τ)



(11)



Cauchy model is obtained when ν = 1: (



)  2



p( f ) = ∏ C ( f j ) ∝ exp − ∑ log 1 + f j j



j
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2.3 Elastic Net (EN) prior model



A prior model inspired from Elastic Net regression literature [? ] is: (



)



p( f |ν) = ∏ E N ( f j |ν) ∝ exp − ∑(γ1 | f j | + γ2 f 2j ) j



where



(13)



j



 E N ( f j |ν) = N (0, 1/γ1 ) DE (γ1 ) = c exp −γ1 | f j | − γ2 f 2j )



(14)



which is a product of a Gaussian and a Double Exponential pdfs. 2.4 Mixture of two Gaussians (MoG2) model



The mixture models are also very commonly used as prior models. In particular the Mixture of two Gaussians (MoG2) model:  p( f |λ , v1 , v0 ) = ∏ λ N ( f j |0, v1 ) + (1 − λ )N ( f j |0, v0 ) (15) j



which can also be expressed through the binary valued hidden variables z j ∈ {0, 1}     f 2j  1 p( f |z) = ∏ j p( f j |z j ) = ∏ j N f j |0, vz j ∝ exp − 2 ∑ j vz j  P(z j = 1) = λ , P(z j = 0) = 1 − λ



(16)



In general v1 >> v0 and λ measures the sparsity (0 < λ 























des documents recommandant







[image: alt]





Bayesian inference methods for sources separation 

For example, the Generalized Gaussian (GG) with two particular cases of Gaussian ...... and F(q) is the free energy associated to q defined as. F(q) = ã€ˆ ln p(f,A,z,Î¸ ...










 


[image: alt]





Bayesian inference methods for sources separation 

Feb 23, 2012 - ... inference methods for sources separation. Ali Mohammad-Djafari. Laboratoire des Signaux et Syst`emes,. UMR8506 CNRS-SUPELEC-UNIV ...










 


[image: alt]





Bayesian sparse sources separation 

A. Mohammad-Djafari, iTWIST2012, May 09-11, 2012, CIRM, Marseilles, France, ..... Estimation of Structured Gaussian Mixtures: The Inverse EM Algorithm,â€�.










 


[image: alt]





From deterministic methods to probabilistic Bayesian inference 

Positron emission tomography (PET). â–» Magnetic .... f(x, y) dl g(r,Ï†) = âˆ«âˆ«D f(x, y) Î´(r âˆ’ x cos Ï† âˆ’ y sin Ï†) dx dy f(x,y)-. RT. -g(r,Ï†) phi r p(r,phi). 0. 45. 90. 135. 180.










 


[image: alt]





From deterministic methods to probabilistic Bayesian inference 

A Multislice CT Scanner ... Radio astronomy (interferometry imaging systems). The Very ..... A coherent approach to combine information content of the data and ...










 


[image: alt]





Bayesian sparse sources separation - Ali Mohammad-Djafari 

The general sources separation problem can be viewed as an inference problem where first we provide a model linking the observed data (mixed signals) g(t) to ...










 


[image: alt]





Variational Bayesian Approximation methods for 

Nov 23, 2012 - Prior models with hidden variables: p(f|z,Î¸2) p(z|Î¸3) q(f,z,Î¸|g) âˆ� p(g|f ...... â€œHierarchical Markovian Models for Joint Classification, Segmentation.










 


[image: alt]





overview of bayesian inference, maximum entropy and svm methods 

Feature selection analyses from the perspective of classification performance con- ducts to the discussion of the relationships between SVM, Bayesian and ...










 


[image: alt]





Regularization and Bayesian Inference Approach for Inverse 

VISIGRAPP 2010 Keynote Lecture, Anger, France, 17-21 May 2010 ..... X ray Tomography: Analytical Inversion methods f (x,y). E x. Ty r Ï†. â€¢D .... Advantages:.










 


[image: alt]





Bayesian blind component separation for cosmic microwave 

mation, separate the spatial and frequency terms [3, 11] so that equation 1 reads. @ 8 "!B Af X%('0) 1 `!$&%('0) "! ..... of equation 6 is quadratic as a function of.










 


[image: alt]





subspace method for blind separation of sources 

sensors than sources, the convolutive mixture can be itenti ed up to ... is a q{variate signal supposed to be the output ... If the scalar sequence is replaced by a p{variate .... B11 B12. B21 B22 ! = GUN(H). (6) where Bij is (Mi + N + 1) (Mj + N + 1










 


[image: alt]





BAYESIAN INFERENCE WITH HIERARCHICAL 

problems focusing on the linear models for signal and im- age processing is given. .... In many generic inverse problems in signal and image pro- cessing, the problem can ...... nuclear medecine, (Beijing, China), 2009. [11] M. D. Fall, E. Barat, ...










 


[image: alt]





BAYESIAN BLIND SOURCE SEPARATION FOR ... - Hichem Snoussi 

flip angle = 90 degrees) obtained consistently over a 3-min, 40-s period for a total of 220 scans. Our method is tested on two different slices where we expect,.










 


[image: alt]





Fourth Order Criteria for Blind Sources Separation 

In this paper, in the case of instantaneous mixtures of 2 sources, we study ..... number of samples used to estimate the cross cumulant and the separation.










 


[image: alt]





Sources separation methods: An overview - Ali Mohammad-Djafari 

where P is a Permutation matrix and Î› a scale (diagonal) matrix. â–· Main Hypothesis:: f1(t),... ..... Î»a = vÇ«/va ..... svd and keep all the non-zero svd: Î£x = AÎ£sAâ€². 0.










 


[image: alt]





Variational Bayesian Approximation methods for inverse problems 

f = [f1,Â·Â·Â· ,fn]â€² represents the unknowns, g = [g1,Â·Â·Â· ,gm]â€² the observed data, Ç« = [Ç«1,Â·Â·Â· ,Ç«m]â€² the errors of modelling and measurement and H the matrix of the ...










 


[image: alt]





Efficient Scalable Variational Bayesian Approximation methods for 

g = Hf+ϵ, ϵi ∼ N(ϵi |0,vei ) → ϵ ∼ N(ϵ|0,Ve = diag [ve1,··· ,veM]). – Student-t prior model and its equivalent IGSM : f j |vfj ∼ N(f j |0,vfj ) and vfj ∼ IG(vfj |αf0 ,βf0 ) ...










 


[image: alt]





object perception as bayesian inference 

Oct 6, 2003 - built-in knowledge of the scene and how retinal images are formed and uses this ...... imagine that you emerge from your house in the morning and notice that the grass is wet. ..... Geisler WS, Perry JS, Super BJ, Gallogly DP.










 


[image: alt]





Variational Bayesian Approximation methods for inverse problems 

Signal deconvolution in Proteomic and molecular imaging ... micromotion target based on sparse signal representation,â€� EURASIP Journal on Advances in ...










 


[image: alt]





object perception as bayesian inference 

Oct 6, 2003 - Departments of Statistics and Psychology, University of California, Los .... Understanding how the brain translates retinal image intensities to ...










 


[image: alt]





Bayesian inference for inverse problems of signal and image 

Bayesian inference for inverse problems of signal and image processing in acoustics ... Case studies: Deconvolution, Image restoration, Acoustic sources.










 


[image: alt]





Bayesian inference for inverses problems in signal and image 

Multi sensor image processing problems. â€¢ Disjoint multi sensors system: g i. = Hif i. + Ïµi, i = 1,Â·Â·Â· ,M. â€¢ General multi input multi output (MIMO) system: g i. = N. âˆ‘.










 


[image: alt]





Bayesian Inference for Multiband Image Segmentation via Model 

processing operations such as image registration and archiving. We will use the ... The model-based clustering tree algorithm operates re- cursively on the .... Applications ..... Answers via model-based cluster analysis" , The Computer J our- ... [2










 


[image: alt]





Bayesian inference for inverse problems in signal and image 

and data fusion problems and present new methods we developed recently ..... The final point before obtaining an expression for the posterior probability law.










 














×
Report Bayesian inference methods for sources separation





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



