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enabling us to solve the inverse problem through the fusion algorithm. .... X = SL, modeled by a quadratic Markov Random Field [5] with an energy function. 
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Abstract. The new integral-field spectrograph MUSE will acquire hyperspectral images of the deep sky, requiring huge amounts of raw data to be processed, posing a challenge to modern algorithms and technologies. In order to achieve the required sensitivity to observe very faint objects, many observations need to be reconstructed and co-added into a single data cube. In this paper, we propose a new fusion method to combine all raw observations while removing most of the instrumental and observational artifacts such as blur or cosmic rays. Thus, the results can be accurately and consistently analyzed by astronomers. We use a Bayesian framework allowing for optimal data fusion and uncertainty estimation. The knowledge of the instrument allows to write the direct problem (data acquisition on the detector matrix) and then to invert it through Bayesian inference, assuming a smoothness prior for the data cube to be reconstructed. Compared to existing methods, the originality of the new technique is in the propagation of errors throughout the fusion pipeline and the ability to deal with various acquisition parameters for each input image. For this paper, we focus on small-size, simulated astronomical observations with varying parameters to validate the image formation model, the reconstruction algorithm and the predicted uncertainties. Keywords: hyperspectral images, data fusion, Bayesian inference, uncertainties, astronomy



1. INTRODUCTION MUSE (Multi Unit Spectroscopic Explorer) [1] will be operational in 2012 on the VLT (Very Large Telescope) at Paranal, Chile. This instrument will acquire hyperspectral images (4000 spectral bands of 3002 pixels each), allowing to observe galaxies when the Universe was only a few billion years old. This is the first time that such resolutions should be obtained for extremely distant and faint galaxies. In order to achieve the required sensitivity, the total exposure time must reach 80 hours, divided into 80 exposures of 1 hour each in order to detect and filter the cosmic rays. A single deep-field observation is then composed of 80 raw CCD images covering the same field of view but acquired under varying conditions: spatial and spectral sampling lattice, PSF/LSF (Point or Line Spread Function), geometric distortions, cosmic rays, noise, missing or corrupted values... and representing nearly 60 GB of data, which poses a challenge to modern processing algorithms and technologies. In this paper, we propose a new fusion method to combine all raw observations into a single model while removing most of the instrumental and acquisition-related artifacts. We extend to 3D the method developed in [2] for the fusion of 2D images. We use a probabilistic approach allowing for optimal data fusion and uncertainty estimation at the same time. Thus, astronomers can analyze the result rigorously: for instance, astrometry and photometry can be accurately computed, with consistent error bars. The knowledge of instrument design and acquisition parameters allows to accurately



write the forward model (image formation model for the raw data on the sensor), enabling us to solve the inverse problem through the fusion algorithm. The inversion is carried out via a posteriori probability maximization using a fast, deterministic energy minimization method. Indeed, speed is mandatory when such huge amounts of data are involved. The first step of the proposed method performs a sequential reconstruction and registration of each acquisition over a common sampling grid and thus implies both a spatial and a spectral resampling. The resampling scheme involves 3rd order B-splines [3], known to be a good compromise between accuracy and computational complexity. The blur introduced during this first step is removed during a deconvolution step. We can take advantage of the large number of redundant observations to detect and eliminate the impulse noise due to cosmic rays, as explained in Section 3.3. Compared to existing methods such as Drizzling [4] or interpolation, the originality of the proposed method is in rigorous error propagation and effective compensation of observational effects and imperfections. At last, the model could be easily updated whenever new astronomical data are acquired. The main challenge will be to efficiently handle a huge data set containing the acquisition parameters, the raw data for all observations, the current reconstructed model and the various coefficients relating the model space to the sensor space. In order to run the proposed Bayesian algorithm, we need to have access to the raw data, not the cubes reconstructed using the data reduction pipeline.



2. THE FORWARD MODEL: FROM SCENE TO SENSOR 2.1. Brief instrument description Integral Field Spectrographs (IFS) in astronomical telescopes record a spectrum for each spatial sample of the image plane. For MUSE, in order to achieve a 300×300 spatial resolution the light first goes into a field splitter, and each of the 24 subfields is fed into a separate unit (IFU) (see Fig. 1). For each unit an image slicer splits the subfield into 48 slices which are aligned side by side before entering the spectrograph, where the light is dispersed along an axis normal to the slices and an image is formed on a CCD matrix of 4096×4096 pixels. The geometric transforms in the instrument are determined from calibration and are assumed to be known. A basic reconstruction can be performed using this information only. However, the image formation in the focal plane of the telescope is affected by a spatially-variable and wavelength-dependent blur (modeled by the 2D PSF), and the spectrograph also introduces some blur (modeled by the 1D LSF). Moreover, despite all the care taken to design the sensor (high efficiency detectors and −130o C cooling) the recorded data are contaminated by signal-dependent noise. Thus, a rigorous object reconstruction requires to solve an ill-posed problem similar to deconvolution, with some extra difficulty induced by the dimensionality.



2.2. Raw image formation, optimal sampling and objet modeling The underlying scene τ (u, λ), a continuous function of space u and wavelength λ, is first convolved with the spatial PSF (summarizing the effects of the instrument and the atmosphere) and then sampled on a spatial grid uis (where s is a spatial index and i the observation number). The function uis encodes all the spatial sampling geometry, from



z



FIGURE 1. Left: Formation of a single observation in the MUSE instrument using a slicer and 24 integral field units (IFU) with one CCD sensor each. Right: Correspondence between pixels of raw MUSE observations (2D matrices) and the related elements of the model (3D cube).



telescope pointing and orientation to splitter and slicer size, location and orientation parameters. The PSF depends both on the spatial location uis and λ. We get a continuous spectrum ζsi (λ) at each location s, which is in turn convolved by the LSF (spectrograph impulse response, assumed equal for all spatial samples). As the LSF width is proportional to λ, we reparametrize the wavelength space with z = Aλ2 + Bλ + C so that the LSF applied to functions of z is independent of z. The reparametrized spectra Jsi (z) = ζsi (λ(z)) are then simply convolved with the LSF. Finally they are sampled on a grid zst = as t2 + bs t + cs (where t denotes a spectral index) since the dispersion on the CCD is linear in λ. In the end we get:   i Ist = Jsi (z) ? LSF(z) (zst ) = T (u, z) ? PSFuis zst (u)LSF(z) (uis , zst ) (1) where the scene T (u, z) = τ (u, λ(z)) is convolved in 3D with a spatial-spectral separable i taking into kernel PSF×LSF. The i-th observation Ysti is multiplied by a factor νst account the integration time, the overall transmission coefficients, the individual detector sensitivity and the spectral response of the CCD. There is also an additive noise modeled by an independent Gaussian process depending on the spatial location on the detector (a combination of Gauss, Poisson, uniform and impulse noise yielding a signal-dependent i such that variance) of mean µist (detector offset) and standard deviation σst i i i Ysti ∼ N (νst Ist + µist , σst )



(2)



Bad pixels (known in advance) and cosmic rays (detected on the fly and labeled, see i Section 3.3) are affected an arbitrarily high variance such that 1/σst ' 0. A radiometric correction is performed on the raw data, and yields Y˜ such that Y i − µi σi i Y˜sti = st i st and σ ˜st = st (3) i νst νst A key point is the assumption that astronomical observations are band-limited both in space and wavelength, due to the convolution kernels; therefore there is no point in trying i i Y˜sti ∼ N (Ist ,σ ˜st ) where



to recover the original scene T and we aim at the band-limited function F = T ? ϕ, with finite spatial and spectral resolution fixed by the 3D kernel ϕ(u, z) = ϕ(ux )ϕ(uy )ϕ(z). An ideal instrument would have a PSF×LSF= ϕ(u, z) and this is the target we are aiming at. See [2] for details in a 2D context; we assume the same approach is valid in 3D. Thanks to B-Spline interpolation theory [3], and choosing ϕ as a B-Spline function (known to be nearly band-limiting with a compact spatial support), F can be wellapproximated by a discrete sum of kernels weighted by the Spline coefficients L. XX F (u, z) = T (u, z) ? ϕ(u, z) ' Ljk ϕ(u − j, z − k) (4) j
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In practice, the model we are aiming at is a discrete version of F , the data cube X, sampled at integer locations; we can equivalently use X or L as we have X = s ? L where s is the discrete kernel sjk = ϕ(j, k) (X = SL in matrix notation). The continuous F can always be obtained from the data cube X via Spline interpolation. If the PSF and LSF are band-limited (basically, if they are wider than the Spline kernel) they can be rewritten in a similar way as a sum of Spline kernels, and we can i as a linear combination of Spline coefficients: rewrite Eqn. (1) to express each sample Ist XX i i i Ist = Ljk αstjk with αstjk = PSFuis zst (uis − j) LSF(zst − k) (5) j
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We call α the rendering coefficients, relating the unknown model coefficients L and the mean of the radiometrically corrected data I i . They encode all geometric transforms and blur kernels of the system and are assumed known from calibration. In matrix notation Eqn. (5) writes I i = αi L.



3. HYPERSPECTRAL DATA FUSION We propose to use Bayesian inference to recover the model coefficients L (and then the data cube X) from all observations Y i corrected using Eqn. (3). A prior model is required and we assume a certain spatial and spectral smoothness of the data cube X = SL, modeled by a quadratic Markov Random Field [5] with an energy function Φ(L), with respective spatial and spectral regularization parameters ωu and ωz :  P (L | ωu , ωz ) ∝ e−Φ(L)/2 with Φ(L) = ωu kDx SLk2 + kDy SLk2 + ωz kDz SLk2 (6) where Dx , Dy and Dz are spatial and spectral first order difference operators. As we assume independent observations, and using Eqns. (3) and (5) the joint likelihood for all the data {Y i } is given by: Y Y Y − αi L−Y˜ i 2 2˜σi 2 i )st st P ({Y } | L) ∝ e ( (7) i
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Bayesian inference consists of writing the posterior probability density function (pdf) P (L | {Y i }), proportional to the prior (6) times the likelihood (7), and finding the optimum; the uncertainties can be estimated by taking a Gaussian approximation at the optimum and computing the covariance matrix. In our case, the pdf is already Gaussian, i.e. the energy U (L) = − log P (L | {Y i }) is a quadratic form. Its gradient is given by: X  ∇U (L) = αi T P i αi L − Y˜ i + (ωu Qu + ωz Qz )L (8) i



i2 and the prior precision where P i is the diagonal noise precision matrix made of 1/˜ σst 2 T 2 T T matrices are Qu = Dx Dx S + Dy Dy S and Qz = Dz Dz S 2 . Given the high dimensionality of the problem, the algebraic inversion is intractable, despite the closed-form ˆ derived from the equation ∇U (L) ˆ = 0. expression of the optimum L



3.1. Sequential data cube reconstruction and fusion We rewrite the gradient (8) to show how we handle large data sets through a sequential, rather than simultaneous reconstruction and fusion procedure. We denote by Λf the re-blurred and co-added data cube and by αf the overall data precision matrix: X X Λf = αi T P i Y˜ i and αf = αi T P i αi (9) i
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Then the gradient and Hessian, or inverse covariance matrix Σ−1 , reduce to ∇U (L) = Σ−1 L − Λf



with



Σ−1 = αf + ωu Qu + ωz Qz



(10)



The first step of the fusion then consists of co-adding the observations one by one to form Λf , which reminds of the Drizzling method [4] except there is no normalization. We go from image to model space by applying αi T , which compensates spatial shifts and reapplies the blur kernels to form a fuzzy, but geometrically consistent result. This result is affected by a blur characterized by the non-diagonal αf and that needs to be removed in a deconvolution step. Here we present a simple way of performing this task but other, more sophisticated schemes based on state of the art priors are under investigation within the DAHLIA project.



3.2. Iterative deconvolution Once the co-added Λf has been computed and stored, a conjugate gradient method [6] can be used to minimize the quadratic form U (L). The main difficulty is in recomputing αf to minimize memory requirements and avoid storage issues (each αi already requires 32GB). Each iteration requires to compute αf V for a vector V , done sequentially for each observation as in the computation of Λf but replacing Y˜ i with αi V . In the end, the uncertainties are estimated by inverting the precision matrix Σ−1 . This can only be done approximately due to its dimension. We use the method described in [7] where the inversion is performed locally using a sliding window. We provide the diagonal and nearest diagonal elements (embedding the interaction between spatial neighbors or between neighboring bands) as shown on the left of Fig. 3.



3.3. Cosmic ray detection and rejection We propose to detect the cosmic rays in two passes. The first pass consists of detecting and rejecting outliers on the fly while computing Λf in Eqn. (9); this is done in the object ˜ i is considered for each model location, but only a few elements space. A time series of Λ ˜ i is the normalized version of αi T P i Y˜ i as need to be stored, to save memory. Here, Λ defined in the Drizzling algorithm, so that successive values can be compared despite ¯ f excluding radiometric differences (e.g. integration time). The goal is to build a clean Λ ¯ suspicious contributions and then, through deconvolution, get a first estimate L.



¯ is used to In a second step, we take the observations one by one, and the estimate L i i ¯ ¯ predict the mean of the data through I = α L and the final outlier labeling can be done directly in the data space. Outlier detection is done via statistical significance check, i i since the noise variance is known for each detector pixel. If |I¯st − Y˜sti | > 3˜ σst the pixel is labeled as an outlier and rejected by setting the corresponding diagonal element of P i to 0. Finally, the deconvolution is done a second time with the updated P i . One might repeat the last step to increase the detection rate, but the extra computational time needs to be justified by a significant gain, and it is not clear at this point if this is needed at all.



4. RESULTS FROM SIMULATED DATA We simulated 4 observations from a synthetic scene made of 2 stars (Dirac distributions in space), and 2 elliptical galaxies (Gaussian distributions in space), using equations (1)(2). Each object has a spectrum defined by a mixture of Gaussian and Dirac distributions (to simulate background and emission lines). The model size is 32×32×32 and the CCD images (raw data) are 1024×32. The geometry is kept simple: there is only a spatial shift between the observations. FSF and LSF vary by observation and scale with the wavelength, but are spatially constant. There is no shift between spectra on the sensor, so that the raw data can be easily rearranged in a data cube for testing and display purposes. In MUSE this will not possible, so the raw data could not be shown without performing a reconstruction. Finally, the noise variance is kept constant for all detectors and all observations, there are no cosmic rays, and sensor biases are absent. The spectra tend to get more blurred with increasing λ, and the irregular sampling of λ in the model space helps compensate this variability. The spatial blur also increases with λ and the Bayesian inversion is supposed to take care of that, and minimize the spectral distortion; however, in practice, the highest spatial frequencies may be lost (depending on blur size and noise level) and cannot be recovered with the simple prior (6). This is most obvious for stars; smooth objects such as galaxies do not exhibit such problems. Part of the results are shown in Fig. 2 for some selected bands or spatial locations. The ideal cube is obtained by setting PSF×LSF = ϕ, without noise (no blur except for the Spline kernel). We compared our method with simple reconstruction techniques based on interpolation, using only the geometry and radiometry of the system and without the ability to compensate the blur. Drizzling could not be used because it would introduce even more blur, in the same way as Λf . The improvements brought by Bayesian fusion are obvious in the largest band numbers (higher λ) where the restored spectra are close to ideal, and the deconvolved images become acceptably sharp. The spectral distortion is greatly reduced when compared to interpolation as shown in the cross-sections. The uncertainties are shown in Fig. 3; in this simulation the covariances are independent of the spatial location. However, they strongly depend on λ. Despite the optimal spectral resampling, the uncertainty quickly increases with λ, which is mainly due to the enlargement of the spatial blur kernel. Thus, the variance reflects the quality of the data (the noise level is fixed but the blur is stronger). The covariance encodes the dependence between model coefficients. There is more dependence in space than in wavelength. Moreover, the spatial correlation increases with λ, reaching 0.7 which can be explained by a spatial oversampling of factor 2 on both axes. To reduce this, the model spatial resolution should be wavelength-dependent, but it is not very practical.
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FIGURE 2. Results from synthetic data (32 × 32 pixels and 32 bands): 2 out of 4 observations (the raw data 1024 × 32 were de-interlaced and re-arranged to form a 32 × 32 image for each wavelength), the ideal images, and the results with simple interpolation techniques and with the proposed method. In each case we show the bands (1, 13, 32), the spectra for all columns and row 9 (with a plot of the spectrum for row 9 and column 9), and the cross-sections for bands (1, 13, 32) and row 9.
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FIGURE 3. Left: the output from the Bayesian fusion algorithm is the mean data cube and 4 neardiagonal elements of the covariance matrix. Right: results from simulated data where variances and covariance are spatially uniform, therefore only the wavelength dependence is shown.



5. CONCLUSION AND FUTURE WORK The preliminary tests showed that a hyperspectral data cube can be successfully reconstructed via Bayesian inversion from multiple blurred, noisy and interlaced data, providing more consistent results than state of the art methods based on interpolation. The effects of data acquisition parameters, model resolution, sampling grid and regularization parameters are now well-understood. The complexity of the algorithm and memory requirements have been evaluated and optimized in order to handle large data sets. The method is currently being extended to be more robust to cosmic rays. In the future, a first full-scale demonstration will be carried out on realistic synthetic data provided by the MUSE co-investigator team, realistic noise and cosmic rays included. We will test the ability of the algorithm and its implementation to handle real data (high dimension and accurate instrument modeling), and evaluate the quality of the output from an astronomical point of view, and its robustness to outliers. Hopefully, the first real data will be available in 2012 and the first fusion results will be handed out to astronomers.
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