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Abstract—Blind image deconvolution consists in restoring a blurred and noisy image when the point spread function of the blurring system is not known a priori. This inverse problem is ill-posed and need prior information to obtain a satisfactory solution. Regularization methods, well known, for simple image deconvolution is not enough. Bayesian inference approach with appropriate priors on the image as well as on the PSF has been used successfully, in particular with a Gaussian prior on the PSF and a sparsity enforcing prior on the image. Joint Maximum A posteriori (JMAP), Bayesian Expectation-Maximization (BEM) algorithm for marginalized MAP and Variational Bayesian Approximation (VBA) are the methods which have been considered recently with some advantages for the last one. In this paper, first we review these methods and give some original insights by comparing them, in particular for their respective properties, advantages and drawbacks and their computational complexity. Then we propose to look at these methods in two cases: A simple one which is using Gaussian priors for both the PSF and the image and a more appropriate case which is a Student-t prior for the image to enhance the sharpness (sparsity) of the image while keeping Gaussian prior for the PSF. We take advantages of the Infinite Gaussian Mixture (IGM) property of the Student-t to consider a hierarchical Gaussian-Inverse Gamma prior model for the image. We give detailed comparison of these three methods for this case. Keywords—Blind Deconvolution, Image restoration, Regularization, Bayesian approach, Prior models, Sparsity, Markov models, Hierarchical models, Expectation Maximization, Variational Bayesian Approximation.



I. I NTRODUCTION A blurred image g(x, y) can be modelled as the convolution of the original sharp image f (x, y) with a point spread function (pdf) h(x, y): g(x, y) = f (x, y) ∗ h(x, y) + ǫ(x, y),



(1)



where * represents the convolution operation and ǫ(x, y) the errors. The inverse problem of the deconvolution consists in estimating f (x, y) from the blurred and noisy image g(x, y) when the Point Spread Function (PSF) h(x, y) of the blurring system is known a priori. This inverse problem is ill-posed and needs prior information on the original image. Regularization theory and the Bayesian inversion have been successful for this task. See for example [1], [2] and [3], [4], [5], [6], [7], [8], [9], [10]. Blind Deconvolution consists in restoring the blurred and noisy image g(x, y) when the PSF h(x, y) is not known



a priori. This inverse problem is still more ill-posed and need strong prior information to obtain a satisfactory solution. Regularization theory and simple Bayesian inversion, well known, for simple deconvolution are no more enough [11], [12]. Bayesian inference approach with appropriate priors on the image as well as on the PSF has been used successfully [2], [13], [14], [15], [16]. In particular, a Gaussian prior on the PSF and a sparsity enforcing prior on the image has been used successfully [17], [12], [18]. Joint Maximum A posteriori (JMAP) estimation of the image f (x, y) and the PSF h(x, y), Expectation-Maximization algorithm for marginal MAP and the Variational Bayesian Approximation (BVA) are three main methods which have been considered recently with some advantages for the last one [19], [20], [21], [15], [22], [23]. In this paper, first we review the basic ideas of these methods and give some original insights by comparing these three methods and their associated algorithms. Then, we discuss more in detail their properties as well as their computational costs and complexities for two cases: one for the case of Gaussian priors for both image and the PSF and the second for the case where we still keep a Gaussian prior for the PSF but we propose to use the Student-t prior for the image. The Student-t model has the advantage of sparsity enforcing property and its Infinite Gaussian Mixture property gives the possibility of proposing a hierarchical structure generative graphical model for the output data. Finally, we give details of the three estimation methods of JMAP, BEM and VBA for this prior model and discuss more in detail their properties as well as their computational costs and complexities. II.



BACKGROUND



ON BAYESIAN APPROACH FOR BLIND DECONVOLUTION



Assuming a forward convolution model, additive noise, and discretized model, we have: g = h ∗ f + ǫ = Hf + ǫ = F h + ǫ,



(2)



where f represents the unknown sharp image, h the unknown PSF, ǫ the errors, H the 2D convolution matrix (Toeplitz-BlocToeplitz) obtained from the PSF h and F the 2D convolution matrix obtained from the image f [24], [25], [26]. Using this forward model and assigning the forward p(g|f , h) and the prior laws p(f ) and p(h), the Bayesian
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approach starts with the expression of the joint posterior law p(f , h|g) =



p(g|f , h) p(f ) p(h) . p(g)



(3)



From here, basically, two approaches have been proposed to estimate both f and h: •



JMAP: b , h) b = arg max {p(f , h|g)} (f (f , h )



(4)



and Marginal likelihood estimate of h:



•



b = arg max {p(h|g)} , h h where p(h|g) =



Z



p(f , h|g) df



(5)



(6)



and followed by: n o b g) . b = arg max p(f |h, f f
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So, its alternate optimization with respect to f (with fixed h) and h (with fixed f ) result to the following iterative algorithm: 



JMAP Algorithm: 



Initialization: 



(0) (0)



h = h0 , H = Convmtx(h ) 



Iterations:



 



(k) = arg min JMAP (f , h) = (H ′ H + λf I)−1 H ′ g



f



f 



F = Convmtx(f (k−1) ) 



(k)  ′ ′ −1 ′



h = arg min J



MAP (f , h) = (F F + λh C h C h ) F g h 



H = Convmtx(h(k−1) ) (11) v where λf = vfǫ and λh = vvhǫ . B. Bayesian Expectation-Maximization (BEM) The second method, needs first the integration (marginalization): Z p(h|g) =



(7)



The first one is easily understood and linked to the classical regularization theory, if we note that:  b , h) b = arg max {p(f , h|g)} = arg min J (f MAP (f , h) (f ,h) (f ,h)



p(f , h|g) df



(12)



which can not often be done analytically and needs approximation methods to obtain the solution. The ExpectationMaximization (EM) and its Bayesian version (BEM) try to find this solution by alternate maximizing of some lower bound p∗ (h|g) to it. In summary, the BEM algorithm can be written as a two step iterative algorithm: • E step:Compute the expected value:



with



Q(h, h(k−1) ) = hln p(f , h|g)ip(f |h(k−1) ,g )



JMAP (f , h) = − ln p(g|f , h) − ln p(f ) − ln p(h)



(8)



which, with the following Gaussian priors: p(ǫ) = N (ǫ|0, vǫ I),



p(f ) = N (f |0, vf I)



and p(h) = N (h|0, vh (C ′h C h )−1 ) becomes: JMAP (f , h) =



1 1 1 kg−h∗f k22 )+ kfk22 + kC h hk22 . (9) vǫ vf vh



A. Joint MAP estimation: Noting that kg − h ∗ f k22 = kg − Hf k22 = kg − F hk22 , the JMAP Criterion (9) can be written as: JMAP (f , h)= =



1 vǫ kg 1 vǫ kg



− H ∗ f k22 ) + v1f kf k22 + v1h kC h hk22 − F ∗ hk22 ) + v1f kf k22 + v1h kC h hk22 . (10)



•



(13)



M step: n o h(k) = arg max Q(h, h(k−1) ) h



(14)



For the Gaussian case, noting that − ln p(f , h|g) = c + 12 JMAP (f , h) h = c + 21 v1ǫ kg − h ∗ f k22 ) + v1f kf k22 +



1 2 vh kC h hk2



i



(15) where c is a constant which will be eliminated since after, and that < − ln p(f , h|g) > =< kg − h ∗ f k22 ) > +λf < kf k22 ) > +λh kC h hk22  1 = vǫ kgk2 − 2g ′ < F > h + k < F > hk2 + (16)   Tr HCov [f ] H ′ + λh kC h hk22   = kg− < F > hk2 + kDf hk2 + λh kC h hk22  where we assumed that Tr HCov [f ] H ′ can be written as kDf hk2 which is possible. Then, with this relation, it is easy
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to write down the Bayesian EM algorithm as follows: 







































Bayesian EM Algorithm: Initialization: h(0) = h0 ,



H = Convmtx(h(0) )



Iterations: Σf = vǫ (H ′ H + λf I)−1



(17)



f (k) = (H ′ H + λf I)−1 H ′ g F = Convmtx(f (k−1) )  Tr HΣf H ′ = kD f hk22



h(k) = (F ′ F + λh C ′h C h + D′f D f )−1 F ′ g H = Convmtx(h(k−1) )



C. Variational Bayesian Approximation (VBA)



The third approach which, in some way, generalizes BEM, is the VBA method which consists in approximating the joint posterior law p(f , h|g) by a separable one q(f , h) = q1 (f |h) q2 (h|f ) by minimizing the Kullback-Leibler KL(q : p). It is easily shown that the alternate optimization of this criterion results to the following iterative algorithm: •



E step:Compute the expected values hln p(f , h|g)iq1 and hln p(f , h|g)iq2 and deduce:



 n o  q1 (f |h(k) ) ∝ exp hln p(f , h|g)i (k−1) q2 (h|f )o n  q2 (h|f (k) ) ∝ exp hln p(f , h|g)i (k−1) q (f | h ) 1



•



(18)



M step:



 n o (k)  f (k+1) = arg max f nq2 (f |h )o (k)  h(k+1) = arg max h q2 (h|f )



(19)



Here too, it can be shown that with the Gaussian priors, we obtain the following algorithm: 
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VBA Algorithm : Initialization: h(0) = h0 ; H = Convmtx(h(0) ) Σf = vǫ (H ′ H + λf I)−1 f = (H ′ H + λf I)−1 H ′ g F = Convmtx(f )  Tr HΣf H ′ = kDf hk22



Iterations: Σh = vǫ (F ′ F + λh C ′h C h + D′f D f )−1 h(k) = (F ′ F + λh C ′h C h + vǫ D ′f Df )−1 F ′ g H = Convmtx(h(k−1) )  Tr F Σh F ′ = kDh f k22



Σf = vǫ (H ′ H + λf I + vǫ D ′h Dh )−1 = kDh f k2 f (k) = (H ′ H + λf I + vǫ D ′h Dh )−1 H ′ g F = Convmtx(f (k−1) )  Tr HΣf H ′ = kDf hk22



(20)



D. Comparison JMAP1, BEM1 and VBA1 Comparing the three algorithms JMAP (11), BEM (17) and VBA (17), we can make the following remarks: • In JMAP, there is no need to matrix inversion. At each step, we can find f (k) and h(k) using an optimization algorithm. • In BEM, at each step, wee need  to compute Σf and do the matrix decomposition Tr HΣf H ′ = kD′f hk2 . This is a very costly operation due to the size of the matrices H ′ and Σf . • In VBA, at each step, wee need Σf and  to compute do the matrix decomposition Tr HΣf H ′ = kD′f hk2 and also to compute Σf and do the matrix decomposition Tr F Σh F ′ = kD′h f k2 . There are two very costly operations. For practical applications, we have to write specialized algorithm taking account of the particular structures of the matrix operators H and F . In particular, in Blind deconvolution, these matrices are Toeplitz (or Block-Toeplitz) and we can approximate them with appropriate circulant (or Bloc-circulant) matrices and use the Fast Fourier Transform (FFT) to write appropriate algorithms. III. JMAP, BEM AND VBA WITH A S TUDENT- T PRIOR As we are, in general, looking for a sharp image, a Gaussian prior is not very appropriate. We may use any sparsity enforcing priors. Between those prior law, one is very interesting, the Student-t prior: Z ∞ T (fj |ν, µj , vf ) = N (fj |µj , zj−1 vf ) G(zj |ν/2, ν/2) dzj 0
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where   1 −1 −1/2 2 N (fj |µj , zj vf ) = |2πvf /zj | exp − zj (xj − µj ) 2vf and



G(zj |α, β) =



β α α−1 z exp {−βzj } . Γ(α) j



Now, using the forward model (2) and the following priors:



 p(ǫ|vǫ ) = N (ǫ|0, vǫ I) → p(g|f , h, vǫ ) = N (g|h ∗ f , vǫ I),     p(h|vh ) = N (h|0, vh (C ′h C h )−1 ) p(f |z, vf ) = N (f |0, vf Z −1 ) with Z = Diag[z1 , · · · , zN ]    QN  p(z|α, β) = j=1 G(zj |α, β) (21) we have p(f , z, h|g, )∝ p(g|h, f ) p(h|vh ) p(f |z, vf ) p(z|α, β) ∝ N (g|h ∗ f , vǫ I) N (h|0, vh (C ′h C h )−1 ) QN N (f |0, vf Z −1 ) j=1 G(zj |α, β) o n ∝ exp − v1ǫ JMAP (f , z, h) (22) which results to:
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Following the same approach, for BEM we obtain: 



BEM Blind Deconvolution Algorithm with Studet-t prior: 



Initialization: 



(0)



h = h0 , H = Convmtx(h(0) ), z (0) = 1 



Iterations: 



Σf = vǫ (H ′ H + λf Z)−1 



(k)



f = (H ′ H + λf Z)−1 H ′ g 



F = Convmtx(f (k−1) )



 



Tr HΣf H ′ = kDf hk2 



zb(k) = βbj



j αj b 



with α bj = 12 + α and βbj = β + 21 + g − h ∗ f k2 



h(k) = (F ′ F + λ C ′ C + D ′ D )−1 F ′ g



h h h f f 



H = Convmtx(h(k−1) ) (25) Again, following the same steps, we obtain for VBA: 



VBA Blind Deconvolution Algorithm with Studet-t prior: 



Initialization: 



(0)



h = h0 ; H = Convmtx(h(0) ), z (0) = 1; 



Σf = vǫ (H ′ H + λf I)−1 



′ ′



f = (H H + λf I)−1 H g 



F = Convmtx(f ) JMAP (f , z, h) = kg − h ∗ f k2 + λh kC h hk2



 



Tr HΣ H ′ = kD hk2 P f f (23)



N 1/2 2



+λf kZ f k + 2vǫ j=1 (α − 1) ln zj + βzj



Iterations: 



Σ = v (F ′ F + λ C ′ C + D ′ D )−1



h ǫ h h h h h



(k)



h = (F ′ F + λh C ′h C h + vǫ D′h D h )−1 F ′ g Using this expression, we can obtain easily the necessary



developments to describe the the algorithms JMAP, BEM and 



H = Convmtx(h(k−1) ) VBA with this prior model.



 



Tr F Σh F ′ = kD h f k2 



′ ′



−1 2



JMAP Blind Deconvolution Algorithm with Student-t prior:



Σf = vǫ (H H + λf I + vǫ Df D f ) = kDh f k 



(k)



= (H ′ H + λf I + vǫ D′f D f )−1 H ′ g



f



Initialization: 



F = Convmtx(f (k−1) )



(0) (0)



 



h = h0 , H = Convmtx(h ), z (0) = 1 



Tr HΣf H ′ = kDf hk2



Iterations: 



(k)



(k)



zb = βbj = arg minf {JMAP (f , z, h)} = (H ′ H + λf Z)−1 H ′ g



f



j αj b 







b (k) β j with α bj = 12 + α and βbj = β + 21 + kg − h ∗ f k2



z (k) = arg minz {JMAP (f , z, h)} → zb = j



b α j (26)



1 bj = β + 1 + kg − h ∗ f k2



with α b = + α and β j 2 2 



IV. C ONCLUSIONS



F = Convmtx(f (k−1) )



In this paper, we considered the blind deconvolution prob (k)



h = arg minh {JMAP (f , z, h)}= (F ′ F + λh C ′h C h )−1 F ′ g lem in a Bayesian framework. Then, first, using Gaussian 



H = Convmtx(h(k−1) ) priors, we compared three main algorithms based on JMAP, (24) BEM and VBA giving some insight and comparison between v where λf = vfǫ and λh = vvhǫ . these methods. Then, using a Gaussian prior for the PSF but
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a Student-t prior for the images to enhance the sparsity, again, we compared those three methods. The main conclusion can be summarized as follows: - In JMAP, at each iteration, only the value of the previous estimate of h and f are transferred to the next step. So, in one hand, the computational cost of this approach is low because there is no need for matrix inversion. At the other hand, we do not know a lot about the convergence and the properties of the obtained solution. - In EM, the value of the IRF h is transferred, but for f , its expected value and its uncertainty (covariance matrix) are transferred for the next iteration computation of h. So, in one hand, the computational cost of this approach is higher than JMAP because here we need the computation of Σf which needs a huge matrix inversion. At the other hand, we know a little more about the convergence (to local maximum of the marginal likelihood) and the properties of the obtained solution. - In VBA, at each step, not only the values of the estimates, but also theirs uncertainties (in fact the whole approximated marginal laws) are transferred. So, in one hand, the computational cost of this approach is still higher than BEM because here we need the computation of Σf and Σh which needs two huge dimensional matrix inversion. At the other hand, not only we get the estimates of f and h but also their approximated marginals q1 (f ) and q2 (h), from which, we can compute any statistical properties of these estimates. R EFERENCES [1]
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