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1



NMR Hamiltonians, a recapitulation



1.1



Interaction With an External Field B0 The interaction of a spin with the external magnetic field, that is always



described classically, is called the Zeeman interaction and is of the form: ˆ z = – γ Iˆ i ⋅ B * ∑ i 0



[1.1]



∑ ω0i Iˆ iz .



[1.2]



i



or, assuming B 0 = ( 0, 0, B 0 ) ˆz = *



i



Equation [1.1] can easily be derived from the classical energy of a magnetic dipole μ in a magnetic field ( E pot = – μ ⋅ B ,) and the gyromagnetic equation ( μ = γ L ) using the principle of correspondence. Note that only the externally applied field B 0 is considered here. There is a ˆ BI (Chapter 4.12) and * ˆ z. * ˆ z is the interaction usually small difference between * with the applied external field B 0 only. The magnetic field at the site of the nuclei k , B k is modified through the electronic environment. This effect, the chemical shift, is excluded from the Zeeman Hamiltonian.



1.2



Interaction With an Rf-Field B1 The interaction with either a linearly polarized rf field: B 1 = B 1 ( t ) ( cos [ ω rf t + ϕ ( t ) ], 0, 0 )



[1.3]



or a circularly polarized rf field: B 1 = B 1 ( t ) ( cos [ ω rf t + ϕ ( t ) ], sin [ ω rf t + ϕ ( t ) ], 0 ) is described, in complete analogy to the Zeeman Hamiltonian (Eq. [1.1]), as



[1.4]
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ˆ rf ( t ) = – γ Iˆ i ⋅ B ( t ) * ∑ i 1



[1.5]



i



In multiple-resonance experiments, B 1 consists of a sum of individual fields.



1.3



Interaction Frame Representation An interaction-frame representation is a concept that generalizes the rotating-



frame representation that we have discussed earlier. We describe the spin system in ˆ0 = an interaction frame with respect to the interaction * ∑i ωr f , i Iˆ iz . Here, ωr f , i will ˆ0≈* ˆ z . An operator A' ˆ in the interaction frame of be chosen close to ω and * 0, i



ˆ by: reference is related to the original operator A ˆ = Rˆ ( t )A ˆ Rˆ –1 ( t ) . A'



[1.6]



We choose the rotation matrix as ˆ



ˆ ( t ) = e i*0 t R



[1.7]



For the case where only one type of nuclei is considered, we have ˆ0 = *



∑ ωrf , l Iˆ lz =



ω rf Fˆ z



[1.8]



l



with the total spin operator Fˆ z =



∑ Iˆ lz . l



To evaluate the time dependence of the density operator in the rotating frame ˆ , we need to know the equivalent of the Liouville-von Neumann equation in the σ' interaction frame. The procedure followed is reminiscent of the transformation to the ˆ is given rotating frame in the classical description. The relationship between σˆ and σ' by Eq. [1.6]: ˆ –1 ( t ) ˆ = Rˆ ( t )σˆ R σ' –1 ˆ (t) ˆR σˆ = Rˆ ( t )σ'



[1.9]
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d ˆ –1 ˆ ˆ Rˆ –1 σ' ˆ] ˆ –R ˆ –1 σ' ˆ* ˆ R ) = –i [ * ˆR ˆR ( R σ' dt –1 ˆ Rˆ –1 σ' ˆ] ˆ +R ˆ –1 σ' ˆ +R ˆ –1 d σ' ˆ = –i [ * ˆ –1 σ' ˆ* ˆR ˆR ˆ iω rf Fˆ z R ˆ Rˆ – R ˆR – i ω rf Fˆ z Rˆ σ' dt –1 d –1 ˆR ˆ – ω ( Fˆ z R ˆ –1 σ' ˆ –1 σ' ˆ –1 σ' ˆ )] ˆ Rˆ = – i [ * ˆ Rˆ – R ˆ Rˆ * ˆ Rˆ – Rˆ σ' ˆ Fˆ z R σ' Rˆ rf dt d ˆR ˆR ˆ –1 – ω ( Fˆ z σ' ˆ –1 σ' ˆ – ( σ' ˆ Rˆ * ˆ – σ' ˆ Fˆ z ) ) ] ˆ = – i [ Rˆ * σ' rf dt d ˆ – ω Fˆ z, σ' ˆ] ˆ = – i [ *' σ' rf dt



[1.10]



ˆ = Rˆ * ˆR ˆ –1 is the transformed Hamiltonian. In going from line 3 to line 4, we Here *' ˆ and from the right with R ˆ –1 . We have used that have multiplied, from the left with R ˆ (because of [1.8]). Note that the last line in Eq. [1.10] is not just Fˆ z commutes with R equal to the Liouville-van Neumann equation for the dashed operators but that: d ˆ –* ˆ 0, σ' ˆ = – i [ *' ˆ] σ' dt



[1.11]



ˆ 0 appears which represents the fact that the new coordinate A new term – * system is accelerated with respect to the original coordinate system. Eq. [1.11] is valid ˆ 0 . Often, the identification *'' ˆ = *' ˆ –* ˆ 0 is made and irrespective of the choice of * ˆ is then called the interaction-frame Hamiltonian. Then, we recover the standard *'' Liouville-van Neumann equation: d ˆ , σ' ˆ = [ *'' ˆ] σ' dt



[1.12]



ˆ and *'' ˆ . By going into the interaction frame, Care has to be exercised not to mix up *' ˆ but we have also manipulated we have not only changed the active Hamiltonian *'' the time dependence of the Hamiltonian. For the operators Iˆ x , Iˆ y and Iˆ z , we find: ˆ x → Iˆ x cos ( ω t ) + Iˆ y sin ( ω t ) I' rf rf ˆ y → Iˆ y cos ( ω t ) – Iˆ x sin ( ω t ) I' rf rf ˆ z → Iˆ z I'



[1.13]
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If we compare Eq. [1.13] with the expression for the transformation of a classical vector to the rotating frame (Eq. [2.2]) we find that they are fully equivalent. The rf-Hamiltonian in the interaction frame is given by (for simplicity, we set ϕ ( t ) = 0 ): ˆ rf = – γ B I' *' ∑ i 1 ˆ ix



[1.14]



i



For arbitrary values of ϕ ( t ) , we have: ˆ rf = – γ B ( I' *' ∑ i 1 ˆ x cos ϕ ( t ) + I'ˆy sin ϕ ( t ) ) i



=



∑ ω1i ( I'ˆx cos ϕ ( t ) + I'ˆy sin ϕ ( t ) ) i



[1.15]



ˆ for a ˆ x is left away. The interaction-frame Hamiltonian *'' Often, the dash in, e.g., I' ˆ = * ˆz+* ˆ rf is given by: spin system with a lab-frame Hamiltonian of * ˆ = *' ˆ rf + ΩFˆ z *''



[1.16]



where Ω = ω 0 – ω rf and for Ω = 0 by ˆ = *' ˆ rf . *''



[1.17]



Box I: Rotating Frame By transforming into the rotating frame, we have: • Changed the Hamiltonian, i.e., for ω rf = ω 0 , we have removed the Zeeman term. • Removed the time-dependence from the rf Hamiltonian. • Usually, the remaining time-dependent terms are neglected. This approximation is called the secular approximation and must be justified on a case-by-case basis.
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1.4



The Chemical-Shift or Chemical Shielding Hamiltonian The magnetic field at the site of



different nuclei k , B k differs from the



Bs



applied magnetic field, due to the interaction



with



the



B0



surrounding



electrons. It is shielded by the electrons



Bk



and leads to a shift of the resonance line in the NMR spectrum. We express the field at the position of the nucleus as [1.18]



Bk = B0 + BS



The correction field B S is proportional Figure 1.1: Local B Field



to the static field B 0 and we can write: (k)



(k)



(k)



B S, y = –



(k) σ yx



(k) σ yy



(k) σ yz



B S, z



σ zx σ zy σ zz



(k)



(k)



(k)



σ xx σ xy σ xz



B S, x



0 0 B0



[1.19]



The Hamiltonian that describes the interaction with the correction field is, therefore, given by (k)



(k)



(k)



σ xx σ xy σ xz ˆS = *



∑ γ k ( Iˆ kx, Iˆ ky, Iˆ kz ) σ(yxk) σ(yyk) σ(yzk) k



(k)



(k)



(k)



⋅ B0



(k)



σ zx σ zy σ zz



0 0 B0



[1.20]



or, in compact form: ˆS = *



∑ γ k Iˆ k ⋅ σ



[1.21]



k



The resulting Hamiltonian is a scalar operator. The quantity σ is the anisotropic chemical-shielding tensor (CSA).
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ˆx In the interaction frame (high-field approximation), the transverse terms I' ˆ y are time-dependent with the Larmor frequency with an average value of zero. and I' They can, therefore, be neglected as “non-secular” terms in a good approximation. In the interaction frame, the chemical-shielding Hamiltonian simplifies to: ˆ s = *'



(k)



∑ γ k σzz B0 Iˆ kz



[1.22]



k



The transition frequency in the Hamiltonian is (k)



given by ω 12 = – σ zz ω 0 and the spectrum consists of a single line at position ω 12 (if given in angular (k)



frequencies) or at – σ zz if given in ppm. If the three principal values of σ



(k)



are identical, we can replace



them by a scalar quantity, the so-called isotropic ω chemical shift, σ iso , times a unity matrix.



ω 12



0



Figure 1.2: Chemical Shift



The isotropic chemical shift is given by: 1 σ iso = --- ( σ xx + σ yy + σ zz ) 3



[1.23]



Such an isotropic interaction is also obtained in liquid phase where the tumbling of the molecules leads to an averaged chemical shift. Here, σ iso takes then the role of (k)



σ zz in Eq. [1.22]. The isotropic chemical shift is zero for a bare nucleus. Nuclei in molecules are almost always more shielded than the bare nucleus. They have positive values of the chemical shielding and, therefore, lower resonance frequencies (because ω 0 = – γ B 0 ). Often chemical shifts denoted by δ are used instead of the chemical shielding σ : σ reference – σ δ = ------------------------------- ≈ σ reference – σ 1 – σ reference



[1.24]



The second relationship is usually a very good approximation because shieldings are in the order of some parts per million (ppm). For proton and carbon spectroscopy TMS (tetramethylsilan) is often taken as the reference compound. Protons as well as carbons are well shielded in this compound and the chemical shifts of most
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compounds on this scale is positive. It should be noted that NMR spectra of nuclei with a positive γ are conventionally drawn with the frequency axis going from right to left (see Box II). This is quite natural because the frequencies are negative. Often the Box II: : Conventions for the Representation of an NMR Spectrum larger chemical shift higher resonance frequency (more negative !) downfield less shielded



0



δ scale



0



(bare nucleus)



σ scale



(reference compound)



smaller chemical shift lower resonance frequency (less negative) upfield more shielded



sign of the frequency is, however, dropped and then it looks like the frequency axis would increase from right to left. Typical values for 13C are given in Box III. Box III: : Typical Chemical-Shift Values For Carbons (Isotropic Values) 0 ppm δ scale 0 ppm



185.43 ppm



TMS



bare nucleus (range of other compounds) 0 ppm



185.40 ppm



σ scale 0 ppm -185.40 ppm



σ scale, shifted origin
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1.4.1



Origin of the Chemical Shielding The numerical values for the tensor elements of σ can be calculated by



quantum-chemical methods for isolated molecules which are not too large (densityfunctional methods). We can distinguish four important effects that contribute to the chemical shielding. There are diamagnetic and paramagnetic effects.



1.4.1.1 Diamagnetic Effect In a magnetic field B 0 the electron cloud precesses and generates a reaction field B d that counteracts B 0 . This effect is called the Lamb-



B0



Bd



Shift. An elementary calculation using the



Figure 1.3: Lamb Shift



Biot-Savart law leads to: 2



σ iso



μ0 e = ----------3m e



∞



∫ rρ ( r ) dr



[1.25]



0



Note the increasing weight of the electron density ρ ( r ) at larger distances r . Differences in the diamagnetic Lamb shift are the dominant effect for observed proton shifts but are less important for the heavier nuclei.



1.4.1.2 Paramagnetic Effect The paramagnetic effect is caused by a (partial) excitation of the electrons (by the magnetic field) into a paramagnetic state. This leads to a amplification of the



B0 induced



applied field. Low-lying electronic states Figure 1.4: Paramagnetic Shift
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cause a stronger paramagnetic effect. For the understanding of the isotropic carbon shifts the paramagnetic shift is an important contribution. excited states



paramagn. 13C shift



13C



alkanes



high lying



small



10-50 ppm



alkenes



medium



medium



110-150 ppm



aromatics



medium



medium



110-140 ppm



ketones



low



high



170-230 ppm



shift (TMS)



1.4.1.3 Ring-Current Effects A magnetic field can induce a ringcurrent within a π system. The effect is similar to the Lamb shift except that the



B0



current flows through several bonds. The current produces a field of the form



current



shown in the figure. Inside the ring, a diamagnetic effect is observed, outside the ring a paramagnetic effect. The effect is anisotropic and depends on the direction of the field B 0 with respect to Figure 1.5: Ring-Current Effect the ring plane. Figure 1.6a shows an example for strong ring-current effects in 15,16Dihydro,15,16-dimethylpyren on the isotropic chemical shifts. The chemical shifts of protons of the CH3 groups on top of the rings are shifted upfield to -4.23 ppm while the protons outside the ring are shifted downfield to +8.6 ppm. The proton chemicalshift effects close to a benzene ring as a function of the position are graphically shown in Fig. 1.6b.
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a)



δ = -4.23 ppm



CH3



CH3



H



δ = +8.6 ppm



distance perpendicular to the ring (in units of the ring radius)



b)



horizontal distance from center of benzene ring (in units of the ring radius)



From: H. Günter: “NMR Spectroscopy”, Wiley.



Figure 1.6: Ring-Current Effects
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1.4.1.4 Anisotropic Neighbor Effect The centered



electron at



a



density



neighboring



nucleus polarizes the electron density and leads to an induced



μ ind



dipolar moment μ ind . The field



S



Ba



Ba



of this induced moment at the position of spin S leads to an additional field. If the induced moment has a magnitude which is independent of the direction of



Figure 1.7: Anisotropic Neighbor Effects



B 0 , the effect vanishes in the isotropic average and is only observed in oriented phases, if μ ind depends on the direction of the external field, an isotropic contribution arises. Figure 1.8 shows as an example the molecule acetylene. If the axis of the molecule is parallel to the field, a large μ ind is induced leading to a diamagnetic shielding, if the axis is perpendicular, a weak paramagnetic shielding is obtained.



B0 H



C



C



H



H C



B0 C H strong diamagnetic shielding Figure 1.8: Anisotropic Neighbor Effects



weak paramagnetic (de)shielding
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1.4.2



Some Examples For Isotropic Chemical-Shift Values The typical proton chemical-shift range lies between 0 and 11 ppm. For



carbons, a range between 0 and 180 ppm is most commonly found. Figure 1.9 shows the typical chemical-shift ranges for protons and carbons found for characteristic groups in organic molecules.



From: H. Günter: “NMR Spectroscopy”, Wiley.



From: H. Günter: “NMR Spectroscopy”, Wiley.



Figure 1.9: Typical Chemical Shifts for protons and Carbons
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1.4.3



Single-Crystal Spectra The resonance frequency is proportional to the zz-element of the shielding



tensor in the laboratory frame. Because the chemical shielding tensor is defined with respect to a molecule-fixed coordinate system we must first transform it into the laboratory frame to obtain the resonance frequency by: σ



(k)



(k)



= Rσ MF R



–1



[1.26]



A particular molecular fixed coordinate system is the principal axis system (PAS), where σ is diagonal: (k)



σ 11 σ =



0 (k)



0 σ 22 0



0 0



[1.27]



(k)



0 σ 33



The diagonal values of this matrix are called the principal values of the chemicalshielding tensor, the direction of the axis system, the principal directions. The ordering of the principal values is chosen such that: (k)



• σ 11 is the least shielded component (see Box II), (k)



• σ 33 is the most shielded component, (k)



• σ 22 lies in between. The rotation matrices R that transform from one coordinate system to the other are usually expressed in term of the three Euler angles α , β , γ . The rotation matrix R ( α, β, γ ) is constructed from three successive rotations: R ( α, β, γ ) = R z'' ( γ ) ⋅ R y' ( β ) ⋅ R z ( α ) This convention implies three rotations of the coordinate system: • first by α around the original z-axis • second by β around the new y’-axis • last by γ around the new z”-axis The original axes (x,y,z) are rotated to the new axis (x”,y”,z”) The inverse rotation R ( α, β, γ )



–1



is given by:



[1.28]
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( R ( α, β, γ ) ) –1 = R ( – γ ,– β ,– α ) = R z'' ( – α ) ⋅ R y' ( – β ) ⋅ R z ( – γ )



[1.29]



If we transform from the PAS (original) to the Lab (final) system (Fig. 1.11), we call the Euler angles ( α, β, γ ) , if we transform from the Lab (original) to the PAS (final), we call them ( ϕ, θ, χ ) . They fulfill the relationship: α = –χ



β = –θ



γ = –ϕ



[1.30]



R ( α, β, γ ) = ( R ( ϕ, θ, χ ) ) –1 :



original



[1.31]



final z=z’



z”=z’’’



β



y”’



y’=y’’



α x x’



x”



y



β γ x”’



PAS



Lab



(α,β,γ)



Figure 1.10: Euler Angle Rotation The Euler-angle rotations use three successive rotations to describe the coordinate transformation. First we have a rotation about the z-axis by an angle α , then a rotation about the y’ axis by an angle β , and last a rotation about the z’’axis by an angle γ .



Lab



(ϕ,Θ,χ)



Figure 1.11: Coordinate Transformations



PAS
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Since the definition of the Euler angles allows only for rotations about the y and z axis, rotations around other axis have to be constructed from these using the sequence: • Rotation by θ around z-axis: R(0, 0, θ) • Rotation by θ around y-axis: R(0, θ, 0) • Rotation by θ around x-axis: R(– π ⁄ 2, θ, π ⁄ 2) The cartesian matrix representation of R is, for the rotation around the z axis: cos ψ sin ψ 0 R z = – sin ψ cos ψ 0 0 0 1



[1.32]



cos ψ 0 – sin ψ 0 1 0 sin ψ 0 cos ψ



[1.33]



and around the y-axis:



Ry =



and, therefore, for the combination of the three Euler rotations: R ( α , β, γ ) = cos α cos β cos γ – sin α sin γ – sin α cos γ – cos α cos β sin γ cos α sin β



1.4.4



sin α cos β cos γ + cos α sin γ – sin α cos β sin γ + cos α cos γ sin α sin β



– sin β cos γ sin β sin γ cos β



[1.34]



Determination of Principal Axes and Principal Values in a Single Crystal In a single crystal the principal value and the principal directions of the CSA



tensor with respect to a crystal-fixed coordinate system can be determined by measuring at least six different, non-degenerate orientations ( α , β , γ ) of the single crystal with respect to the external field. In practice, the orientation dependence is measured by rotating the single crystal around an axis perpendicular to the magnetic field and measuring the
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spectrum as a function of the rotation angle (e.g. β ). An example for such a rotation pattern is given in Fig. 1.12. Usually, 3 rotations around orthogonal axes are performed, in principle, two around non-orthogonal axes are sufficient. The diagram of the resonance frequency as a function of each of the rotation angles is called the rotation plot and from these data, the six parameters ( α , β , γ , σ 11 , σ 22 , σ 33 ) that define the chemical-shielding tensor can be determined. If the orientation of the molecule with respect to the crystal axis system is known, i.e., if the X-ray or neutron structure is known, the orientation of the CSA in



Figure 1.12: 13C spectrum of a benzoic acid single crystal 13C enriched at the carboxylic position, as a function of the rotation angle.
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the molecular coordinate system can be calculated. If the orientation of the CSA with respect to the molecular axes is known (see below), the orientation of the molecule in the crystal axes system can be determined.



1.4.5



The Spectrum of a Powder Sample For a powder sample, the FID (and the spectrum) is the weighted



superposition of the possible crystallite orientations: 2π π 2π



1 s ( t ) = --------2- ∫ 8π 0



∫ ∫ s ( α, β, γ , t ) δα sin β δβ δγ 0



[1.35]



0



Because of the axial symmetry around the direction of the applied field, the last rotation γ which is around the direction of B 0 does not influence the NMR signal and can be evaluated immediately in the above integral, leading to: 2π π



1 s ( t ) = ------ ∫ 4π 0



∫ s ( α, β, γ , t ) δα sin β δβ .



[1.36]



0



The spectrum of a powdered sample (Fourier transform of Eq. [1.36]) is shown in Fig. 1.13. From the edges of the powder pattern, the principal values of the CSA tensor can immediately be determined. If two of the principal values are identical, the tensor is called axially symmetric. Instead of σ 11 , σ 22 , σ 33 one sometimes uses the isotropic value σ iso , the anisotropy δ and the asymmetry η to characterize a tensor: σ 22



σ 11, σ 22 σ 11 σ 33



σ 22



σ 33



Figure 1.13: Powder patterns observed in solid phase.



σ 11



σ 33
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1 1 σ iso = --- tr { σ } = --- ( σ xx + σ yy + σ zz ) 3 3 ˜



δ = σ zz – σ iso



σ yy – σ xx η = ---------------------δ [1.37]



σ xx , σ yy , σ xx are the same as the σ 11 , σ 22 , σ 33 except of the ordering which is done using the convention: σ zz – σ iso ≥ σ xx – σ iso ≥ σ yy – σ iso



[1.38]



Here, η = 0 denotes an axially symmetric tensor and η varies between 0 and 1. The shape of the tensor is only determined by η while δ gives the width of the pattern and a negative δ leads to the mirror image of the tensor. The orientation of the principal axes of the CSA tensor with respect to a molecular frame of reference, however, cannot be determined from powder spectra. It is sometimes fixed by symmetry constraints but in general it must either be calculated or estimated using the empirical rules given in Box IV. The width of the tensors is often in the same order of magnitude as the entire isotropic chemical shift range (examples for 13C see Fig. 1.14)



Figure 1.14: Typical 13C Chemical-Shift Tensors
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Box IV: Empirical rules for the orientation of the



13



C tensor principal axis with



respect to a molecular coordinate system: 1) Methyl carbons have almost axially symmetric tensor with the unique axis along the local threefold symmetry axis. The tensor is averaged due to classical or tunnelling motion around the C3 axis. 2) Ring carbons possess three distinct tensor elements with • the most shielded axis perpendicular to the plane and • the least shielded axis bisecting the C-C-C angle of the ring carbons 3) The most shielded direction is • perpendicular to the ring in aromatic carbons, • along the C3 axis for methyl carbons, and • perpendicular to the sp2 plane for carbonyl and carboxylic carbons 4) The least shielded direction is • in the ring plane for carbon rings, bisecting the C-C-C angle, • perpendicular to the C3 axis for methyl carbons and perpendicular to a plane of symmetry in which the methyl group is connected • in the sp2 plane for carbonyl and carboxyl carbons 5) The intermediately shielded direction is • tangential to the ring for aromatic carbons, • for non-averaged methyl groups perpendicular to the C3 axis in the plane of symmetry, • in the sp2 plane and perpendicular to the C-C bond for carboxyl carbons A partially ordered sample will lead to a different pattern as illustrated in Fig. 1.15.
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Powder sample



fiber perpendicular to B0



fiber parallel to B0 300 250



200



150 100



50



0



Figure 1.15: 13C Spectra of powdered and uniaxially oriented samples of spider silk (Nephila edulis) (13C enriched at the alanine carboxylic position)



1.5



The Indirect Spin-Spin Coupling (J-Coupling) Here we consider the coupling between



Fermi Contact



two nuclei which is mediated through the electrons. An exact description is, as in the case of the



chemical



shielding,



a



formidable



task



involving the quantum description of the electrons. If we restrict ourselves to the isotropic coupling,



we



can



write



the



J-coupling



Hamiltonian between two spins in the general



e2 I1



I2



e1



Pauli Fermi Contact Principle



form Figure 1.16: J Coupling



ˆ J = 2πJ Iˆ 1 Iˆ 2 * 12



[1.39]



The coupling constant J 12 can be obtained by quantum-chemical methods similar to the chemical shieldings. In general, the J coupling will be anisotropic, but the anisotropy is seldom of practical significance and we neglect it here.
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Note that the J-coupling Hamiltonian is the same in the laboratory frame and in the rotating frame ˆ J = * ˆJ *'



[1.40]



because the scalar product of two vectors is independent of the coordinate system the two individual vectors are described in. One contribution to the indirect spin-spin coupling is the Fermi contact interaction between electrons and nuclei. This interaction is proportional to the probability density of the electron at the nuclear position: 3μ 0 J = --------- βγδ ( r e – r N ) . 4π



[1.41]



The Fermi-contact interaction favors an antiparallel orientation of a nuclear spin. Through the correlation of the spins of two electrons in the same bonding orbital (Pauli principle), this leads to an (opposite) polarization of the other electron. As a consequence, the energy of a system with two spins that share an electron pair depends on the relative orientation of the two spins. An antiparallel arrangement is favored. Note that the Fermi-contact interaction is isotropic: it does not depend on the orientation of the molecules in the magnetic field. For a multi-spin system, the J Hamiltonian is just the sum of the individual two-spin interactions ˆ J = 2π J Iˆ i Iˆ i . * ∑ ij



[1.42]



i 1 ⁄ 2 higher-rank spin-tensor operators exist. This can also be seen from the fact that the spin operators for a spin with I = 1 ⁄ 2 can be described by the 2x2 Pauli matrixes of Eq. [1.9]. A full basis is spanned by four basis operators which are given by the zeroth-rank and the first-rank Cartesian spin-tensor operators. For a spin-1 particle, the Pauli matrices are of dimensions 3x3 and one needs nine basis operators to span the full space. Therefore, for a spin-1 nucleus zeroth-rank, first-rank, and second-rank spin-tensor operators exist. The spherical spin-tensor operators are important since they allow the description of spin rotations in a simple way. The one-spin zeroth-rank and first-rank spherical spin-tensor operators are given by (k) Tˆ 00 = Eˆ k (k) Tˆ 10 = Iˆ kz (k) –1 + Tˆ 11 = ------- Iˆ k 2 (k) 1 Tˆ 1, –1 = ------- Iˆ k 2 .



[2.51]



For a spin-1/2 this is again a full basis that spans the Hilbert space while for spins with I > 1 ⁄ 2 we need to include higher-rank spherical spin-tensor operators. To generate the spherical spin-tensor operators in the spin space of two coupled spins, we have to calculate the tensor product of the two one-spin spherical tensor operators. For two spin-1/2 nuclei, the highest rank of the two-spin spherical tensor operators is two. Using a slightly modified version of Eq. [2.45] ( k, n ) Tˆ ,m = ( – 1 ) ,2 – ,1 + m 2, + 1



,1



∑



m1 = –,1



, ˆ (k) ) T ,1 m1 ⊗ Tˆ ,( n2 ,m – m1 , m1 m – m1 –m ,1



,2



we can calculate the nine components of the two-spin spin-tensor operators as



[2.52]
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( k, n ) –1 1 1 –1 Tˆ 00 = ------- Iˆ kz Iˆ nz + --- Iˆ k+ Iˆ n- + --- Iˆ k- Iˆ n+ = ------- ( Iˆ k ⋅ Iˆ n ) 2 2 3 3



[2.53]



( k, n ) - + –1 + Tˆ 10 = ---------- [ Iˆ k Iˆ n – Iˆ k Iˆ n ] 2 2 ( k, n ) ± –1 ± Tˆ 1, ±1 = ------ [ Iˆ k Iˆ nz – Iˆ kz Iˆ n ] 2



[2.54]



( k, n ) 1 Tˆ 20 = ------- [ 3Iˆ kz Iˆ nz – ( Iˆ k ⋅ Iˆ n ) ] 6 ( k, n ) ± 1 ± Tˆ 2, ±1 = − + --- [ Iˆ k Iˆ nz + Iˆ kz Iˆ n ] 2 ( k, n ) ± ± 1 Tˆ 2, ±2 = --- ⋅ [ Iˆ k Iˆ n ] 2 .



[2.55]



We can also write down the explicit matrix representation of these spherical spintensor operators in the normal product basis of the Hilbert space



( k, n )



T 00



( k, n )



T 10



⎛ ⎜ –1 = ---------- ⎜ 2 2 ⎜⎜ ⎝



0 0 0 0



0 0 –1 0



0 1 0 0



⎛ ⎜ 1 ⎜ = ---------2 6 ⎜⎜ ⎝



1 0 0 0



0 –1 –1 0



0 –1 –1 0



⎞ ⎟ ⎟ ⎟ ⎟ ⎠



0 0 0 0



⎛ ⎜ –1 ⎜ = ---------4 3 ⎜⎜ ⎝



1 0 0 0



0 –1 2 0



⎛ ⎜ 1 = --- ⎜ 4⎜ ⎜ ⎝



0 0 0 0



1 0 0 0



( k, n )



T 11



0 2 –1 0



–1 0 0 0



0 0 0 1



⎞ ⎟ ⎟ , ⎟ ⎟ ⎠



0 1 –1 0



[2.56]



⎞ ⎛ 0 0 ⎟ ⎜ ⎟ T ( k, n ) = 1--- ⎜ 1 0 ⎟ 1, –1 4 ⎜ –1 0 ⎟ ⎜ ⎠ ⎝ 0 1



0 0 0 –1



0 0 0 0



⎞ ⎟ ⎟ ⎟ ⎟ ⎠



[2.57]



0 1 1 0



0 0 0 –1



0 0 0 –1



and



( k, n )



T 20



0 0 0 1



( k, n )



T 22



⎞ ⎟ ⎟ ⎟ ⎟ ⎠ ⎛ ⎜ 1 = --- ⎜ 2⎜ ⎜ ⎝



( k, n )



T 21



0 0 0 0



0 0 0 0



0 0 0 0



1 0 0 0



⎛ ⎜ 1⎜ = --4⎜ ⎜ ⎝ ⎞ ⎟ ⎟ ⎟ ⎟ ⎠



0 0 0 0



–1 0 0 0



–1 0 0 0



( k, n )



T 2,-2



0 1 1 0



⎞ ⎟ ⎟ ⎟ ⎟ ⎠



⎛ ⎜ 1 = --- ⎜ 2⎜ ⎜ ⎝



( k, n )



T 2,-1



0 0 0 1



0 0 0 0



0 0 0 0



0 0 0 0



⎞ ⎟ ⎟ ⎟ ⎟ ⎠



⎛ ⎜ 1⎜ = --4⎜ ⎜ ⎝



0 0 0 0



⎞ ⎟ ⎟ ⎟ ⎟ ⎠



[2.58]
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Naturally, the two-spin tensor operators have to be expressed in the combined space of the two spins which has a dimension of 4x4 and is created by the direct product of the Pauli matrices.



2.2



Spherical-Tensor Notation Of Hamiltonians We have already seen the Cartesian-tensor formulation for the Hamiltonians of



the important interactions in NMR in Chapter 2.1. In solid-state NMR and NMR relaxation theory, the spherical notation of Hamiltonians is more often used since rotations in spin space, rotations in real space, and rotations of the static magnetic field can be expressed in a uniform formalism. If we use the spherical-tensor notation, we have to express the Hamiltonian as the scalar product of the spatial spherical tensor and the spin spherical-tensor operator as introduced in Eqs. [2.6]-[2.11]. We (i) ˆ (,i ) . will denote the spherical space tensors by A and the spin-tensor operators by 7 ,



The spin-tensor operators are defined for spin-spin interactions by 2



Iˆ k ⊗ Iˆ n =



( k, n )



∑ 7ˆ ,



[2.59]



,=0



and for interactions of the spin with the magnetic field by 2



Iˆ k ⊗ B =



( k, B )



∑ 7ˆ ,



[2.60]



,=0



The scalar product of spherical space and spin tensors leading to the scalar Hamiltonian is given by 2



ˆ = *



∑∑



i ,=0



(i) A,



ˆ (i) ⋅ 7, =



2



,



∑∑ ∑



i , = 0 q = –,



q (i) ˆ (i) ( – 1 ) A ,q 7 ,, – q .



[2.61]



The superscript i runs over all the interactions present in the system. The rank k is limited to two in the basic Hamiltonian which we usually consider, i.e., all interactions are of rank zero, rank one, or rank two. Higher-rank tensors can appear in the basic spin Hamiltonian of nuclei with I ≥ 3 ⁄ 2 but there are only a few
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experimental observations of such quantities. The generalized scalar product between two tensors as defined above is equivalent to the tensor product of the two tensors where we only take the , = 0 , q = 0 component of the resulting tensor 2



2



(i) ⎫ (i) ˆ = ⎧⎨ * ∑ ∑ ∑ A,1 ⊗ 7ˆ ,2 ⎬ = ⎩ i ,1 = 0 ,2 = 0 ⎭00



In



the



rotating-frame



2



(i)



∑ ∑ A,



representation,



ˆ (i) ⋅ 7, .



[2.62]



i ,=0



however,



higher-rank



tensors



components will appear in the Hamiltonian if the high-field approximation is not fulfilled and second-order terms are considered. This is especially the case in quadrupolar nuclei with large quadrupolar-coupling constants. Note that only if the two spherical spin-tensor operators transform the same way under rotations, i.e., for a homonuclear spin pair under non-selective pulses, for magnetically equivalent spins, or if the two spherical spin-tensor operators refer to the same spin, the tensor ˆ (,i ) are spin-tensor operators of rank , and we can write for the tensor products 7 components i) (i) ˆ (,m = Tˆ ,m . 7



[2.63]



ˆ (,i ) are just a convenient short-hand notation for the tensorIn all other cases, the 7 product of two first-rank tensor components as defined by Eq. [2.47]. In this case they transform like the product of two independent first-rank tensors under rotations and (i) ˆ ,m the 7 are given by (k) (n) 1 ˆ (k) ˆ (n) ˆ (k) ˆ (n) ˆ (00k, n ) = ------ ( T 1, –1 T 11 + T 11 T 1, –1 – Tˆ 10 Tˆ 10 ) 7 3 (k) (n) 1 ˆ (k) ˆ (n) ˆ (10k, n ) = ------ ( T 11 T 1, –1 – Tˆ 1, –1 Tˆ 11 ) 7 2 (k) (n) (k) (n) 1 ˆ (1k, ,±n1) = − 7 + ------- ( Tˆ 10 Tˆ 1, ±1 – Tˆ 1, ±1 Tˆ 10 ) 2 (k) (n) (k) (n) (k) (n) 1 ˆ (20k, n ) = ------ ( 2Tˆ 10 Tˆ 10 + Tˆ 11 Tˆ 1, –1 + Tˆ 1, –1 Tˆ 11 ) 7 6 1 ˆ (k) ˆ (n) ˆ (k) ˆ (n) ˆ (2k, ,±n1) = ------ ( T 1, ±1 T 10 + T 10 T 1, ±1 ) 7 2



ˆ (2k, ,±n2) = Tˆ (1k, )±1 Tˆ (1n, ±) 1 7



.



[2.64]
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In the case of the interaction of a spin with a magnetic field, the index of the second tensor is B instead of n. The Hamiltonian of Eq. [2.61] is always written in the laboratory frame of reference. It is, however, often convenient to express the spatial tensors in their principal-axes system, i.e., in a basis where the symmetric part of the matrix representation of the tensor is diagonal and fully described by the three values a xx , a yy , and a zz . The anti-symmetric part of the tensor, i.e., the rank-one contribution, is not diagonal in this basis and described by the values a xy , a xz , and a yz . Instead of using the Cartesian components, one often uses the isotropic average of the tensor a xx + a yy + a zz 1 - , a = --- Tr { A } = ---------------------------------3 3



[2.65]



the anisotropy of the tensor δ = a zz – a ,



[2.66]



a yy – a xx η = -------------------- . δ



[2.67]



and the asymmetry of the tensor



In this notation, the ordering of the principal components is very important. We use the convention a zz – a ≥ a xx – a ≥ a yy – a .



[2.68]



With this definition, the asymmetry η is always positive and smaller than 1 and the anisotropy δ can be positive or negative. The identification of the parameters a for the zeroth-rank tensor components, δ and η for the second-rank tensor component, and a xy , a xz , and a yz for the firstrank tensor components for the various interactions discussed in Chapter 2.1 are summarized in Table 2.1. Using these conventions, the spatial spherical-tensor components in the principal-axes system are defined as
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ρ 00 = – 3 a –i ρ 10 = ------- ( a xy – a yx ) = – i 2a xy 2 –1 ρ 1, ±1 = ------ ( ( a zx – a xz ) ± i ( a zy – a yz ) ) = a xz ± ia yz 2 ρ 20 =



3 --- δ 2



ρ 2, ±1 = 0 –1 ρ 2 ± 2 = ------ δη 2



.



[2.69]



Note that in the PAS of the symmetric part of the tensor, only the anti-symmetric part is off diagonal and, therefore, a αβ = – a βα for α ≠ β . We can calculate the rotated spatial spherical-tensor components in the laboratory frame by rotating the spherical space tensors ρ , from the principal-axis system to the laboratory frame system by the transformation



Table 2.1: Parameters For The Spherical-Tensor Notation Of Hamiltonians Interaction



rank 0



rank 2



rank 1



a



δ



η



a xy



a xz



a yz



Zeeman Hamiltonian RF-field Hamiltonian



–γ



0



0



0



0



0



–γ



0



0



0



0



0



chemical-shift Hamiltonian



–γ k σ



– γ σ zz



σ yy – σ xx ---------------------σ zz – σ



– γ σ xy



– γ σ xz



– γ σ yz



J-coupling Hamiltonian



2πJ



a zz



0



0



0



0



dipolar coupling Hamiltonian



0



μ0 γ k γ n " – 2 -------------------3 4πr kn



0



0



0



0



quadrupolar-coupling Hamiltonian



0



e qQ ---------------------------2I ( 2I – 1 )"



V yy – V xx ------------------------V zz



0



0



0



2
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,



A ,m =



∑



,



ρ ,m' D m'm ( α, β, γ ) .



[2.70]



m' = – ,



The tensor components A ,m can then be used to write down the Hamiltonian of Eq. [2.61] and are given by A 00 = – 3 a A 10 = – i 2 [ a xy cos β – ( a xz sin α – a yz cos α ) sin β ] −



iγ A 1, ±1 = e + [ ( a xz ± ia yz cos β ) cos α + ( a yz − + ia xz cos β ) sin α − + i a xy sin β ]



3 --- δ [ ( 3 cos2 β – 1 ) – η sin2 β cos ( 2α ) ] 8 δ = ± --- sin β e −+iγ [ ( 3 + η cos ( 2α ) ) cos β − + i η sin ( 2α ) ] 2



A 20 = A 2, ±1



δ −i2γ 3 2 η --- sin β – --- ( 1 + cos2 β ) cos ( 2α ) ± i η cos β sin ( 2α ) A 2, ±2 = --- e + 2 2 2



[2.71]



There is a further simplification which we often make in NMR. Usually we assume that the Zeeman interaction is much larger than all the other interactions and transform the spin-part of the Hamiltonian into a frame rotating with the Zeeman frequency. This leads to a time dependence of all terms except the Tˆ ,0 terms which are invariant under a rotation about Fˆ z . The time-independent terms are often called “secular” under the rotating-frame transformation. The secular rotating-frame Hamiltonian is then given by 2



ˆ = *



(i)



(i)



∑ ∑ A,0 7ˆ ,0 .



[2.72]



i ,=0



i) (i) ˆ (,m = Tˆ ,m , we find In the case of a homonuclear spin system, i.e., if 7



ˆ (,0i ) = Tˆ (,0i ) 7



[2.73]



(κ) while in all other cases only the terms of the tensor product containing only Tˆ 10



terms survive leading to
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–1 ˆ ( k ) ˆ ( n ) ˆ (00i ) = ------ T 10 T 10 7 3 ˆ (10i ) = 0 7



.



[2.74]



2 ˆ (k) ˆ (n) ˆ (20i ) = ------ T 10 T 10 7 6 From Table 2.1 it becomes clear that only the interactions of a spin with a field and the J coupling have an isotropic component. These are the only interactions that can be observed in liquid-state NMR. Second-rank tensor contributions are found for the chemical-shift, the J-coupling (almost always neglected as discussed in Chapter 1.10.3.2), the dipolar-coupling, and the quadrupolar-coupling Hamiltonian. Only the chemical-shift Hamiltonian has a first-rank contribution that is not directly manifest in the NMR spectrum. The symmetry properties of the Hamiltonians under a rotation in real space, a rotation in spin space, and a rotation of the magnetic field are summarized in Table 2.2.



Table 2.2: Tensor-Rotation Properties of Hamiltonians Interaction Zeeman Hamiltonian RF-field Hamiltonian chemical-shift Hamiltonian J-coupling Hamiltonian dipolar coupling Hamiltonian first-order quadrupolar-coupling Hamiltonian second-order quadrupolar-coupling Hamiltonian



rank under spin rotation



rank under space rotation



rank under B-field rotation



1



0



1



1



0



1



1



0, 1, 2



1



0, 2



0



2



0



2



2



0



1, 3



0, 2, 4



0



0, 2 (homonuclear) 0,1+1 (heteronuclear) 2 (homonuclear) 1+1 (heteronuclear)
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The high-field approximation is sometimes not a good approximation and higher-order corrections have to be included in the rotating-frame Hamiltonian. The second-order Hamiltonian for a second-rank interaction is given by (k) (k) 1 ⎛ (k) (k) ˆ (k) ˆ (k) 1 (k) (k) ˆ ( 2 ) = -------A 21 A 2, –1 [ T 21 , T 2, –1 ] + --- A 22 A 2, –2 [ Tˆ 22 , Tˆ 2, –2 ]⎞ * ⎠ ω 0k ⎝ 2



[2.75]



where ω 0k is the Larmor frequency of spin k . Since the second-order Hamiltonian scales with the inverse of the Larmor frequency, its size will be reduced with increasing static magnetic fields. The second-order corrections to the rotating-frame Hamiltonian are especially important for quadrupolar nuclei with a large quadrupole-coupling constant and for spins with a large chemical-shift tensor. For this reason, it is often beneficial to measure quadrupolar nuclei at the highest fields available. This will be discussed in more detail in Chapter 11.



2.3



Information Content of NMR Hamiltonians The NMR interactions discussed in this Chapter provide different types of



information about the structure and the dynamic properties of the molecule. They can either be manifest directly in a one-dimensional spectrum through the magnitude of an interaction or indirectly through spectral features in two-dimensional correlation experiments.



2.3.1



Structural Information The chemical shift depends on the local electronic environment of the spin.



There is no unambiguous direct link from the chemical shift to structural parameters but chemical shifts can be calculated with quantum-mechanical methods and used in this way to obtain structural information. There is also empirical statistical information about the dependence of the chemical shifts on the dihedral angles in certain types of structural motifs, e.g., for the Cα or the CO atom in peptides and proteins.
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The J coupling depends also on the local electronic structure of the spin. It provides information about chemical bonds and, therefore, the chemical structure of the molecule. A more quantitative information is the correlation of the dihedral angles with the magnitude of three-bond J couplings (Karplus equation) in various structural motifs. They are best known for the correlation of 3J couplings to the dihedral angles in peptides and proteins. The J couplings can also be calculated by quantum-chemical methods and can in this way provide information about the local structure. The dipolar coupling provides a direct link to atomic distances in a molecule. As can be seen from Eq. [1.144], the dipolar-coupling Hamiltonian is proportional to 3



1 ⁄ r ij . The observed splitting in the spectra of oriented or powder samples is, therefore, a good measure for interatomic distances and can be used to determine distances in molecules with a high precision. The quadrupolar coupling depends also on the local electronic structure. It can provide information about the local symmetry of the electronic environment. Quadrupolar coupling can also be calculated quantum chemically and can in this way provide information about the local structure of a molecule. Tensor correlation experiments can be used to determine the relative orientation of two anisotropic interactions. Since the orientation of the dipolarcoupling tensor in the molecular frame is well defined, they are of particular interest in such experiments. One can also use the correlation between two chemical-shift tensors or the correlation of a dipolar-coupling tensor with a chemical-shift tensor if the orientation of the chemical-shift tensors in the molecular-fixed frame is known. The result of such tensor correlation experiments are dihedral angles that determine the local structure of a molecule.



2.3.2



Dynamic Information Dynamic processes can lead to an averaging of anisotropic interactions. The



time scale of the averaging process is often not directly accessible unless it is in an
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relaxation-active range. The amplitude of the averaging process is reflected in the scaling factor of the anisotropic interactions and can be directly obtained from the line shapes in solid-state NMR spectra.



2.3.3



Symmetry Properties Given a certain symmetry, either static (e.g. crystal-site symmetry in a crystal)



or through a time-average of a “fast” motional process (e.g. isotropic motion of small molecules in liquid solution), only certain spherical tensors may exist. As an example let us consider the A 20 component of the chemical-shift tensor. In octahedral symmetry we have for the Cartesian components a xx = a yy = a zz . Therefore, δ = 0 which requires that the component A 20 must vanish. Systematically, we find the “allowed” components by group-theoretical arguments. Note that we only expect contributions to the spectrum from the components that transform according to the total symmetric group A 1 . Therefore, some types of interactions are completely impossiblein an environment of a certain symmetry as one can see from Table 2.3.
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Table 2.3: Tensor Averaging Under Different Symmetries Symmetry



Possible Tensor Ranks



Tetragonal D4



0



T



0



O



0



I



0



SO(3)



0



2



4



5



6



7



8



9



10



4



6



7



8



9



10



4



6



8



9



10



Tetrahedral 3



Octahedral



Icosahedral



Spherical



6



10
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3



Magic-Angle Spinning Powder spectra in solid-state NMR contain a large amount of information. The



size and the orientation of the chemical-shielding tensors and the dipolar-coupling tensors are contained in them, and they can give us information about the structure or dynamics of a molecule. The main problem is, however, how to get this information out of the spectrum. Due to the very broad lines we have severe overlap and cannot easily extract this information. The standard way of removing the powder broadening in solid-state NMR is magic-angle sample spinning (Figure 3.1). We put the sample into a rotor and spin it fast about an axis which is inclined by an angle of 54.74° to the static magnetic field. The rotation about this axis removes the broadening generated by the second-rank tensors and leads to a considerable sharpening of the lines. Here we assume that the rotation is fast compared to the width of the line. MAS rotors come in different sizes. The diameter of the rotor dictates the maximum spinning frequency and the sample volume. Typical standard sizes are 4 mm rotors, which allow spinning frequencies up to about 15-18 kHz; 2.5 mm rotors, which allow spinning frequencies up to 30-35 kHz; and 6-7 mm rotors, which allow spinning frequencies of about 6-10 kHz. There are also experimental 1.8 mm and



B0 θ m = 54.7°



ωr Figure 3.1: Magic-Angle Spinning Schematic drawing of an MAS rotor which is inclined by an angle of 54.7° degrees with the static magnetic field. This angle is often called the “magic angle” because a rotation about this angle leads to an averaging of all second-rank space tensor contributions.
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1.3 mm MAS rotors, which allow spinning frequencies up to 50 kHz and 70 kHz, respectively. Some companies also offer much larger rotors for very insensitive samples that do not need high spinning frequencies. Smaller rotors and, therefore, higher spinning frequencies are of particular interest if we measure at high magnetic fields since the chemical-shift tensors scale linearly with the B 0 . At a static magnetic field of 18.8 T (800 MHz proton resonance frequency) a typical carbonyl tensor is in the order of 30 kHz. To obtain a spectrum without any strong sidebands one has to spin faster than the width of the tensor, which is only possible with a 2.5 mm size rotor. Secondly, the increase in B 0 field also leads to a larger spread of the isotropic chemical shifts. If the spinning frequency matches the isotropic chemical-shift difference of two dipolar coupled spins, we see a broadening of the resonances due to an effect called rotational resonance. In a later Chapter we will hear more about this method, which can be used to measure distances between homonuclear dipolar coupled spins. To avoid this rotationalresonance recoupling condition for uniformly labelled samples, it is best to spin faster than the width of the spectrum. For a 18.8 T magnet this corresponds to a spinning frequency of 35 kHz for a



13C



spectrum. Lastly, it has been observed experimentally



that the line width in uniformly



13C



labelled compounds decreases with increasing



spinning frequency.



3.1



Average Hamiltonian Treatment In Chapter 4.1.2 we have seen that the rotating-frame Hamiltonian under



rotation about a single axis can be described according to Eq. [4.17] by ,



ˆ (t) = *



∑



e



(rot) imω r t , ˆ ,0 d m0(θ r)A ,m 7



m = –,



For a second-rank spatial tensor we find, therefore



.



[3.1]
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3 cos2 θ r – 1 ( rot ) ˆ (t) = e –2i ωr t 3--- sin2 θ A ( rot ) + e –i ωr t 3--- sin ( 2θ ) A ( rot ) + ---------------------------- A 20 * r 2, – 2 r 2, – 1 2 8 8 –e



iω r t



( rot ) 3 --- sin ( 2θ r ) A 21 + e 8



2iω r t



.



[3.2]



( rot ) ˆ 3 2 --- sin θ r A 22 7 20 8



If we now apply average Hamiltonian theory to the time-dependent Hamiltonian of Eq. [3.2], we obtain in zeroth-order AHT τr



1 ˆ ˆ (0) (t) dt * = ---- ∫ * τr 0



3 cos2 θ r – 1 ( rot ) ˆ 20 = ----------------------------- A 20 7 2



[3.3]



where the cycle time is given by τ r = 2π ⁄ ω r . If we adjust the angle θ r of the rotation axis such that 1 θ r = acos ⎛ -------⎞ ≈ 54.7356° ⎝ 3⎠ *



(0)



[3.4]



vanishes and all spatial second-rank interactions are averaged out to zeroth 2



order. The angle where the reduced Wigner rotation matrix element d 00(β) becomes zero is often called the “magic angle” indicated by the symbol θ m . Isotropic interactions (zeroth-rank tensors) are unaffected by magic-angle spinning because 0



d 00(θ m) = 1



[3.5]



while first-rank tensors are scaled according to 1 1 d 00(θ m) = ------- . 3



[3.6]



As an example let us consider the chemical-shift Hamiltonian which consists of an isotropic part and a spatial second-rank tensor part. The first three orders of the average Hamiltonian are given by
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τr



ω 0k ( k ) ˆ (0) * CS = – ∑ -------σ Iˆ kz dt + ∫ τ r k 0 τr



ω 0k ( rot ) ( rot ) ( rot ) ( rot ) – ∑ -------- ∫ [ e –2iωr t A 2, –2 + 2 ( e –iωr t A 2, –1 – e iωr t A 21 ) + e 2iωr t A 22 ] Iˆ kz dt 3τ r k 0



= – ∑ ω 0k σ



(k)



I kz



k



τr



t2



0



0



–i ˆ (1) ˆ CS ( t ), * ˆ CS ( t ) ]dt = 0 * CS = ------- ∫ dt 2 ∫ [ * 2 1 1 2τ r ˆ (2) * CS



= 0



. [3.7]



Here, the zeroth-order average Hamiltonian is actually the full average Hamiltonian and describes the time evolution of the system exactly if we restrict ourselves to ˆ ˆ (0) stroboscopic sampling. Such an interaction where * = * is called an heterogeneous interaction with respect to sample rotation. The stroboscopic sampling, however, limits the spectral width to the spinning frequency. All spinning side bands which can occur at multiples of the spinning frequency are folded back onto the center band because the spectral width is equal to the spinning frequency. As a second example let us consider a system of homonuclear dipolar-coupled spins. For a single spin pair the time-dependent rotating-frame Hamiltonian is given by Eq. [3.2]. For an arbitrary number of dipolar coupled spins we obtain a vanishing zeroth-order average Hamiltonian if the sample is spun at the magic angle ˆ (0) *D =



3 cos2 θ m – 1 ( rot ) ˆ ( k, , ) -----------------------------A 20 7 20 = 0 . ∑ 2 k≠,



[3.8]



For the first-order average Hamiltonian we find a non-vanishing contribution if we have multiple dipolar couplings
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τr



t2



0



0



–i ˆ (1) ˆ D ( t ), * ˆ D ( t ) ]dt * D = ------- ∫ dt 2 ∫ [ * 2 1 1 2τ r ( k, , )



( k, m )



( k, , )



( k, m )



( k, , )



( k, m )



( k, , )



( k, m )



A 2, 2 A 2, –2 – A 2, –2 A 2, 2 + 4 ( A 2, –1 A 2, 2 – A 2, 1 A 2 – 1 ) = ∑ -----------------------------------------------------------------------------------------------------------------------------------------------------24ω r k≠,≠m ( k, , ) ( k, m ) × [ Tˆ 2, 0 , Tˆ 2, 0 ]



[3.9]



( k, , ) since the Tˆ 20 terms of two spin pairs where one of the spins is the same do not



commute with each other. Therefore, we obtain contributions to the higher-order average Hamiltonian and we call the interaction a homogeneous interaction with respect to sample rotation. Since the higher-order terms are non zero, they will contribute to the spectrum and lead, typically, to a broadening of the lines in the sideband spectrum. Figure 3.2a shows a numerical simulation for a dipolar-coupled two-spin system under stroboscopic observation, i.e., all the side bands are folded back onto the center band which is observed. The Hamiltonian for this system is heterogeneous because it commutes with itself at all times and leads to a sharp spectrum. The spectrum in Figure 3.2b shows a homonuclear dipolar-coupled three-spin system which is homogeneous with respect to sample rotation. One can clearly see that the lines are broadened due to higher-order average-Hamiltonian terms. As a third example let us consider spinning a second-rank space tensor off the magic angle. The zeroth-order average Hamiltonian in such a case is given by Eq. [3.3] as 3 cos2 θ r – 1 ( rot ) ˆ (0) ˆ 20 * = ----------------------------- A 20 7 2 3 cos2 θ r – 1 ( static ) ˆ = ----------------------------- * 2



[3.10]



and we obtain a scaled static Hamiltonian. The function 3 cos2 θ r – 1 2 P 2( cos θ r) = d 00(θ r) = ---------------------------2



[3.11]
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is called the second-order Legendre Polynomial. For θ r = 0° we find a scaling factor of 1 and for θ r = 90° we find a scaling factor of -1/2. The dependence of P m( cos θ r) on the angle is shown in Figure 3.3 for m = 0 to 4. From such a graph we can see that the “magic angles” for tensors of different rank have different values and that the scaling behavior has a different angle dependence. We find, for example, that for a rank-1 tensor a rotation about an axis inclined by 90° with the static magnetic field leads to a full averaging of the tensor. An example of an axially symmetric CSA tensor spinning at different rotation angles θ r is shown in Figure 3.4 under stroboscopic observation, i.e., all the side bands are folded back onto the center band which is the only part of the spectrum that
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is observed. One can clearly see that the shape of the tensor remains the same and only the width is scaled by the second-order Legendre Polynomial P 2( cos θ r) . The direction of the tensor is reversed when going through the magic angle reflecting the sign change in the scaling factor.



3.2



Explicit Calculation of the Time Evolution Under MAS To describe the time evolution between the sampling points given by the



stroboscopic sampling in order to get a correct description of the spectrum for nonsynchronized sampling, we have to take the explicit time dependence into account. For the chemical-shift Hamiltonian, this is relatively simple because only a single spin operator appears in the Hamiltonian and the Hamiltonian commutes with itself at all times. We can, therefore, write ˆ CS ( t ) = *



∑ ω k (α



(k)



(k)



,β ,γ



(k)



, t) Iˆ kz



[3.12]



k



(k)



(k)



where ω k(α , β , γ



(k)



, t 0) is the instantaneous resonance frequency at time t 0 . For



simplicity of notation, we restrict the discussion to a single spin. If we would stop the rotor at any given time t 0 , the resonance frequency of a crystallite with orientation
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( α, β, γ ) would be ω ( α, β, γ , t 0 ) and the spectrum would be a single line at frequency ω ( α, β, γ , t 0 ) . We can decompose the transition frequency into a time-independent and a time-dependent part according to ω ( α, β, γ , t ) = ω



iso



+ω



csa



( α, β, γ , t )



[3.13]



and identify the time-independent part with the isotropic chemical shift ω



iso



= – ω 0k σ



(k)



[3.14]



and the time-dependent part with the second-rank tensor contribution ω



csa



–ω0 ( rot ) ( rot ) ( rot ) ( rot ) ( α, β, γ , t ) = --------- [ e –2iωr t A 2, –2 + 2 ( e –iωr t A 2, –1 – e iωr t A 21 ) + e 2iωr t A 22 ] . [3.15] 3 1
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Inserting Eq. xx into [3.15] leads to the following expression for the time-dependent transition frequency ω



csa



(k)



–ω0 δσ ( α, β, γ , t ) = -----------------6 (k) (k) ⎛ 3 2 ( k ) ησ (k) (k) (k) ( k )⎞ (k) × ⎜ --- sin β – --------- ( 1 + cos2 β ) cos 2α – i η σ cos β sin 2α ⎟ e –2i ( ωr t – γ ) 2 ⎝2 ⎠ (k)



(k)



– 2 sin β ( k ) [ ( 3 + η σ cos ( 2α ( k ) ) ) cos β ( k ) + iη σ sin ( 2α (k)



(k)



– 2 sin β ( k ) [ ( 3 + η σ cos ( 2α ( k ) ) ) cos β ( k ) – i η σ sin ( 2α



(k)



(k)



) ]e –i ( ωr t – γ



) ]e i ( ωr t – γ



(k)



(k)



)



)



(k)



(k) ⎛3 ( k ) ησ (k) (k) (k) ( k )⎞ (k) + ⎜ --- sin2 β – --------- ( 1 + cos2 β ) cos 2α + iη σ cos β sin 2α ⎟ e 2i ( ωr t – γ ) 2 ⎝2 ⎠ [3.16]



which can be expressed as a sum of four trigonometric functions ω



csa



( α, β, γ , t ) = C 1 cos ( ωt – γ



(k)



) + S 1 sin ( ωt – γ



+ C 2 cos ( 2ωt – 2γ



(k)



(k)



)



) + S 2 sin ( 2ωt – 2γ



(k)
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[3.17]



with 2 (k) (k) C 1 = ------- ω 0 δ σ sin β ( k ) cos β ( k ) [ 3 + η σ cos ( 2α ( k ) ) ] 3 2 (k) (k) (k) S 1 = ------- ω 0 δ σ sin β ( k ) η σ sin ( 2α ) 3 (k)



(k)



–ω0 δσ ⎛ 3 ( k ) ησ (k) (k) ⎞ C 2 = ------------------- ⎜ --- sin2 β – --------- ( 1 + cos2 β ) cos ( 2α )⎟ 3 ⎝2 2 ⎠ (k)



ω0 δσ ( k ) (k) (k) S 2 = ---------------η σ cos β sin ( 2α ) 3



.



[3.18]



The formal solution for the signal of a single crystallite under the Hamiltonian of Eq. [3.12] is given by t



⎛ ⎞ 1 (k) (k) (k) 6(α, β, γ , t) = --- exp ⎜ – i ∫ ω k(α , β , γ , t') dt'⎟ 4 ⎝ ⎠ 0



1 = --- exp ( – i [ Φ ( α, β, γ , t ) – Φ ( α, β, γ , 0 ) ] ) 4



[3.19]
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and the powder average is given by 2π



π



2π



1 6(t) = --------2- ∫ δα ∫ δβ sin β ∫ δγ6 ( α, β, γ , t ) 8π 0 0 0 2π



π



2π



1 = -----------2- ∫ δα ∫ δβ sin β ∫ δγ exp ( – i [ Φ ( α, β, γ , t ) – Φ ( α, β, γ , 0 ) ] ) 32π 0 0 0



.



[3.20]



The phase of the exponential function can be separated into two parts in the same way as the transition frequency Φ ( α, β, γ , t ) = Φ



iso



(t) + Φ



csa



( α, β, γ , t )



[3.21]



where Φ



iso



(t) = ω



iso



[3.22]



t



and Φ



csa



C1 S1 ( α, β, γ , t ) = ------ sin ( ω r t – γ ) – ------ cos ( ω r t – γ ) ωr ωr C2 S2 + --------- sin ( 2ω r t – 2γ ) – --------- cos ( 2ω r t – 2γ ) 2ω r 2ω r



Note that the accumulated phase Φ rotation τ r = 2π ⁄ ω r , i.e., Φ



csa



csa



.



[3.23]



( α, β, γ , t ) is cyclic with a period of the sample



( α, β, γ , t ) = Φ



csa



full rotor period the time-dependent phase Φ



( α, β, γ , t + nτ r ) . In addition, after each



csa



( α, β, γ , nτ r ) - Φ



csa



( α, β, γ , 0 ) = 0 and,



therefore, the FID is refocused for t = nτ r . We call this phenomenon a rotational echo which is illustrated in Figure 3.5. At these time points, the time evolution of the echo is only determined by the isotropic chemical shift according to 1 1 iso iso 6(α, β, γ , nτ r) = --- exp ( – iΦ (nτ r) ) = --- exp ( – iω nτ r ) . 4 4



[3.24]



This agrees with Eq. [3.7] where we have seen that the time evolution is only determined by the isotropic chemical shift if the observation is stroboscopic with a cycle time τ r .
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In order to calculate the time evolution between the stroboscopic sampling points we have to evaluate the expression 6



csa



(α, β, γ , t) = exp ( – i [ Φ



csa



( α, β, γ , t ) – Φ



csa



( α, β, γ , 0 ) ] ) .



[3.25]



The frequency-domain signal is given by the Fourier transformation of the timedomain signal τr



6



1 csa – iωt (α, β, γ , ω) = ---- ∫ 6 (α, β, γ , t)e dt . τr



csa



[3.26]
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Since the signal is cyclic with τ r , we only have to consider the times between 0 and τ r which will result in intensity only at multiples of ω r . Therefore, we can rewrite the Fourier transformation as τr



6



csa



– iNω r t 1 csa (α, β, γ , Nω r) = ---- ∫ 6 (α, β, γ , t)e dt τr 0



τr



= exp ( iΦ



csa



– iNω r t 1 csa ( α, β, γ , 0 ) ) ---- ∫ exp ( – iΦ ( α, β, γ , t ) ) e dt τr 0



. [3.27]



Because the phase γ and ω r t appear always together, we can perform a variable transformation in the Fourier transformation defined by γ' = γ – ω r t



and



dt = – d γ' ⁄ ω r leading to τr



6



csa



(α, β, γ , Nω r) = exp ( iΦ



csa



1 csa – iN ( γ – γ' ) ( α, β, γ , 0 ) ) ------ ∫ exp ( – iΦ ( α, β, γ', 0 ) ) e dγ' 2π 0



= exp ( iΦ



csa



( α, β, γ , 0 ) )e



= exp ( iΦ



csa



( α, β, γ , 0 ) )e



– iNγ ⎛ – 1



τr



⎜ ------ ∫ exp ( – iΦ ⎝ 2π 0



– iNγ



csa



( α, β, γ', 0 ) ) e



F ( α, β, Nω r )



iNγ'



⎞ dγ'⎟ ⎠ [3.28]



For a single crystallite the intensities of the side bands are in general complex numbers leading to an arbitrary phase. Integrating over the powder angle γ leads to 2π



6



1 csa (α, β, Nω r) = ------ ∫ 6 (α, β, γ , Nω r) dγ 2π



csa



0



2π



1 csa – iNγ = F ( α, β, Nω r ) ------ ∫ exp ( iΦ ( α, β, γ , 0 ) )e dγ 2π 0



= F ( α, β, Nω r )F∗ ( α, β, Nω r ) = F ( α, β, Nω r )



2



.



[3.29]



This shows that all the sidebands in a powder are in phase (see Figure 3.6) because the intensities are real and have the same sign as the center band. The full signal is the convolution of the frequency-domain signal from the isotropic part of the
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Figure 3.6: MAS Side-Band Spectra for CSA Tensors. (k) (k) (k) (k) Side-band spectra for CSA tensors ( ω 0k δ σ = 10 kHz, a) η σ = 0, b) η σ = 0.5, and c) η σ = 1) under MAS for six different spinning frequencies: 200, 1000, 2000, 5000, 10000, and 20000 Hz. The intensities are scaled such that the highest peak in each spectrum has the intensity 1.
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Hamiltonian with the signal from the anisotropic part. We, therefore, obtain a set of side bands which is centered at the isotropic chemical shift, ω



iso



. The side-band



intensities can be expressed analytically as an infinite sum over Bessel functions ∞



F ( α, β, Nω r ) =



∞



∞



∑ ∑ ∑



j = –∞ k = –∞ m = –∞



C S C S i ( k + m )π ⁄ 2 J j(-----2-)J k(-----2-)J N – 2 j – 2k – m(-----1-)J m(-----1-)e [3.30] ωr ωr ωr ωr



and evaluated numerically. The side-band intensities in an MAS spectrum of a powder sample given by 2π



6



π



1 2 (Nω r) = ------ ∫ δα ∫ δβ sin β F ( α, β, Nω r ) 4π



csa



0



[3.31]



0



depends exclusively on the spinning speed ω r and on the anisotropy, δ , and asymmetry, η , of the tensor through the parameters C 1 , C 2 , S 1 , and S 2 . One can, therefore, determine these tensor values from measured side-band intensities in an MAS spectrum of a powder. Herzfeld and Berger (J. Chem. Phys, 73 (1980) 6021) have calculated contour plots (Figure 3.7) of 6



csa



(Nω r) ⁄ 6



csa



(0) for N = – 5, …, 5 as a



function of the two parameters δ and η . From these plots, δ and η can be determined graphically. There are also computer programs available to fit these two parameters to the side-band intensity.
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Figure 3.7: Herzfeld-Berger Contour Plot for Side-Band Intensities This is the N = -1 contour plot for the relative side-band intensity used in a Herzfeld-Berger analysis. The tensor is parametrized using the two variables μ = ( ω 0 ⋅ ( σ zz – σ xx ) ) ⁄ ω r and ρ = ( σ xx + σ zz – 2σ yy ) ⁄ ( σ zz – σ xx ) .
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4



Recoupling Techniques Under MAS Recoupling techniques utilize the constructive interference between rotations



in real space (magic-angle spinning) and rotations in spin space (rf irradiation) to make certain parts of the system Hamiltonian time independent. In this way it is possible to avoid the averaging of anisotropic interactions by MAS and design Hamiltonians with the properties required by the experiment. There are several classes of recoupling experiments: (i) experiments without rf irradiation, (ii) experiments using discrete pulses, (iii) experiments using cw irradiation, and (iv) experiments using phase-modulated rf irradiation. There is a large number of experiments in each of these classes and we will discuss the properties of some sequences in detail here.



4.1



Introduction We have seen in Chapter 6 that in zeroth-order average Hamiltonian theory all



anisotropic interactions are averaged by magic-angle spinning. If we want to use any of the anisotropic interaction during an MAS experiment we need to reintroduce the anisotropic interactions under MAS by interfering with the averaging of the spatial part through manipulations of the spin part. The most important application of such recoupling techniques is the reintroduction of dipolar couplings under MAS for homonuclear or heteronuclear polarization transfer. We have already seen one example for such a recoupling of the heteronuclear dipolar coupling in Chapter 7.2 (Cross Polarization Under MAS) where the heteronuclear dipolar coupling was recovered under MAS by adjusting the amplitude difference of the cw rf irradiation of the I and S spins such that it matched ± ω r or ± 2ω r . A large number of such recoupling sequences has been developed in solid-state NMR with different properties and applications using various principles to prevent the total averaging of the dipolar coupling under MAS. A second less important application is the reintroduction of the chemical-shift tensor under MAS in order to measure the size and the orientation of the CSA tensor.
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Recoupling sequences can be classified according to different properties: homonuclear and heteronuclear recoupling sequences, broadband and selective recoupling sequences, or based on the principles they use to prevent the full averaging of the dipolar coupling. We can distinguish basically four different principles that are used for recoupling sequences: (i) Recoupling sequences without rf irradiation of the recoupled spin. Examples for such sequences are proton-driven or rf-driven spin diffusion and rotational resonance. (ii) Recoupling sequences that use discrete pulses (delta-pulse limit) in order to reintroduce the dipolar coupling Hamiltonian. Examples for such sequences are REDOR, RFDR, and DRAMA. (iii) Recoupling sequences based on cw irradiation of the spin system. Examples for such sequences are CP, HORROR, and R3. (iv) Recoupling sequences with continuous but phase modulated rf irradiation. Examples of such sequences are C7, SPC5, and the generalized C-type and R-type sequences. In this chapter we will discuss some important representatives of these sequences and the principles they are based on.



4.2



Recoupling Sequences Without RF Irradiation We have seen in Chapter 6 that in zeroth-order approximation MAS will



average out all anisotropic interactions. The CSA tensor and the heteronuclear interaction are heterogeneous interactions and all higher orders of the average Hamiltonian are also zero. The homonuclear interaction, however is a homogeneous interaction and higher-order terms in the average Hamiltonian expansion are non zero leading to a residual first-order homonuclear dipolar coupling under MAS. In recoupling sequences without any rf irradiation we either have to rely on this residual coupling or we have to utilize an interference effect between the spinning of the sample and the internal spin-system Hamiltonian.
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4.2.1



Proton-Driven Spin Diffusion



4.2.1.1 Introduction Proton-driven spin diffusion was one of the first experiments used for dipolarmediated polarization transfer under MAS. The experiment relies on the fact that MAS does not fully average the homonuclear dipolar coupling Hamiltonian (see Chapter 6.1) and we obtain a first-order average Hamiltonian which mediates polarization transfer. The compensation for resonance offsets is provided by the residual line broadening due to the incomplete averaging of the heteronuclear dipolar couplings by MAS. The basic pulse sequence for proton-driven spin diffusion is shown in Figure 4.1. At low spinning frequencies no rf irradiation is needed during the mixing time τ m while at higher spinning frequencies, irradiation of the protons at the rotary-resonance ( ω 1 = ω r ) or HORROR ( ω 1 = ω r ⁄ 2 ) condition (see Chapter 4.4) can speed up the polarization-transfer process significantly. Typical mixing times in protonated organic solids are in the order of 10 ms for transfer via direct bonds up to several 100 ms for long-range transfer.
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Figure 4.1: Pulse Sequence for Proton-Driven Spin Diffusion After initial cross polarization and the evolution time t 1 , the magnetization is stored along the z direction during the mixing time τ m . No proton decoupling is applied during the mixing time in order to speed up the polarization transfer process. After the mixing time the magnetization is put back into the x-y plane and detected during t 2 under proton decoupling. During the mixing time, cw irradiation at the rotary-resonance or HORROR condition (see Chapter 4.4) can be employed to increase the polarization transfer speed.
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4.2.1.2 Theoretical Description If we consider a purely homonuclear dipolar Hamiltonian we obtain according to Eq. [6.10] a first-order average Hamiltonian of the form ˆ (1) *D =



( k, , )



( k, m )



( k, , )



( k, m )



( k, , )



( k, m )



( k, , )



( k, m )



A 22 A 2, –2 – A 2, –2 A 22 + 4 ( A 2, –1 A 21 – A 21 A 2 – 1 ) ∑ -----------------------------------------------------------------------------------------------------------------------------------------------------– 288 ω r k≠,≠m + + + + + + × [ Sˆ kz ( Sˆ , Sˆ m – Sˆ m Sˆ , ) + 2Sˆ ,z ( Sˆ k Sˆ m – Sˆ m Sˆ k ) – 2Sˆ mz ( Sˆ k Sˆ , – Sˆ , Sˆ k ) ]



+ + 2Sˆ kz ( Sˆ , Sˆ m – Sˆ m Sˆ , ) = ∑ --------------------------------------------------18ω r k≠, 
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