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Video Bitstream



H.264/AVC video coding standard promises improved coding efﬁciency compared with other standards such as MPEG2. However, its computational complexity is also increased signiﬁcantly. Efﬁciently mapping H.264/AVC decoder onto a ﬂexible platform presents a big challenge to existing architectures and design methodology. This paper describes the process and results of mapping H.264/AVC decoder onto the ADRES architecture [1], which is a ﬂexible coarse-grained reconﬁgurable architecture template that tightly couples a VLIW processor and a coarse-grained array.
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Fig. 1. Block diagram of an H.264/AVC decoder



2. H.264/AVC DECODER OVERVIEW 1. INTRODUCTION H.264/AVC (advanced video coding) [2] is emerging as an important video coding standard that promises higher coding efficiency and improved network adaption. It is likely to play an important role in next generation wireless communication, e.g., used as digital video broadcasting (DVB) on mobile phone. It possesses advanced features and requires high computational power. How to map it on a ﬂexibile architecture while still meeting performance and power requirements imposes a great challenge. Coarse-grained reconﬁgurable architectures have become important in recent years [3]. They usually consist of an array of computational and storage resources connected in certain topology. The array can be adapted to different computations by changing conﬁgurations. They can achieve high performance by highly parallelized computation while still retaining ﬂexibility close to processors. These advantages make them candidate architectures of mobile devices for both H.264/AVC decoder and other demanding applications. This paper describes the process and results of mapping H.264/AVC decoder onto the ADRES architecture [1], which is a ﬂexible coarse-grained reconﬁgurable architecture template that tightly couples a VLIW processor and a coarsegrained array.
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A block diagram of the generalized H.264/AVC decoder is shown in Figure 1. The video bitstream is ﬁrst parsed and decoded by an entropy decoder, either context-adaptive variable length coding (CAVLC) or more complex context-adaptive binary arithmetic coding (CABAC). Depending on the coding mode, each macroblock can be either intra-coded or inter-coded. At most time, macroblocks are inter-coded. An inter-coded macroblock is predicated by interpolation using a set of motion vectors and a set of previously stored frames. Unlike older video coding standards, each macroblock can be partitioned in 7 different ways, ranging from 4x4 block to 16x16 block, for the luminance component of the macroblock. Therefore, each macroblock might have from 0 to 16 motion vectors. The motion vectors have 1/4 pixel accuracy so that sub-pixel interpolation of the reference frame is necessary to generate the predicated macroblock. This is one of the most computational intensive parts of the AVC decoder. Following the inverse scan and quantization steps, inverse transforms are applied to the decoded residual blocks. There are three transforms used in H.264/AVC: a Hadamard transform for the 4x4 array of Luma DC coefﬁcient in intra macroblocks predicated in 16x16 mode, a Hadamard transform for the 2x2 array of chroma DC coefﬁcients and a DCT-based transform for all other 4x4 blocks. The transformed residual blocks are added to predicated blocks afterward. Another important feature of
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the H.264/AVC decoder is utilization of deblocking ﬁlters. The ﬁltering is applied to the reconstructed picture frame to reduce the blocking artifacts introduced at block boundaries. The ﬁltering process is performed on the 4x4 block edges of both luminance and chrominance components, applied to both vertical and horizontal directions. The ﬁlters are highly adaptive. The type of the ﬁlters, the length of the ﬁlters, and their strength are dependent on several coding parameters as well as content related to the edge. With all these advanced features, the H.264/AVC is able to deliver lower bit-rate at the same quality. However, its computational complexity is also much higher. Horowitz et al estimates that the H.264/AVC baseline bit rate could be 35%-50% lower than that of the H.263 baseline 0, while the computational complexity of H.264/AVC baseline is 2-3 times that of the H.263 baseline [4].



3. ADRES ARCHITECTURE AND DESIGN FLOW OVERVIEW The overall ADRES (architecture for dynamically reconﬁgurable embedded system) architecture is shown in Figure 2. Like other similar architectures, it consists of many basic components, e.g., functional units (FU) and register ﬁles (RF), which are connected in a certain topology. The whole ADRES architecture has two functional views: a VLIW (very long instruction word) processor and a reconﬁgurable array. The reconﬁgurable array is used to accelerate the dataﬂowlike kernels in a highly parallel way, whereas the VLIW executes the non-kernel code by exploiting instruction-level parallelism (ILP). These two functional views share some resources because their executions will never overlap with each other thanks to the processor/co-processor model. Instruction fetch Instruction dispatch Instruction decode
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Fig. 2. ADRES Architecture



To program such a complex architecture, we developed a C compiler. The core technology is a modulo scheduler which is capable of mapping a kernel (loop) onto the coarsegrained array in a pipelining way [5]. It solves the placement, routing and scheduling subproblems simultaneously. To map an entire application, the non-kernel code is compiled to the VLIW processor using the traditional ILP compilation techniques. The communication between kernel and non-kernel is automatically identiﬁed and handled by the compiler. 4. MAPPING H.264/AVC DECODER TO ADRES ARCHITECTURE We starts with an H.264/AVC decoder derived from the reference code [6] 7.5b version. The decoder is in-house optimized compared with the reference code (about 25% faster). 4.1. Profiling H.264/AVC Decoder The ﬁrst step of mapping is proﬁling the target application in order to identify which portions of the application are important. Many tools, e.g., Gprof, Quantify and VTune, can be used to obtain proﬁling information. However, these tools usually give proﬁling results when the application is executed on a host computer. Its characteristics is quite different from the ADRES architecture targeted. The ADRES compiler ﬂow can be also used for proﬁling. There is a switch that can be enabled to tell the compiler to map the entire application onto the VLIW part of the ADRES architecture. Then the simulator can simulate the application and print out various statistics, e.g., total cycles and total instructions spent in each function. This approach gives the designer more relevant proﬁling information since we try to identify kernels and move them from the VLIW processor to the reconﬁgurable array. We proﬁled the code against an 8-issue VLIW processor using bitstream foreman bf 264k (see Section 4.4 for its characteristics). Figure 3a shows time breakdown of different parts of the H.264/AVC decoder. Most time is spent on the motion compensation, deblocking ﬁlter and inverse transform. The overall performance is only 2.8 frames/second assuming that the VLIW runs at 100MHz. 4.2. Extracting and Optimizing Loops Proﬁling the application just gives a good indication where execution time is spent on different parts of application. The next step is to extract and optimize pipelineable loops, which are going to be mapped onto coarse-grained array, from these important parts. Obviously, motion compensation, deblocking filter and inverse transform are the ones we should focus on.
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ferent too (Figure 3b). Now the motion compensation part becomes more dominant, while the CAVLC and other code become signiﬁcant too. 4.3. Compiling H.264/AVC Decoder on ADRES Architecture



Fig. 3. Proﬁlings of the H.264/AVC decoder: a) before optimization; b) after optimization



Motion compensation is the most dominant part of the H.264/AVC decoder. Most time is spent on interpolation of both luminance and chrominance components. The main optimizations applied here are loop coalescing, merging loops, loop unrolling, etc. In the get block function, which calculates luminance interpolation, there are 15 nested loops. After optimization, they are simpliﬁed to 8 single loops ready for pipelining. Due to basic 4x4 block size and heavy loop unrolling, most loops only have small number of iterations (4 or 9). That introduces considerable pipelining overhead. We extract get block1 to get block8 for luminance interpolation and mc chroma1 to mc chroma2 for chrominance interpolation. For the inverse transform, the main optimization is to reduce pipelining overhead. A pipelined loop includes prologue and epilogue. These are times when the pipelined are ﬁlled and emptied. During prologue and epilogue, the parallelism are low because not all the pipeline stages are occupied. Increasing the number of total iterations helps reduce the overhead. The original inverse transform is applied to every 4x4 block. After analyzing code, it is applied to the 16 4x4 blocks of a macroblock. Therefore, we increase the number of iterations from 4 to 64 for both loops in inverse transform. Thus the pipelining overhead is mostly hidden. Two kernels, itran1 and itrans2, are extracted here. The deblocking ﬁlter is also heavily optimized. Many redundant computations are removed and the strength values are precomputed and used by all ﬁltering (luminance and chrominance, vertical and horizontal). These loops all contain complex control ﬂows (if-else tree) due to the highly adaptive algorithm speciﬁed in the standard. Apart from these main parts, we also extract some small loops which account for considerable execution time: alloc picture1 and alloc picture2 are two loops that clean data structures after decoding each frame; avg block and copy mv are two small loops extract from motion compensation part. These ADRES-speciﬁc optimizations together with other optimizations produce much better performance: 13.5 frames /second at 100MHz on a VLIW. However, it still cannot meet real-time requirements without raising clock rate. The characteristics of the H.264/AVC time distribution are dif-



In the ADRES design ﬂow, usually most design efforts are spent on identifying, extracting and optimizing loops at the source-level. After these steps, our compiler can automatically map these the loops to the coarse-grained array in a pipelined way and compile the remaining code to the VLIW processor. Sometimes, if a loop can not achieve expected performance, we may need to go back to source code and re-optimize the loop. This is an iterative procedure. We instantiate an instance from the ADRES architecture to conduct the experiments. It is an 8x8 array that consists of 64 FUs, which include 16 multipliers, 40 ALUs and 8 load/store units. Each FU is not only connected to 4 nearest neighbor FUs, but also 4 FUs with one hop away along the vertical and horizontal directions. There are also 56 distributed RFs and a VLIW RF. A distributed RF is connected to the FU next to it and the FUs in diagonal directions. The scheduling results for kernels are listed in Table 1. The second column of Table 1 is the number of operations of the loop body. Initiation interval (II) means a new iteration can start at every II cycle. It is also equivalent to the number of conﬁguration contexts needed for this kernel. Instructionper-cycle (IPC) reﬂects the parallelism. Stages refer to total pipeline stages which have an impact on prologue/epilogue overhead. Scheduling time is the CPU time to compute the schedule on a Pentium M 1.4GHz/Linux PC. The loop sizes of these kernels vary signiﬁcantly. For the ﬁrst 12 loops, we can execute around 30 instructions per cycle. For the last 4 simple loops, the parallelism are mainly limited by memory bandwidth. 4.4. Simulation Results To verify the complete application, we use a co-simulator to simulate the compiled application using several bitstreams. All these bitstreams are CIF format (352x288). foreman is a simple bitstream with less motion, whereas mobile is much more complex and has more motion. bf and nobf indicates whether there are B-frames or not. The last part of the bitstream names indicates the bit-rate at 25frames/sec. The simulation results are listed in Table 2. The second and the third columns are the results of performing H.264/AVC on the VLIW and the ADRES architecture respectively; the last column is kernel/overall speed-up over the VLIW respectively. The results shows for we can achieve 4.2 times of kernel speed-up. The overall speed-up is around 1.9 times for low bit-rate bitstream and 1.3 times for high bit-rate bitstream. In mobile nobf 1366k, the CAVLC part, which is
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kernel



get block1 get block2 get block3 get block4 get block5 get block6 get block7 get block8 mc chroma1 mc chroma2 itrans1 itrans2 alloc picture1 alloc picture2 avg block copy mv



no. of ops 27 113 119 74 95 82 97 91 79 145 24 63 33 45 32 44



II



IPC



stages



1 4 4 3 3 3 3 3 3 5 1 2 3 5 2 4



27 28.3 29.8 24.7 31.7 27.3 32.3 30.3 26.3 29 24 31.5 11 9 16 11



10 6 6 6 7 6 7 10 10 9 13 11 2 2 4 3



sched. time (secs) 44.5 479.6 459.4 212.5 243.0 227.8 234.2 328.8 541.5 1783 60.6 204.8 48.0 194.7 90.0 226.6



become more important. Some efforts should be spent to optimize them as well. 5. CONCLUSIONS The H.264/AVC decoder is becoming an important application for next-generation wireless communication thanks to its higher coding efﬁciency. Meanwhile, due to its computational complexity, it presents a big challenge for existing programmable architectures and design methodology. This paper presents the process and results of mapping an H.264/AVC decoder onto the ADRES architecture, which tightly couples a VLIW processor and a reconﬁgurable array. 16 kernels of the H.264/AVC decoder are accelerated on the reconﬁgurable array. The speed-up is 4.2 time for kernels and 1.9 times for overall performance over an 8issue VLIW. A CIF format real-time video bitstream can be decoded by the ADRES architecture at as low as 100 MHz. This study shows that the ADRES architecture and its compiler provide many features that are critical for mapping such a complex application.



Table 1. Scheduling results of kernels bitstream



frames/s (VLIW)



frames/s (ADRES)



foreman bf 264k foreman nobf 308k mobile nobf 320k mobile nobf 1366k



13.5 15.0 15.9 9.47



25.4 26.2 30.9 13.3



speed-up (kernel /overall) 4.2/1.88 4.2/1.75 4.3/1.94 4.3/1.41



Table 2. Simulation results of the mapped H.264/AVC decoder (at 100MHz) not mapped onto the reconﬁgurable array currently, becomes more signiﬁcant so that the overall performance degrades considerably. Currently, we only mapped 62% of execution time. It means the overall speed-up is at most 2.6 times according to Amdahl’s law. To further accelerate the application, we have to map more loops onto the reconﬁgurable array. The main obstacle is how to handle highly control-intensive loops such as deblocking ﬁlter and CAVLC decoder. Second, the performance of some mapped kernels are hampered by high pipelining overhead. For example, we didn’t take advantage of the fact that a macroblock can be partitioned to sub-blocks from 4x4 to 16x16. Instead, all the luminance interpolation is performed on 4x4 sub-block, resulting in high pipelining overhead. A rough esitmation shows that we can easily double the performance of many get block kernels by applying interpolation on bigger sub-block such as 16x16 if possible. This requires considering program restructuring. Finally, after main kernels are optimized and mapped onto the reconﬁgurable array. Some initially insigniﬁcant parts
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