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interface to the sensors and render an environment in which an estimator and controller can be implemented. The platform is through an acceptance test verified to fulfill the requirements. A revision of a previously derived non-linear model for the quad rotor is carried out, with the aim of deriving a model based LQ state feedback controller. The controller is tested by simulation
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tor. The controller is however not implemented. A method designated the Combinatoric Controllability Method is derived in the framework of PAHS, in order to generate a control law on convex polytopes applicable to a simplified quad rotor system. The method is applied to a 3-cube and succeeds in generating a control law, that through simulation eventually proves to fulfill the control objective. The results however, indicate that one specific trajectory plot, briefly exits a non-admissible facet of the 3-cube, for then again to enter and converge towards the expected facet.
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The interest in unmanned aerial vehicles for a wide area of applications, e.g. surveillance of larger areas, crop dusting, fire fighting etc. has been increasing over the past decade, as the required technology has become available. The immediate machines that accomodate the Unmanned Aerial Vehicle (UAV) category are the autonomous aeroplane and helicopter. Helicopters have clear advantages over the aeroplanes in the sense of being able to hover and land/take off in limited spaces. For the past three years, the Departement of Control engineering at AAU have aimed at bringing traditional model helicopters to autonomous flight. Not more than two years ago a quad rotor model helicopter with the commercial name Draganflyer X-Pro, was aquired with the similar aim of hover achievement. The work in this master thesis revolves around the quad rotor helicopter. The first question one is asked about the quad rotor helicopter is how it stands out from the traditional one. Hence a small discussion of this seems impartial and necessary. The quad rotor helicopter stands out from the traditional one in the sense that it has four rotors that provide the lift and control instead of two. With respect to hover, the main difference is best explained by considering how the helicopters compensate from gyroscopic torques. Traditional helicopters basically compensate from the torque generated by the main rotor, through the tail rotor. However the tail rotor compensation conducts a sideways displacement of the helicopter, thus counter steering by tilting the main rotor blades is necessary. In this way hover is an ongoing and complex process. The quad rotor has four rotors which are fixed to a certain spin axis. The spinning directions of the rotors are set in pairs to balance the torques, therefore eliminating the need for a tail rotor. As long as the rotors rotate at the same speed the quad rotor helicopter essentially hovers, this proving to be a less complex manouevre to retain. With regard to application and functionality the quad rotor helicopter has the same immediate advantages as the traditional helicopter. However a number of issues especially regarding the mechanical construction proves to be interesting from a control perspective point of view. The first and foremost issue concerns the modeling of the quad rotor as this proves to be a different and more feasible task. A lot of work and effort has been put into the quad rotor helicopter since it was aquired, ultimately with the goal of autonomous flight. The preceeding section will describe the course of events over the past year and a half.
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1.1. C OURSE OF EVENTS



1.1



C OURSE OF EVENTS



This section will briefly give insight into the intermediate goals and objectives on the way towards achieving autonomous flight. The following Figure 1.1 provides an overview of the course of events from January 2006 where the helicopter was aquired, to June 2007
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F IGURE 1.1: Timeline illustrating course of events.



As mentioned the quad rotor helicopter was aquired late January 2006. At this point, work began from scratch to provide a basic understanding of how the quad rotor helicopter operates, what kind of physics are involved and essentially how to combine this knowledge into a useful model for control purposes. The bold goal at that time, was to be able to hover at the end of the 8th semester. Around the middle of April 2006 a suitable dynamical model was derived of the quad rotor. A model of the motor-gear, rotor, body kinematics and dynamics was derived, altogether constituting the complete quad rotor model. Some model parts were fully verified and some only structually verified as a full verification of the complete model demands a hover manoeuvre. Immediately after the last hand was put on the model, instrumentation was initiated (beginning of May 2006), this being the installation of an Inertial Measurement Unit for attitude determination and tachometers at every gear wheel to measure rotor revolutions. The tachometers, which proved to be reliable, are still used today. At the end of 8th semester (late May 2006), the first state feedback controller was derived to drive the quad rotor into a hover state. Due to numerous issues e.g. little knowledge of what was going on in the on-board electronics, sensor saturation and basically a very limited time, the goal for autonomous hover failed. In the summer of 2006 it was decided for two groups with three members each, to write an extended master’s thesis (9th −10th semester), ultimately with the goal of achieving autonomous hover for the quad rotor helicopter. The first task for the two groups 2
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was to develop a completely new platform (9th semester). This was initiated at the beginning of September 2006 and finished at the beginning of February 2007. The outcome was a completely bottom up built hardware platform containing all sensors needed for a fixed position hover manouevre. Of new sensors can be mentioned Global Positioning System (GPS) module, new IMU and Magnetometer. Drivers and maintenance software was written to round off a fully equipt and working platform. At this point the two groups devided the remaining work of designing an estimator and a controller. The estimator which is provided by [GHB07] and finished May 2007, combines all sensor data and produces quad rotor state estimates. Based upon this interface, an augmented state feedback hover controller was derived in the beginning of April 2007. The quest for combining the estimator and controller and implementing this constellation on the quad rotor, has due to an excessive amount of work relating to other goals of the project, been postponed till after project delivery. The quad rotor is expected to hover June 2007.



1.2



P ROJECT O BJECTIVES



As indicated above, this thesis also includes work that is not directly aimed towards achieving hover flight for the quad rotor helicopter. Hence, the aim of this section is to provide a clear comprehension of the objectives for this thesis. The thesis has two main goals. The first in a non prefered order, is the achievement of a full autonomous hover manoeuvre for the quad rotor helicopter. The second goal revolves around a theoretical application of a Piecewise Affine Hybrid Systems controller defined on convex polytopes. Each of the two goals with their respective objectives are listed in the following.



AUTONOMOUS HOVER FLIGHT In order to achieve full autonomous hover three objectives must be met, each of which are described in the following. Platform As touched earlier in section 1.1 a hardware/software platform must be derived in order to provide a computational environment for the estimator and controller. Group 1037a
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1.2. P ROJECT O BJECTIVES



In order to obtain information about the position and attitude of the quad rotor, adequate sensors must be incorporated in the design. Enough computing power to handle sensor sampling, calculation of state estimates and calculation of control signals, must also be provided. In order to attain full autonomy the platform must be totally wireless, i.e. no strings attached.



Estimator In order to derive a state feedback controller for the quad rotor, an estimator that fuses sensor data must be developed. As earlier indicated this task is assigned the Estimator Group,[GHB07].



Controller A state feedback controller based on the estimator output, must be derived in order to control the quad rotor helicopter in hover. As this is a model based approach, the derived non-linear model from the 8th semester [KSG+ 06], requires an in-depth review and must be extended if necessary. The non-linear model should be linearized in a working point resembling hover and this linear model should provide the basis for the derivation of a linear state feedback controller.



If the three objectives are completed, the only thing left is to implement the estimator/controller constellation on the quad rotor platform. From this it is apparent that the goal towards achieving autonomous hover becomes a joint venture, where each group relies on the other groups work.



P IECEWISE A FFINE H YBRID S YSTEMS CONTROLLER As this is a master’s thesis a certain academic level is required. The theories applied in the goal towards achieving autonomous hover are in many cases based on knowledge aquired from previous semesters. This thesis will treat a specific type of Hybrid systems called Piecewise Affine Hybrid Systems, and seek to extend the work presented in the papers A control problem for affine dynamical systems on a full- dimensional polytope,[vSH04] and Reachability and Control Synthesis for Piecewise-Affine Hybrid Systems on Simplices,[vSHC06], in order to apply control laws from this framework onto the quad rotor helicopter system. 4
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1.3



O UTLINE OF T HESIS



This thesis is divided in to six parts each of which concerns some of the objectives stated in section 1.2. Part I: Platform This part concerns the development of the quad rotor hardware/software platform. The first Chapter 2 describes the hardware platform, where it is the intention to provide insight in to all aspects of the hardware. Chapter 3 concerns the software developed for the onboard computers. Further elaboration is made on the soft real time target software environment, where the estimator and controller are to be implemented. The last Chapter 4 concerns an acceptance test performed on the platform in order to verify its capability. Part II: Modelling This part concerns a resum´e of the non-linear model from [KSG+ 06], and documents further extensions of the model. The first Chapter 5 provides a modelling overview, whilst the preceeding chapters 6, 7 and 8 handles the Motor-Gear, Rotor and Body model respectively. Part III: Hover Controller The Hover Controller part deals with the development of a controller which can stabilize the quad rotor in hover condition. The first Chapter 9 provides an overview of the control strategy. This including a description of the interface towards the estimation group, control analysis and requirement specification. Chapter 10 derives rotor speed controllers, whilst Chapter 11 derives the overall Linear Quadratic (LQ) controller. The part concludes with a verification of the controller in a simulational environment. Part IV: Piecewise Affine Hybrid Systems Controller This part documents the work that has been carried out in order to apply theories of PAHS on convex polytopes, to the quad rotor system. The part commences with a specific nomenclature for PAHS. Chapter 12 gives an introduction to the PAHS framework, where theories of are described and problems relating to the application of PAHS on the quad rotor is identified. At the end a feasible method to generate a control law is presented and the application of this on the quad rotor is described in Chapter 13. Chapter 14 serves to conclude upon the results drawn in this part. Part V: Closure Group 1037a
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This part concludes upon the work carried out in this master’s thesis. Chapter 15 holds the conclusion and further perspectives are treated in chapter 16. Part VI: Appendices This part contains Appendices A trough D, each of which individually elaborates on various subjects throughout the thesis.
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It was around June 2006 decided by the Draganflyer X-Pro (X-Pro) group to discard the Printed Circuit Board (PCB) that came with the X-Pro, as a complete and thorough knowledge of what was going on in the electronics was necessary. This called for a new PCB, where an extensive research was initiated in order to find the correct sensors and computing power, to both handle sensor sampling, maintenance software and provide an estimator/controller environment. The new platform was finished January 2007 in collaboration with, at that time group 937b. Hence this part serves to document and describe the 9th semester work which led to the new quad rotor platform. The part contains three chapters where the first describes the new hardware composition. The second describes the developed software for the main processors and the third concludes with an accepttest performed on the platform.
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From the original X-Pro construction little remains in the new setup. The mechanical parts are reused, that being the four arms with motor and rotors mounted, and the bottom carbon fiber board of the body. The top board of the body is an all new design which will contain all the electronics needed to build an autonomous quad rotor helicopter. The following description concerns the individual hardware parts and the connection of these pieces. First the overall system will be depicted in a connection chart. Later each transducer is listed with their respective features, followed by a short resume of the processors in the setup. Rounding the chapter off, the final hardware platform is depicted.



2.1



C ONNECTION CHART



Given the project goals, it is possible to derive the needs for different sensor types. Furthermore data logging, safety features and possibility for manual flight are regarded as necessary in a minimum configuration to achieve autonomous hover. In Figure 2.1 all hardware components related to the project are depicted. As the Figure shows it has been chosen to equip the X-Pro with sensors as GPS for absolute position estimate, Magnetometer for information about heading, range finder to aid the GPS in getting a altitude estimate, IMU for the possibility to propagate position and attitude. Besides all these sensors there are a number of components related to manual flight and other safety features. All together these transducers are connected to the main CPU, some via a slave processor, the Robostix. In the following all transducers, communication blocks and Processing Units are shortly reviewed to make the reader familiar with the physical composition of the platform.



2.2



S ENSOR DESCRIPTION



All together there are five different sensor types built down on the X-Pro. In the following section these sensors are shortly listed with respect to the manufacturer, weight, power consumption and interface.



Group 1037a



M ASTER ’ S THESIS



11



2.2. S ENSOR DESCRIPTION



PC Ethernet



Voltage supply 5V V 3



Wifistix (802.11g)



Wireless



Wireless router



STUART



GPS module



4 X PWM



Power drivers



pcmcia



Ultra sonic Range finder



I2C



Gumstix



I2C



IMU Gyro 3D Accelerometer



UART 1



Motor



Temp



Rotor



3 axis Magnetometer



UART 2



Interrupt generator



INT7



Robostix



5 X I/O (PPM)



4 X I/O



Rotor speed sensor



2 X I/O



Status indicator sound and light



1 X I/O



Motor arming switch



R/C



Remote



F IGURE 2.1: Hardware communication chart.
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2.2.1



GPS MODULE



The purpose of the GPS module is to provide a global absolute position estimate. The chosen module is an all in one solution from U-BloX (UBX) listed as the unit SAM-LS that distinguishes itself with a position estimate rate of 4 Hz and low weight of 23 g. The precision of the position estimate is stated from the manufacturer as given below.



• 4Hz position update rate • 2.5m Circular Error Probability (CEP) (50% of the time) • 2.0m CEP with Differential Global Positioning System (DGPS) / Satellite Based Augmentation System (SBAS) (50% of the time depending on accuracy of correction data) • 5.0m Spherical Error Probability (SEP) (50% of the time) • 3.0m SEP with DGPS / SBAS (50% of the time depending on accuracy of correction data)



The UBX product is based on the ANTARIS Positioning Engine which has a clear defined interface over a serial connection, following the RS-232 standard. The module itself is operated at 3 V and thus also has a limited current draw at maximum 125 mA. Furthermore the module supports features such as DGPS and SBAS which the module can use to refine the position estimate. The datasheet can be found on the CD-ROM: /datasheets/SAM-LS_Data_sheet(GPS.G3-SA-03002)-2.pdf and /datasheets/ANTARIS_Protocol_Specification(GPS.G3-X-03002).chm .



2.2.2



R ANGE FINDER



The range finder is a sensor that in principle works as a sonar. The chosen sensor is a Devantech SRF08 and is a popular choice for a range finder. With this sensor it is chosen to estimate the distance to the ground, hence only one unit is needed. The range unit is capable of measuring distance between 3 cm to 6 m, but is limited to two meters to increase the possible sampling rate. The unit has a simple interface defined on the Inter-Integrated Circuit (I2 C) bus standard, over which both initialization and ranging can be performed. More information is availiable on the CD-ROM datasheets/srf08tech.pdf Group 1037a
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2.2.3



IMU



The chosen O-Navi Falcon MX IMU provides angular rates and linear accelerations. These sensor types are influenced by temperature, but the unit comes with a fully temperature compensated output. In Table 2.1 the measuring specification is shown. Resolution



Range



Acceleration



4 mg



±10g



Angular rate



0.30 ◦ /sec



±200◦ /sec



TABLE 2.1: The performance specification for O-Navi Falcon MX IMU.



Inside the IMU both the angular rate and the accelerometer measurement is filtered using a 5th Order Elliptic Low Pass Filter with a bandwidth of 100 Hz. The interface to this unit is defined over a serial connection following the standard of RS-232. The sampling rate provided by the IMU can be user selected to 1, 10, 20, 50, 75 & 100 Hz, where the 100 Hz is chosen in the implementation. All this is contained in a unit, weighing only 11.5 g with a maximum power consumption, according to the data sheet, of 5V · 89mA = 445mW . For more information turn to the CD-ROM in /datasheets/Falcon_Extended_Manual.pdf .



2.2.4



M AGNETOMETER



The magnetometer provides the direction of the magnetic field of the Earth. In it self this information does not give a compass direction, but combined with other sensors it will be possible to estimate the attitude of the X-Pro. The chosen magnetometer is of the type Micromag3, and is a 3-axis magnetic field sensing module. The supply voltage is 5 V and draws a negligible current compared to the IMU or the GPS. The interface to the sensor is done serial via the SPI protocol. The specification of this particular sensor is listed in Table 2.2. Further information can be found on the CD-ROM in /datasheets/MicroMag3_Data_Sheet.pdf



Magnetometer



Resolution



Field measurement range



Resolution: 0.015 µT



±1100 µT



TABLE 2.2: The performance specification for Micromag3 Magnetometer.
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2.2.5



R OTOR SPEED SENSOR



The tachometers placed under each of the four gear wheels are build from a hall effect sensor that detects a passing magnet that is mounted on the gear wheel. When the magnet passes the hall sensor the signal out changes from 5V to 0V. This has proved to be a simple and reliable sensor for estimating the angular velocity of the rotor blades. Only one magnet is placed on the gear wheel which lead to a position dependent speed sensor. By measuring the time between a passing magnet it is possible to estimate the mean angular velocity over one round. This also means that there is a limit to the speed of the motor dynamic for which the tachometers still can follow.



2.3



ACTUATORS



It has been chosen to build the X-Pro up around the original brushed DC motors. All the original power electronics has been replaced with new power drives. The chosen design is to drive the four motors by four Pulse Width Modulation (PWM) signals, and it should be the task of the power drives to drive the motors as efficiently as possible. The power drive circuit is build up round a MOSFET transistor, with a turn off snubber dimensioned for the 300 Hz switching frequency. The PWM signal to voltage map is nonlinear and must be taken into account when implementing a controller on the X-Pro. The data sheet for the motors can be found on the CD-ROM in /datasheets/rs_545sh.pdf .



2.4



S AFETY EQUIPMENT



Not directly related to autonomous flight are a number of components that all serve to avoid that the X-Pro inflicts damage on its surroundings or on it self. These components are shortly reviewed in the following, and basically ensures that a human pilot can take control of the vehicle at any given instant.



2.4.1



R ADIO RECEIVER AND SAFETY INTERRUPT MODULE



A 6 channel FM receiver, from the manufacturer Futaba (model R136F) is thus fitted to on the X-Pro to provide just that functionality. The original Futaba transmitter is used which provide all calibrating and steering features necessary for manual flight. The purpose of Group 1037a
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the safety interrupt module is to provide the possibility of changing between two different modes during flight using the R/C. This can be done using the receivers 5.th channel, the E switch on the transmitter. The idea is that the module generates an interrupt to the Robostix if it is needed to take the X-Pro out of an autonomous control that has become hazardous, or to give back the control to the autonomous controller. This has shown to come in handy in the integration process to ensure the security of X-pro and surrounding personnel and hardware.



2.4.2



S TATUS INDICATORS



Having different modes calls for status indicators indicating which state the X-Pro is in right at the present time. Both a sound and light is chosen as indicators. A 82 dB buzzer is fitted for urgent notification to the backup pilot, and a large size Light Emitting Diode (LED) for showing the mode of the X-Pro. The precise use of these will be clarified in the following softfware section. A last safety feature is a physical motor switch which effectively can disarme the X-Pro regardless of whatever the transmitter might send.



2.4.3



M OTOR ARMING SWITCH



When working on and near the X-Pro a physical switch is added to the structure. The purpose is to ensure the person working on the X-Pro on the ground, that the rotors start spinning if the remote is accidental flipped on or another remote working in the same frequency band comes in range. Although these occurrences are highly unlikely, it can have damaging effects thus the problem is handled by relative easy means.



2.5



C OMPUTING POWER



Just as important as all the sensors is the presence of some processing unit that can gather and calculate the needed control signals. As mentioned in Section 2.1 on page 11 the chosen processor design is provided by the firm Gumstix [Gumb], which is a family of small computer related units that each are approximately the size of a packet of chewing gum, thus the name. This product has been chosen since it provides a flexible and computational powerful block of low weight. The following three modules weigh together 56 g including antenna for wireless commuication. All three units are built down on the X-Pro thus forming the central computing and communication unit. These latter men16
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tioned units are by the manufacturer called: The Robostix, which is a relative slow slave processor built down on a PCB. The I/O pins of the processor are exposed together with communication lines from the Gumstix, which is the Central Processing Unit (CPU). The final unit is the Wifistix which provides wireless connection to the DHM, which is the PC that handles data logging. In the following a listing of the performance specifications and other features related to these, to provide the reader insight in the capabilities of this platform.



R OBOSTIX



2.5.1



This board is built up around a 16 MHz Atmega128 processor. The board is specially made for external connection thus the ports of the Atmega are exposed on pins for fast connection. The Atmega128’s task is to sample the IMU, magnetometer and the rotor speed sensors. Besides this is should set PWM signals for the four motor systems, handle status indicators and lastly interface to the radio receiver. To fulfil these tasks the following peripheral features are used.



#



Type



Usage



4



PWM



Power drives



1



UART



IMU



1



SPI



Magnetometer



1



Interrupt



Radio receiver



4



Interrupt



Rotor speed sensors



2



GPIO



Status indicators



1



GPIO



Motor disable switch



1



I2 C



Communication with Gumstix



TABLE 2.3: The use of peripheral features on the Robostix’s Atmega128



processor.



The Robostix relays sensor values via an I2 C connection, but in this configuration the Robostix is acting as the slave unit and can thus not initiate a sensor relay on its own, thus it has to wait for the Gumstix to request packets. More on this topic is given in the software section, C.6 on page 185. Group 1037a
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2.5.2



G UMSTIX



The Gumstix features a 400 MHz Intel XScale processor of the type PXA255. it has 16 MB flash memory and 64 MB of SDRAM. Amongst the physical connectors are two hirose connectors which provide easy connection via a 60-pin hirose to the Robostix and on the other side of the Gumstix connection to the Wifistix is made through a 92-pin hirose. As mentioned the connection to the slave processor and the range finder is done via the I2 C connection, leaving only the GPS sensor to be directly interfaced to the Gumstix. The GPS sensor occupy the only available serial connection on the Gumstix at a rate of 57600 baud. For development causes it is possible to connect to the Gumstix via a dedicated RS-232 serial console, but for higher communication speed the wireless communication is added to the system, in the presence of the Wifistix.



2.5.3



W IFISTIX



This wireless module is a fully configurable wireless board, following the 802.11(g) standard. Which means that the bandwidth can be up to 54 Mb/s. This connection makes it possible to follow the performance of the system very closely while flying. The choice of wireless ethernet connection though posses a limitation in the range of reception, which can be as short as 10 m around the omni-directional aerial antenna, but in these first steps of building a hover controller it should be possible to stay inside this range of the access point.



2.6



D EPICTION OF THE HARDWARE PLATFORM



To give a more spatial perception of the structure, photos of the X-Pro are shown in this section. All the mentioned hardware are mounted under consideration of the general structure and special needs of the individual sensor. Observing Picture 2.1 on the facing page the X-Pro is shown from the front, seen by the black wifi antenna is facing backwards. The four strings binding the four rotor arms together are mounted to reduce the vibration from the working rotors. Between the back and right rotor arm a small plateau is built for the range finder. This is necessary due to the wide spreading of the sound waves from the range finder can not be obstructed by the body structure. The radio receiver is also placed on this plateau to make place for other hardware under the transparent dome.
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P ICTURE 2.1: The final hardware platform fully equipped with sensors, total



weight is 2.6 kg.



Going closer, Picture 2.2 shows a close up of the centre body part. Near the left arm, in the bottom of the picture the arming switch is placed, that has overall control of the four rotors, with this flipped down no control signals can be send to the power drives. To the left if this switch is the red status indicator LED, which purpose will be described later on. The wires to each motor and the signal from the tachometers run side by side inside each rotor arm. Due to the large fluctuating current towards the motors inflict noise on the tachometer signals. This problem has been solved by adding ferrite beads on both outgoing and incoming signal, which absorbs the energy in the high frequency noise.



P ICTURE 2.2: Close up on the body of the X-Pro, here seen from the left.



Picture 2.3 is seen from the side with the protective dome removed. In the top of the Group 1037a
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picture the GPS module is placed on yet another plateau to make sure that the sensor has a clear view of the sky above it. Underneath the GPS module is the magnetometer mounted relatively far away from the magnetic noise sources. Underneath the main PCB the IMU is placed, such that the gyros are close to the centre of mass. Lastly the battery is placed on top of the bottom plate.



P ICTURE 2.3: Close up on the body of the X-Pro, with the protection cap



removed.
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As mentioned in the previous chapter all pheripheral components, depicted in Figure 2.1 on page 12, are gathered and processed by the Robostix and Gumstix. This calls for the development of software for each of the mentioned processors. Hence this chapter will revolve around the description of Robostix and Gumstix software. First the Robostix is treated which has the main task of forwarding sensor data to the Gumstix. The low level code is written in C and cross compiled to form a hex file which is loaded onto the Atmega128. Second the Gumstix software is treated which is written in high level C code. This software is also cross compiled to fit the system specific architecture of the Gumstix, namely the Intel Xscale PXA255 processor. Next the Development Host Machine software is described which is basically defined by a Linux Soft Real Time Target application in M ATLAB© , Simulink© . It is in this environment the controller will be derived and also implemented. Finally an acceptest will conclude upon the new quad rotor platform, providing an image of what the platform is capable of.



3.1



R OBOSTIX SOFTWARE



This section deals with the software design for the Robostix. In order to interface to the sensors and collect data, low level drivers are written. Most drivers for the sensors are designed as Finite State Automata (FSA)s, and fault detection is built in to an extent considered appropriate. Each driver provides an Application Program Interface (API) used by a main process which is designed to gather, concatenate and transmit data packets from the Robostix to the Gumstix through the I2 C bus in an efficient and reliable way. This section will handle some of the highlights of the Robostix design, this being the main process design and the R/C driver. The timer assignments and rest of the drivers together with the robostix/gumstix communication are handled in Appendix C on page 171. The main process handles the following six components. • Inertial Measurement Unit • Magnetometer • Tachometer • R/C receiver • Motor drivers Group 1037a
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• Gumstix communication The interaction between the listed components and the main process is illustrated in Figure 3.1. Gumstix comm.



Motor drivers 4 x PWM Timer C1/C3



I2C



main IMU



R/C INT 7 Timer C2



UART



Magnetometer



Tachometer INT 3-6 Timer C0



GPIO Timer C0



F IGURE 3.1: The main process interacting with peripheral components. Along



with each component, hardware interface and timer is shown, however timer only if assigned.



The following section will concern the design of the main process.



3.1.1



M AIN PROCESS DESIGN



The main process, which in turn is a single function, initializes the Robostix and the connected sensors at system startup and enters an idle state. The reason for entering the idle state is to ensure a safe startup, where the rotors are inactive and the R/C transmitter is turned on, before any controlling can take place. In this way, the X-Pro will not automatically take off at power-up. Besides the idle state there are three active states the X-Pro can be controlled from: 1. The human pilot state, where the X-Pro is controlled from the R/C transmitter, is the state that every flight must be started from. It is always possible for the human pilot to take control from any state, by use of a safety switch on the R/C transmitter, in case of an emergency. Hence a switch activation will always result in an event leading to the human pilot state. 22
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2. The Gumstix pilot state is where the control signals are calculated by the Gumstix, based upon sensor measurement. It can be switched between the human pilot and the Gumstix pilot as desired during flight. If a fault is detected on the R/C connection, the Gumstix takes over control, as it is presumed to have the best controller and state estimates. 3. The Robostix pilot state has the main purpose of being the last resort for controlling. In case of Gumstix faults, it serves mainly as an indicator for the human pilot to take over by indicating faults using a buzzer and a flash LED. Meanwhile it uses some conservative controlling, which should serve as the system ”parachute” to prevent major damages. These before mentioned states has the purpose of ensuring a stable system with known behavior. To furthermore ensure correct navigation between the states a supervising system which is based on a FSA is implemented. The FSA as illustrated in Figure 3.2. INIT
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F IGURE 3.2: The FSA for the main function.



The FSA bases its transitions on status messages from the communication lines (Gumstixto-Robostix connection (G2R) and R/C), hence it must therefore be possible to detect errors in these. Idle: At startup the main function ensures that the system initializes and enters the idle state. The system stands still in idle until another state is requested. Group 1037a
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Human pilot: When R/C safe is switched ON and it has been assured that throttle is adjusted to minimum, this state can be reached. Otherwise the supervisor makes sure the system does not change from idle state. The Human pilot state can also be reached from the Gumstix pilot state or the Robostix pilot state as well, as described in the following. Gumstix pilot: When the G2R is OK, the X-Pro can be set to be controlled by the Gumstix (Gumstix pilot state). This is done manually by switching OFF the R/C safe or automatically if the R/C receives error signals. The FSA returns from the Gumstix pilot state to Human pilot state, if R/C safe is switched ON. The FSA switches from the (Gumstix pilot state to the Robostix pilot state, if there occurs an G2R error meanwhile the R/C safe is switched OFF. Robostix pilot: When the G2R is not OK, the X-Pro can be set to be controlled by the Robostix (Robostix pilot state). This can take place when R/C safe OFF or automatically if the R/C transmits error signals to the Robostix. The buzzer and indicator LED must be turned on in this state, indicating towards the pilot that something is wrong. The FSA returns from the Robostix pilot state to Human pilot state, if the R/C safe is switched ON. The following section contains documentation of the R/C driver design.



3.1.2



R/C DRIVER



As mentioned earlier in Section 2.4 on page 15 it was chosen to implement a safety feature in the sense that a human pilot should be able to take the control if the designed hover controller, driven from the Gumstix, fails to prevail. This calls for a R/C interface and in order to control the X-Pro using this, the Robostix needs to get the information from the R/C receiver module and together with the IMU generate the appropriate PWM-signals. The R/C-module is connected to INT7 on the Robostix through an OR-gate. The ORgate uses the fact that although there are five channels, which are following each other in time. So by concatenating channel 1, 3 and 5 all information from the five channels can be represented in one serial stream, thus saving interrupt pins in the design. In the combined signal each rising and falling edge of the signal generates an interrupt to the Robostix and provides the possibility of determining each channel length. An example of the signal from the OR-gate is illustrated in Figure 3.3.
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F IGURE 3.3: The signal lead into INT7. The five channels of the R/C receiver



can vary individually between [1; 2] ms and a total R/C receiver package is 22, 5 ms.



The convenience and cleverness of this solution is that a minimum of interrupts is used on the Robostix. This design is the set of for the Discrete Event System (DES) shown in Figure 3.4. high
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low
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5
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F IGURE 3.4: The DES system when receiving the R/C-signal. E.O.S is end of



signal.



The DES changes state every time the transition is fulfilled. Based on this the design of the R/C driver can be derived, using a location observer to handle if errors should emerge. Overall design The FSA is designed in such a way, that the input has to be correct, as described in Figure 3.4. Also if the time between two edges is outside the interval [1; 2] ms, the sample will be discarded and a error variable will be increased. Figure 3.5(a) illustrates the FSA-driver for the R/C-module. When the Robostix gets an INT7 it checks whether the input is correct or not, by checking the input port INT7 to validate whether it is high or low when needed. The driver also consider whether the signal is within the a given time of two edges. If this is the case, the FSA switches state and await interrupts to gather the rest of the R/C package.
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(a) R/C driver.



(b) Sub FSAs.



F IGURE 3.5: (a) Shows the complete driver design using a location observer,



extended with error handling. (b) The FSA which is either dependent of or the interface to (a).



There are three possible places where a low-to-high interrupt can be started, namely channel 1, 3 or 5. This is illustrated by the first circle, which contains the states 1, 3 and 5. If no timeout occur then the next circle contains state 2, 4 and E.O.S, etcetera. The state names com.error and E.O.S. will be further described in the following. • com.error: If a timeout occur when being in either state 1, 3 or 5 the only transition is to the com.error state. Since this means that the signal has been high longer than the defined timeout, the only solution for this is a broken wire or a broken R/C-module • E.O.S.: This is end of signal and there by also a timeout, because the next channel does not appear within the defined time. Figure 3.5(b) shows the small FSA driver uses in order to collect a R/C package. The top FSA is the one generating the transition event. The one in the middle is defining whether timeout between transitions has occurred and the bottom one is the interface to the Robostix main. 26
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This concludes the R/C driver design. The Robostix/Gumstix communication interface can be found in Appendix C on page 171. Next the Gumstix and DHM software will be handled.



3.2



G UMSTIX AND DHM SOFTWARE



As written in Section 2.5 on page 16 the Gumstix is the main computer on the X-Pro. It is the one running the estimator and controller, and also relaying sensor data to the DHM. Figure 3.6 shows the peripheral devices connected to the Gumstix. Range finder



GPS



Gumstix



Development Host Machine



DGPS



Robostix



F IGURE 3.6: The peripheral devices connected to the Gumstix. The data flow



to and from the Gumstix is donated by an arrow.



As can be seen on the Figure the Gumstix is connected to the Robostix as depicted in Figure 2.1 on page 12. The range finder is also connected to the Gumstix on the same communication media as the Robostix. Finally the DHM is the slave for receiving data from the Gumstix and host for relaying the DGPS package to the Gumstix, which are used for correcting the GPS signal. In the following a description of the Operating System (OS) on the Gumstix, Linux Soft Real Time Target (LNX), the drivers to interface with the sensors and the Robostix.



3.2.1



G UMSTIX O PERATING S YSTEM



The OS on the Gumstix is contained in the Buildroot provided by the Gumstix, Inc., [Guma]. The important parts of the Buildroot package will further be described below. Buildroot: The Gumstix is equipped with a modified version of BusyBox, which is a tiny version of Linux. Using the menuconfig option gives the ability to configure Group 1037a
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the OS so it can fulfill the requirements one might have. Gumstix, Inc. have modified the BusyBox such that, the hardware under their brand can be connected without adding any third part software, the drivers only has to be enabled via the menuconfig option when configuring the Buildroot. Toolchain: The cross compiler which makes it possible to compile source code on any computer running a Linux distribution. Thereby already developed software only needs to be recompiling in order to run on the Gumstix. The cross compiler is a modified version of the gcc compiler. Thereby the software and drivers can be developed in C and compiled on a more powerful computer than the Gumstix.



3.2.2



L INUX S OFT R EAL T IME TARGET



In this section the LNX for M ATLAB© is described. The LNX developed by [Bha], is equivalent xPC from Mathworks. The operational principle of the LNX and how to setup the environment will be further described in the following. Operational principle: The similarities of LNX and xPC are that the Simulink© model is compiled in M ATLAB© using the chosen mex compiler. The difference is that the LNX generates an executable file which is to be executed on the target machine, whereas the xPC target compiles the Simulink© model into a bootable OS. This is when the real difference is stated, the xPC runs "hard" real time, whereas the LNX, as the name states it, runs soft real time. Because of the LNX runs on the OS of Gumstix the LNX is changing the scheduler so it gets highest priority. Then the LNX is running it uses a POSIX real time clock to generate periodic signals, corresponding to the overall samplings frequency. To gain a higher resolution of the scheduler, the scheduling frequency have been changed to the maximum value, on the Gumstix the maximum scheduler frequency is 1000 Hz, the default value is 100 Hz. This introduces a overhead when increasing the number of process switches, but is a necessary when high accuracy of sampling is needed. Setup: The setup of the LNX is more or less the same as xPC. The LNX is installed as described in the readme.txt which can be found on the CD-ROM: /matlab/lnx . The lnx Makefile has been changed in order to use the correct cross compiler, namely the one described above. The chosen method is selected in the Simulink© model, and the interfaces to the sensors can developed using a s-function. Table 3.1 on the next page shows the advantages and disadvantages when using LNX instead of implementing it all in C. 28
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Advantage



Disadvantage



Fast development



Overhead



Intuitive structure



OS scheduler



Real time scopes TABLE 3.1: Advantages and disadvantages using LNX instead of



implementing the controller and estimator by hand.



One of the advantages of the LNX is that the development of as an example a controller is fast, counter to if it was to be implemented in C. Due to the M ATLAB© implementation and the mex compiling the executable application containing the controller generates a overhead of code, meaning that the real time is harder to maintain. The real time demand is also harder to maintain if the scheduling frequency is set too low and thereby the change of tasks in the kernel takes longer, resulting in more overhead. Since that the LNX is equivalent to M ATLAB© xPC target, the structure of the Simulink© model is intuitive, if the X-Pro model with the controller was to be implemented in C. The last advantage is the real time scopes in the Simulink© model in M ATLAB© , and thereby able to see the sensors values real time.



3.2.3



S ENSOR DRIVERS



To interface the sensors attached to the Gumstix drivers needs to be developed. As depicted in Figure 2.1 on page 12 the sensors that interfaces to the Gumstix is the GPS and the range finder. The Robostix driver and range finder are gathered in the same driver because the interface specification to there are the same. Only the protocol to communicate with these individually are different. The first driver handled is the driver for the GPS module. GPS The GPS module is connected to the Gumstix through a serial interface, and fully software controlled thus the interface is also wide but intuitive. Therefore it is important to determine which packages are received from the GPS module, thus the communication protocol is described. To handle DGPS a drivers has been developed in [BBG+ 06, pp 83.] and will not be further describe here. Group 1037a
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Protocol specification: The key features of the protocol are the following, [Ubl]: • It is compact, 8 bit binary data is used. • Checksum protected, using a low overhead checksum algorithm. • Modular, using a 2-stage message identifier (Class- and message ID). The UBX package is configured as illustrated in the following Figure 3.7. SYNC CHAR 1



SYNC CHAR 2



CLASS



Dec 98 Hex 62 (ASCII for b) Dec 181 Hex B5 (ISO 8859.1 for µ)



LENGTH little endian



ID



1 Byte Message ID 1 Byte Message Class



CK_A



Payload size depending on LENGTH and/or Class, ID



CK_B



2 Byte Checksum



Length of the Payload (2 Bytes) excluding Sync Chars, Class, ID, Length and Checksum fields



F IGURE 3.7: UBX binary protocol, [Ubl].



Every message starts with two synchronizing bytes. One byte follows containing the class which defines the basic subset of the message. Another byte ID defines more specifically what is actually contained in the package. The length part consists of two bytes which represents the length of the payload only. The payload is a variable length field. The message ends with a 2 byte checksum CK_A and CK_B. The 8-bit Fletcher checksum algorithm can be found in Appendix C.6.1, Equation (C.10). The GPS module must be configured in accordance with the specific goals for the project. As mentioned earlier it is possible to configure everything from the serial port setup to which packages to receive from the module, either by polling or periodic output and guide the way the position is calculated. These various options can be found in the protocol specification [Ubl]. The GPS module has been configured to return NAV_SOL and NAV_DOP. NAV_SOL stands for Navigation Solution Information and contains all the information of the position of the GPS module. NAV_DOP stands for Dilution of precision and contain information of how good the position estimate is. With the above the driver to the GPS module has been developed. The source code to interface the GPS module and the DGPS software can be found on the CD-ROM in: /source/gps/* .
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Range finder The range finder is conntected to the I2 C bus on Gumstix as described in Section 2.2.2 on page 13. To communicate over the I2 C bus the API developed by [Gumb] is used. The API provides some commands for receiving and sending data to and from the connected devices. The range finder is a slave unit, meaning that the Gumstix has to send a command to get the sensor to start a ranging. After a predefined time period the Gumstix again send a command to collect the data. The predefined time period is defined by the maximum range, if a smaller maximum ranging is wanted the time period is minimized and vice versa. Therefore the driver to the range finder has been developed to include the functionality to start a ranging, collect the data, change the maximum range. Robostix The contents of the data from the Robostix is described earlier and will not be stated again. As stated before the Robostix and Gumstix are connected through the I2 C bus. Due to the data flow from the IMU to the Robostix, the Gumstix samples the Robostix at the same rate, namely 100 Hz. The sampling frequency is important to minimize the jitter because the sensor data on the Robostix is not timestamped, whereas the Gumstix timestamps every package when they are received.



3.2.4



D EVELOPMENT H OST M ACHINE SOFTWARE



All the software from the Gumstix is also available as a stand alone application. There all the sensor data is relayed using a TCP connection from the Gumstix to the DHM. The relaying of the DGPS signal is also integrated in this application. The software is implemented in order to get sensor data and to see if it was capable of implementation. The LNX is used when implementing the hover controller and estimator when this is to be tested later on.
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A CCEPTANCE



TEST



4



The purpose of this acceptance test is to give an idea of what the developed X-Pro platform is capable of. Normally an acceptance test is written with respect to a previously written specification of requirements. However in this specific case the latter does not exist due to the fact that various requirements were developed during the 9th. semester and were never quite clear from the beginning. Hence this acceptance test will revolve around important issues from a user perspective point of view. The results of the acceptance test are described in this chapter and are based on the acceptance test specification Appendix D on page 191. Previously in [BBG+ 06] several module tests have been performed on both the hardware and software of the X-Pro. However this test will particularly cover how well the modules work together, especially in the X-Pro environment. Firstly tests are performed in the non rotary movement state which is a state where all software / hardware is integrated and powered up, but without the stressfull and noisy environment that comes with the rotary movement. When this is achieved the system is tested in full rotary movement pushing the system to its limits. The acceptance test specification is built around the following main structure 1. 2. 3. 4. 5.



What to test ? Necessary conditions Expected results How to test ? Test results



The issue covered in this acceptance test is Verification of sensor data, thus this is important considering autonomous flight.



4.1



V ERIFICATION OF SENSOR DATA



It is imperative that sensor data at all times and in all flight states are received on the Gumstix correctly and that the estimator and controller can rely on this. Within the Robostix packet lies sensor data from the magnetometer, the tachometers and the IMU. Directly channeled to the Gumstix are the range finder and GPS module. The following subsections will conclude on the acceptance test with respect to the mentioned sensors. Group 1037a
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4.1.1



R OBOSTIX PACKET



The acceptance test of the robostix packet contains verification of the various contained sensor data in the form of sanity check. As the Robostix transmits packets at 100 Hz it is verified if the packets are received at this rate at the Gumstix and the DHM. The actual jitter level is furthermore concluded upon. All data contained in the robostix was sanity checked and thereby verified. The frequency was determined to 100.007 Hz which is acceptable and only a small negligible jitter level was detected.



4.1.2



R ANGE FINDER



The acceptance test of the range finder contains verification of the sensor data. The range finder is sampled at 50 Hz and this is to be verified. The range limit is set to 99 cm, and this is also to be tested. The range finder is able to measure the range up to 99 cm. The resulting sampling frequency was determined to 50.0002 Hz, and thereby the sampling rate is fulfilled. The jitter was considered acceptable.



4.1.3



GPS MODULE



The acceptance test of the GPS module contains packet verification, issues concerning frequency and jitter of sampling and furthermore if the DGPS functionality works as it should. All results stated in the following applies to both non rotary movement and rotary movement. Packet verification Although the UBX protocol specifices a large amount of packages that can be requested only few are considered relevant. The packages are NAV_SOL, NAV_DOP. All mentioned packets were received succesfully and sanity checked with respect to its contents. However it seems as the module dropped a packet set, excactly when 3D fix was aquired. This incidence is believed to be module specific more than a communication line failure as the probability of packet loss right at that instant would be extremely low.
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Frequency and jitter Apart from the single outlier mentioned above the packets are received with a 250 ms interval i.e. 4 Hz as expected. Moreover the jitter level is low and more importantly constant. DGPS The GPS module receives Radio Technical Commission for Maritime services (RTCM) packets mostly within a second as it should, however a fair amount of jitter is still apparent. At two striking intervals a packet is as much as five seconds delayed. This is however believed to be due to propagation delay on the network line from the Suldrup antenna to AAU. Furthermore the bandwidth used is not dedicated to the RTCM reception, so a profound use of bandwidth from others at that instant could prove to have been the decisive factor.
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PART II



M ODELLING



This part deals with the derived X-Pro model from [KSG+ 06], and aims to provide and understanding of how a model of a quad rotor helicopter can be derived. Besides from a model resumé, the following chapters also include actual model augmentation aswell as augmented module verification. Four chapters reside in this part and the first provides a modelling overview, whilst the following handle the Motor-Gear, Rotor and Body model.



37



C ONTENTS OF PART II 5



Modelling overview



39



6



Motor-Gear model



41



6.1



Complete motor model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



41



6.2



Gearing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



42



6.3



Verification of Motor-Gear model . . . . . . . . . . . . . . . . . . . . . . . .



45



6.4



Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



45



7



Rotor model



47



7.1



Forces and Torques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



47



7.2



Linearization of induced velocity . . . . . . . . . . . . . . . . . . . . . . . .



51



7.3



Verification of rotor model . . . . . . . . . . . . . . . . . . . . . . . . . . . .



51



7.3.1



Linearization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



51



7.3.2



Angular velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



52



Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



53



7.4 8



Body model



55



8.1



Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



55



8.2



Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



56



8.2.1



Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



56



8.2.2



Moments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



58



8.3



The complete body model . . . . . . . . . . . . . . . . . . . . . . . . . . . .



58



8.4



Verification of body model . . . . . . . . . . . . . . . . . . . . . . . . . . . .



60



8.5



Converting to Quaternions . . . . . . . . . . . . . . . . . . . . . . . . . . . .



62



8.6



Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



63



38



M ODELLING



5



OVERVIEW



This chapter will provide an understanding of how the non-linear model from [KSG+ 06], is constructed and how the model parts interact. Furthermore it will discuss simplifications in the model and why these are acceptable. For closing, issues concerning model augmentation and verification will be dealt with. The system can be divided into three subsystems as depicted in Figure 5.1. 4x V



Motor + Gear



. Ω



R1



0



Fz



Ω Rotor



Dynamics + Kinematics



τz



P1



0



∑



τdyn



F IGURE 5.1: Modelling overview of the X-Pro divided into three subsystems,



motor-gear, rotor and body, [KSG+ 06, p. 69].



As can be observed from the Figure, the controllable inputs to the X-Pro are the four motor voltages V . The outputs from the model are the X-Pro attitude 01 R and position 01 P . There are three subsystems: motor-gear, body and rotor. The interfaces between these will be described in the following. The angular velocity, Ω, produced by the motor and reduced by the gear is lead to both the rotor and body block. The angular acceleration Ω˙ is lead to the body block in order to calculate the body moments which eventually leads to attitude. It should be noted that angle of attack and linear velocity of the body, [KSG+ 06, p. 19], which specifies angle of relative wind and disymmetric lift respectively, has been omitted as rotor inputs. This is a natural and acceptable simplification as the main objective is to operate in a hover state. The rotor output is a combination of force Fz and torque τz . The generated rotor force, Fz , is lead to the body block and consists only of the force component in the z axis direction. The force contributions along the x and y axis ideally neutralize each other in hover and the resulting Fz vector is according to the latter considered an acceptable simplification. The generated rotor torque, τz , is lead not only to the body block, but also Group 1037a
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back to the motor. The torque is directed about the z axis. ˙ Ω, Fz and τz are necessary in order to The four mentioned inputs to the body block, Ω, calculate the rotational position 01 R of the X-Pro relative to the universal frame {0}, and the translational position



0P 1



from frame {1} relative to frame {0}. These designated



outputs from the body, functions as the X-Pro system outputs aswell. Last but not least should be stated that it is not only the rotor torque which is fed back to the motor, but also the torque produced by the X-Pro dynamics. These two torque contributions are summarized to comprise the total load torque seen by the motor. For closing, it will prove valuable to discuss possible model augmentation and verification. It is desired to be able to guarantee a certain angular velocity of the gear, thereby rotor, as this maps directly to lift. From [KSG+ 06, p. 105] is was shown that the angular velocity of the rotor deviated from the model with a small gain factor. The gain factor was later identified to lie within the motor-gear model. In [KSG+ 06] both motor and motor-gear were verified through current comparisons. If the verification domain was augmented to contain an angular velocity verification for the motor-gear and motorgear-rotor, it will be possible to guarantee a certain angular velocity. The body model is according to Figure 5.1 on the preceding page based on the Direct Cosine Matrix (DCM) matrix. With implementational aspects in mind, integration of quaternions instead of DCM in the body model will lighten the computational burden and reduce quantization issues to a minimum. The before stated issues will be integrated in the forth coming chapters and serve as new results to the already developed model. The following chapter will handle the motor-gear part.
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MODEL



This chapter concerns the modelling of the motor-gear parts mounted on the four carbon fiber arms of the X-Pro. The motors are of the brushed permanent magnet Direct Current type, which are found in many industrial robotic applications [Cra05, p. 278]. For specifications on the motor, turn to the Datasheet which can be found on the CD-ROM in /Datasheets/rs_545sh.pdf . In order to obtain a fairly accurate model, the motor is tested separately in the laboratory, completely isolated from the gear and rotor. The test records can be located in Appendix B.1, [KSG+ 06, pp. 139] . These records along with the Datasheet of the motor serves as basis for the motor modelling according to [AP05, pp. 8]. The model is divided into an electrical and mechanical part, which are dealt with separately. These parts are then combined into the complete model for the motor, which eventually is tested and verified. The motor parts and their combining are described in Appendix A, [KSG+ 06, pp. 133]. Consequently this chapter will not concern the outlining of the model but instead give its emphasis on the complete resulting motor model. Furthermore the final part of this chapter will integrate the gear into the motor model and verify the motor-gear model with respect to its angular velocity output.



6.1



C OMPLETE MOTOR MODEL



The electrical and mechanical part of the motor are combined into the complete motor model according to Appendix A, [KSG+ 06, pp. 133]. The result of this is depicted in Figure 6.1. Electrical part
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F IGURE 6.1: Block diagram of combined electrical and mechanical part.



Worth noticing from the Figure is that the viscous friction is integrated into the mechaniGroup 1037a
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cal system due to its linearity. Stiction which is only active at zero velocity and coulomb friction which is an offset friction, are both added conveniently in Simulink© . Refer to the simulink file /matlab/model/motor/MotorModel.mdl located on the CD-ROM for a depiction of this. At this point the torque load remains an unknown torque produced by the rotor and body dynamics. The various parameters and constants devised from the Datasheet and the test journal in Appendix B.1, [KSG+ 06, pp. 139], are listed in Table 6.1 and can be reproduced through the m-file matlab/model/motor/MotorExperiment.m located on the CD-ROM. Parameter



Description



Value



Unit



La



Armature inductance



0.2811



mH



Ra



Armature resistance



0.2094



Ω



Km



Electric constant



0.0046



Ke



Torque constant



0.0046



Jm



Inertia of motor



2.6200 · 10−6



bm



Viscous friction



9.9438 · 10−7



N ·m A N ·m A ω˙ τ N ·m rad/sec



τs,m



Stiction



0.0071



N ·m



τc,m



Coulomb friction



0.0029



N ·m



TABLE 6.1: Motor parameters and constants.



Verification of the motors have been carried out by applying measured inputs, from the motor tests, to the model and comparing system current with model current. Two input scenarios have been used, a classical step input and a more dynamic input. The verification document can be located at [KSG+ 06, p. 22-23]. The next component, namely the gear combining motor with rotor can now be described.



6.2



G EARING



As indicated by Figure 5.1 on page 39, the motor is connected through a gear to the inertial load produced by the rotor. The gearing which is driven by a belt, can be seen as a system combining transmission with speed-reduction. Transmission in the sense that the motion is transmitted from actuator to joint, and speed-reduction due to the larger radius at the joint. The gear ratio η, of this gear type is calculated by Equation (6.1), where ngi is the 42
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number of teeth of the input actuator pulley and ngo is the number of teeth of the output joint pulley:



η=



ngo ngi



(6.1)



The gear ratio describes the speed-reducing and torque increasing effects of the gear pair. When observing the X-Pro, the joint gear is larger than the motor-gear, hence η > 1 and therefore a reduction of speed and an increase in torque is apparent. These relationships are given by Equation (6.2) and (6.3), [Cra05, p. 246]. 1 · Ωgi η = η · τgi



Ωgo =



(6.2)



τgo



(6.3)



where ωgi and ωgo are input and output angular velocities, and τgi and τgo are the input and output torques. When modelling a gearing system of the mentioned type, which increases the torque to a desired level, one also has to recon the added disadvantages. Especially friction and flexibility are introduced into the system. These phenomenons along with various delimitations of the gear system are described in [KSG+ 06, p. 24-25]. A block diagram of the motor and gear model is shown in Figure 6.2. Motor
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F IGURE 6.2: Block diagram of the motor-gear model. For clarity reasons the



feedback from the mechanical part of the motor to the electrical part is excluded.



As can be seen from Figure 6.2, the electrical part of the motor is encapsulated in one box and the feedback from the mechanical part of the motor, excluded. This is done to Group 1037a
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simplify the figure and only emphasize the important parts, namely the connection between motor and gear. It can be observed that in order to get from motor to gear or vice versa a multiplication of the gear ratio 1/η must be carried out complementing the Equations (6.2) and (6.3). Through manipulation one can arrive at the following block diagram shown in Figure 6.3. This constellation enables a parameter identification similar
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F IGURE 6.3: Block diagram of gear integrated into the motor model. For



clarity reasons the feedback from the mechanical part of the motor to the electrical part is excluded.



to the one carried out for the single motor. The Simulink© model is located on the CDROM at matlab/model/ motor/MotorGearModel.mdl . The various parameters and constants devised from the Datasheet and the test journal in Appendix B.2, [KSG+ 06, p. 143-144], are listed in Table 6.2 on the facing page and can be reproduced through the m-file matlab/model/motor/MotorGear Experiment.m located on the CD-ROM. As Table 6.2 indicates it is the total friction contributions which are listed. With respect to Figure 6.3, btot,i comprises (bm +



bg ) η2



and τctot includes (τc,m + η1 τc,g ). The stiction τstot



which is the same for all motors contains (τs,m + η1 τs,g ). Verification of the motor-gear systems have been carried out in the same manner as for the single motor. The verification document can be located at [KSG+ 06, p. 25-26]. As indicated earlier the motor and motor-gear systems have previously been verified by comparing system current with model current. The next section augments the verification domain by examining the actual model output, angular velocity Ωg . 44
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Parameter



Description



Value



Gear ratio



10



Jtot



Motor-gear inertia



−6



τs,tot



Total stiction



η



btot,f



Viscous friction, front motor



τctot ,f



Coulomb friction, front motor



2.7035 · 10



0.0120 2.1176 · 10



−6



0.0076 2.1176 · 10



−6



btot,l



Viscous friction, left motor



τctot ,l



Coulomb friction, left motor



0.0056



btot,b



Viscous friction, back motor



−6



τctot ,b



Coulomb friction, back motor



btot,r



Viscous friction, right motor



τctot ,r



Coulomb friction, right motor



9.7948 · 10



0.0208 9.7948 · 10



−6



0.0158



Unit ω ˙ τ



N ·m N ·m rad/sec



N ·m N ·m rad/sec



N ·m N ·m rad/sec



N ·m N ·m rad/sec



N ·m



TABLE 6.2: Motor-gear parameters and constants.



6.3



V ERIFICATION OF M OTOR -G EAR MODEL



Table 6.2 indicates profound deviations in the coulomb and viscous friction of the four motor-gear systems. The parameters have been adapted to fit each motor-gear system individually, but can and will however deviate over time as a function of wear. The result can be observed in Figure 6.4. The Figure documents a decisive resemblance between the model outputs and the actual motor-gear velocity. Around 32 s an emphatic drop in velocity is observed in all four motors along with a certain model deviation. This can however be explained by the following. The X-Pro power drive has been designed as a one way drive, which indicates that the angular velocity of the rotor only can be controlled in the velocity increasing direction. Hence, when a sudden deceleration occurs, the decreasing of rotor velocity solely depends on the viscous friction in the motor-gear. It is the result of this that constitutes the deviation observed in the Figure. This is noted and considered an acceptable deviation. It is furthermore noted that the significance of this phenomenon will decrease when the rotors are added, increasing the friction and thereby balancing out the differences in acceleration and deceleration.



6.4



C ONCLUSION



This chapter concerns the modelling of the four motor-gear parts of the X-Pro. When observing Figure 6.1 on page 41 page 41 the following resulting equations (6.4) and (6.5) Group 1037a
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F IGURE 6.4: Verification of the four motor-gear velocities. The blue graphs are



measured output, whilst the red is model output.



can be derived. ia (s) = Ωm (s) =



Va (s) − Ke · Ωm (s) La · s + Ra Km · ia (s) − τf (s) − τl (s) Jm · s



(6.4) (6.5)



The resulting equation for Ωg can according to Figure 6.3 page 44 be derived in (6.6). Ωg (s) =



Km · ia (s) − τftot (s) − τl (s) η · (Jm +



Jg ) η2



·s



(6.6)



with the total frictional torque defined as in (6.7) τftot (s) = τ(c+s),m (s) +



bg 1 ·τ (s) + (bm + 2 ) · Ωm (s) η (c+s),g η



(6.7)



The motor-gear verification has been augmented to contain a verification of the actual model output, angular velocity of the gear. This has been done because it is desired to be able to guarantee a certain velocity more than a specific current level. Figure 6.4 on page 46 verifies that the developed model with the parameters listed in Table 6.2 on page 45 can guarantee a certain velocity matching the velocity of the real motor-gear system. Equations (6.4)-(6.7) along with the latter concludes this chapter.
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This chapter concerns the modelling of the rotor blade dynamics. A basic knowledge of how a rotor is provided the ability to produce lift, is necessary to model the blades correctly. Blade element theory should furtherly be applied to explain how elementary forces are exposed to a rotor blade, based on its layout and air velocity exposed to it. Knowledge about the previous issues can be aquired at [KSG+ 06, p. 29-36] and it is through this, equations for the forces and torques provided by the rotor can be initiated. The final part of the chapter will concern a linearization of the model in the hover state and a rotor model verification. The rotor movement in the X-Pro environment is generally affected by three inputs. First and most intuitive is the angular velocity generated by the motor. However a component involving the X-Pros actual angular velocity would have to be added or subtracted to this input. The linear velocity as well plays an important role as it would result in dissymetric lift. Another input one must consider is the angle of attack which basically specifies the angle of relative wind, thereby affecting the rotor. However as the X-Pro flight is restricted to hover, the only remaining input is the angular velocity, Ω, produced by the motor. This allows the following Input/Output (I/O) relation in Figure 7.1. Rotor model



Fz z



F IGURE 7.1: Illustration of the I/O of the linearized rotor model.



The Figure shows two output vectors, the lift force F and the torque τ . In the following section, the equations comprised by these outputs will be derived.



7.1



F ORCES AND TORQUES



Each rotor generates forces acting outside the origin and produces torques acting about the origin. The forces r Fx , r Fy and r Fz are parallel to their corresponding axes whereas the torques are as illustrated in Figure 7.2 on the following page.
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F IGURE 7.2: Illustration of torques around the x-,y-and z-axes.



Further a cross-section of the rotor-blade is shown in Figure 7.3 [Pro89, pp. 157-159]. c dL



θr α Фr



dD



Ut Up



Vb



F IGURE 7.3: Rotor blade section flow conditions in flight.



As the figure shows, there are two elementary forces that depend on the velocity components, Ut and Up , that are exposed to the rotor blade. These are the lift, dL, and the drag, dD, force. The angle of attack, α, is assembled be two angles, the blade pitch θr and the inflow angle φr . Finally Vb is the blade velocity and c is the chord length. The forces generated and the torques produced by the rotors depend on the form of the rotor blade. Its form has influence on its potential to produce lift, therefore the rotor blade has been divided into simplified forms, which are shown in Figure 7.4 on the facing page.
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F IGURE 7.4: Rotor blade.



The form of the rotor blade is used when deriving the rotor model. A mathematical representation of the rotor blade is shown in Equation (7.1), see Appendix C [KSG+ 06, p. 145] for further details.



e → R1 : c(r) = c1 + s1 · r



(7.1a)



R1 → R : c(r) = c2 + s2 · r



(7.1b)



Where r is the radius to the blade section dr, see Figure 7.2 on the preceding page. When Equation (7.1) is inserted in the rotor model, Equation (7.2) and (7.3) are the final result based upon the X-Pro’s rotor blades. These equations has been derived in [KSG+ 06, p. 36-42]. Equation (7.2) shows the forces parallel to the x-, y- and z-axes.



r



r



r



Fx



Fy



Fz



Z 2π Z R1 Up b 1 ρ Ut2 · (c1 + s1 r) · (φr · a · (θr + ) − CD ) dr = 2π 2 0 Ut e  Z R Up 2 + Ut · (c2 + s2 r) · (φr · a · (θr + ) − CD ) dr · sin(ϕ) dϕ Ut R1



(7.2a)



Z 2π Z R1 Up b 1 ρ Ut2 · (c1 + s1 r) · (−φr · a · (θr + ) + CD ) dr (7.2b) = 2π 2 0 Ut e  Z R Up 2 + Ut · (c2 + s2 r) · (−φr · a · (θr + ) + CD ) dr · cos(ϕ) dϕ Ut R1 Z 2π Z R1 Up b 1 = − ρ·a· Ut2 · (c1 + s1 r) · (θr + ) dr 2π 2 Ut 0 e  Z R Up 2 + Ut · (c2 + s2 r) · (θr + ) dr dϕ Ut R1



(7.2c)



The equations in (7.3) describes the torques around the corresponding axes, which Group 1037a
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also is shown in Figure 7.2 on page 48. r



r



r



τx =



τy



τz



Z 2π Z R1 Up b 1 ) dr ·ρ·a· r · Ut2 · (c1 + s1 r) · (θr + 2π 2 Ut 0 e  Z R Up 2 + r · Ut · (c2 + s2 r) · (θr + ) dr · sin(ϕ)dϕ Ut R1



(7.3a)



Z 2π Z R1 Up b 1 r · Ut2 · (c1 + s1 r) · (θr + ) · dr = − ·ρ·a· 2π 2 Ut 0 e  Z R Up r · Ut2 · (c2 + s2 r) · (θr + + ) · dr · cos(ϕ) dϕ Ut R1



(7.3b)



Z 2π Z R1 Up b 1 = r · Ut2 · (c1 + s1 r) · (φr · a · (θr + ) − CD ) dr (7.3c) ·ρ 2π 2 Ut 0 e  Z R Up 2 + r · Ut · (c2 + s2 r) · (φr · a · (θr + ) − CD ) dr dϕ Ut R1



The unknown constants in the equations above are listed in Table 7.1. Parameter



Description



Value



Unit



r



Fx



Output from rotor model



-



N



r



Fy



Output from rotor model



-



N



r



Fz



Output from rotor model



-



N



r



τx



Output from rotor model



-



Nm



r



τy



Output from rotor model



-



Nm



r



τz



Output from rotor model



-



Nm



Ω



Input from motor-gear



-



rad/ s



2



-



b



Numbers of blades on the rotor



ρ



Density of the air



1.293



kg/ m3



e



Disk width from hub to rotor blade



0.034



m



vi



Induced velocity through rotor disk



3.7078



c1



Cross-section 1 of rotor blade



0.015



m



c2



Cross-section 2 of rotor blade



0.042



m



s1



Slope constant 1 for rotor blade



0.56



m



s2



Slope constant 2 for rotor blade



-0.125



m



θr



Blade pitch angle



R1



Disk width from hub to middle of rotor disk



R



Disk width from hub to end of rotor disk



CD a



The drag constant The rotor blades lift slope



0.44



m/ s



rad/ s



0.082



m



0.26



m



-0.1426



-



2.2815



-



TABLE 7.1: Parameters of Equation (7.2) and (7.3).
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With the above equations the rotor model is derived and furtherly linearized in the following section.



7.2



L INEARIZATION OF INDUCED VELOCITY



The rotor model has been linearized in hover, with respect to the induced velocity vi , see [KSG+ 06, p. 42]. When linearizing there are two unknown parameters, namely a and CD . These are estimated in Appendix C, [KSG+ 06, pp. 145], by using the results from the test journal in Appendix D, [KSG+ 06, pp. 155]. The linearization of Equation (7.2) (7.3) gives that r Fx , r Fy , r τx and r τy cancel out. This results in that only r Fz and r τz contributes to the lift and drag, respectively. Finally these have been simplified in Appendix C.2, [KSG+ 06, p. 148], and C.3, [KSG+ 06, p. 151], and their final form is shown here: r



7.3



Fz = aFz Ω2 + bFz Ω



(7.4a)



r



(7.4b)



τz = aτz Ω2 + bτz Ω + cτz



V ERIFICATION OF ROTOR MODEL



To verify that the linearization is correct a structural analysis of Equation (7.4) is made. Further a verification of the rotor velocity is performed augmenting the verification domain.



7.3.1



L INEARIZATION



This section contains the results of structural analysis of Equation (7.4). The structural analysis can be found in [KSG+ 06, p. 45-47]. Figure 7.5 on the following page shows the verification of the linearization of r Fz .
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7.3. V ERIFICATION OF ROTOR MODEL Plot of the force for the z axis (rF ) z
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F IGURE 7.5: Illustration of the force acting parallel to the z axis.



The * shows the linearization point and the line is the plotted version of Equation (7.4a). As can be seen the line crosses the * which verifies the correctness of the linearization. Figure 7.6 shows the verification of linearization of r τz r



Plot of the torque around the z axis ( τz) Torque (Nm)
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F IGURE 7.6: Illustration of the torque revolving around the z axis.



The * shows the linearization point and the line is the plotted version of Equation (7.4b). As can be seen the line crosses the * which verifies the correctness of the linearization.



7.3.2



A NGULAR VELOCITY



The rotor model has been inserted into the Simulink© version of the motor gear. The combined model has been tested to see whether the angular velocity can be verified. The Simulink© model can be found on the CD-ROM at /matlab/model/motor/ MotorGearRotorModel.mdl and the corresponding M ATLAB© script file is /matlab/ model/motor/MotorGearRotorExperiment.m . Equation (7.4b) is inserted into the mo-



tor gear model as a M ATLAB© function, and is seen as a load torque for the motor to overcome. The modeled block that is to be verified has torque and lift force out, the verification 52
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of the lift force is though not verified here directly. From [KSG+ 06, pp. 155] a test is performed to estimate the lift as a function of the angular velocity of the rotor. This test is tough also dependent on the density of the air at the test instance. A change in density will map linear to the lift and drag. p R·T = 287.05J/kg·K ρ=



Rdry,air



(7.5) (7.6)



In the formula the ρ = 1.293g/L was used this can of cause change according to the temperature and the air pressure. The extremes in the air pressure over Denmark are 94.39 kP a − 106.25 kP a set in year 1907 January and February respectively. The chosen temperature extremes can be set to 5◦ C − 30◦ C. Worst case the figures of ρ can then be calculated: pmax = 0.9698g/L R · Tmin pmin = = 1.3307g/L R · Tmax



ρmin =



(7.7)



ρmax



(7.8)



These values of ρ will influence the mapping of angular rotor speed to lift (and drag) with 25% at low density and 2.9% at high air density. These relative small deviations are given in weather conditions that does not allow flying, thus the influence of ρ is taken as a constant. Given the air density is constant a verification of the angular velocity of the rotor will provide the basis of the verification of the lift force. Figure 7.7 on the following page shows the four rotor speeds, when applying measured duty cycles and feeding these through a map that calculates the corresponding voltage. The dynamics of the motor-gear-rotor model reflects the real system. As can be seen on the figure all the measured velocities fits the motor-gear-rotor model. The deviation in the beginning of the simulation is caused by, that the tachometer driver does not give a velocity before the rotors exceed 8 Hz i.e. 480 rpm.



7.4



C ONCLUSION



This chapter deals with the derivation of the rotor model. Through a linearization in hover, the model has been simplified to Equation (7.4). Equation (7.4b) has then been inserted into the motor-gear model to verify the angular velocity. Group 1037a
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F IGURE 7.7: Verification of the four rotor velocities. The blue graphs are



measured output, whilst the red is model output.



Equation (7.4a) calculates the force acting on the z-axis and again here: r



Fz = aFz Ω2 + bFz Ω



(7.9)



Equation (7.4b) calculates the torque acting around the z-axis and again here: r



τz = aτz Ω2 + bτz Ω + cτz



(7.10)



The values for the constants Equation (7.9) and (7.10) can be found in Table 7.2. Parameter



Description



Value −6.6399 ·



Unit



10−5 π



N ·s2/ rad2



aFz



–



bF z



–



−0.0029π



aτz



–



8.7922 · 10−6



N ·s rad N m·s2/ rad2



bτz



–



0.0010



N m·s/ rad



cτz



–



0.0414



Nm



TABLE 7.2: Rotor parameters.



With Figure 7.1 on page 47 in mind the goal for the rotor model have been achieved, due to the fact that the force and torque in the z-axis have been derived.
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This chapter concerns the modelling of the X-Pro body from [KSG+ 06, p. 50-61], with focus on the behavior when exposed to internal and external forces. The subjects dealt with in this chapter are the kinematics and dynamics. These are combined to comprise the complete body model. After the model is structually verified, quaternions are due to implementational aspects integrated to replace the DCM. Since the X-Pro consists of several, individual moving parts affecting its movement, the vehicle is divided into five components when modelling its kinematics and dynamics: The four rotors each rotates at an individually controllable speed. Because of this, the rotors affect the X-Pro differently, which is why they are considered as individual objects. The base of the X-Pro also contributes to its movement since it has a mass and an inertia. The base can translate and rotate at a velocity individually from the rotors, by which it is considered a separate mechanical object. Common for all of these five components are: • They each represent a mass, which is affected by gravity. The masses must be accelerated to translate the component. • They each represent an inertia, which must be angularly accelerated to rotate the component. • Rotating objects produce precession, which must also be taken into account. • All of the components are connected to each other, and thereby affect each other. With the X-Pro’s body divided into five parts the modelling of the kinematics can begin. This will be further described in the following section.



8.1



K INEMATICS



As described above the X-Pro is divided into five components, the base and four rotors. To describe the kinematics of the X-Pro, coordinate systems are introduced and defined in each of the five components and additionally one to describe the universe in which the X-Pro operates. This is depicted in Figure 8.1 on page 57. Group 1037a
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Each coordinate system is referred to as a frame where every point can be described with a vector e.g. the vector 1 P~C describes the point (CM,1), the CM of the base, within 1



frame {1}. The universal coordinate system named frame {0} can be placed freely but it is needed as a reference to describe the motion of the X-Pro. When the universal coordinate system has been defined, the placement of the X-Pro can be described. To describe how the base of the X-Pro is oriented, an additional coordinate system {1} is introduced in the CM of the X-Pro (CM,tot). There are two main subjects when describing the kinematics of the X-Pro. These are linear and rotational velocity, and linear and rotational acceleration. The equations are described in [KSG+ 06, p. 52-55] and used in the modelling of the dynamics.



8.2



DYNAMICS



To be able to model the motion of the X-Pro, some basic formulas from physics are necessary. These formulas are primarily divided into two parts, forces and moments, which will be described coarsely in the following. The full dynamics outline can be located in [KSG+ 06, p. 55-61].



8.2.1



F ORCES



For the X-Pro, the forces regarded are: Gravity is ranked as a force of large influence on the X-Pro dynamics. It attacks in the CM of the X-Pro, and will always point towards the ground. Mathematically, it’s direction is fixed to the orientation of the universal frame {0}. Rotor lift essentially makes the X-Pro fly by surpassing gravity. The rotor lift attacks the X-Pro at the rotor hubs, an can advantageously be expressed in coordinates of the X-Pro’s own frame {1}. It should be noted, that the lift of the rotors can be larger at ground level due to the increased pressure below the blades. Normal force is only relevant in the case where the X-Pro is situated on the ground. In this case, forces such as friction with the ground could also be relevant. The normal forces and frictions would attack at the points of contact between the ground and the X-Pro, and can thereby be difficult to model. A model of the geometric shape of the X-Pro would be necessary to get an accurate result. Because of this, these forces are disregarded. 56
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(b) The X-Pro from above. F IGURE 8.1: Illustrations of the X-Pro from above and from behind, showing



the five components of the X-Pro relative to it’s coordinate system {1}, placed in the CM of the entire X-Pro. The mass of the base does not translate or rotate relative to frame {1}, and is consequently described by the vector 1~ PC . The rotors rotate relatively to frame {1}, and have consequently been 1



assigned their own frames {2, j}.
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Air resistance is also a force affecting the X-Pro, and is dependent on the relative wind, the surface of the X-Pro relative to the direction of the wind and pressure [SB00, p. 202]. This force is also disregarded, since it is considered highly complex to model and difficult to measure. Also, the design of the X-Pro is very slim, by which the air resistance would only be relevant at high velocities of relative wind.



8.2.2



M OMENTS



The external moments which act on the X-Pro body are: Rotor drag from each of the rotors is an external moment, and originates from the rotors as seen in Equation (7.4b). It will normally be balanced out, since one half of the rotors rotate in the opposite direction of the other half. But this is only the case, when the rotors rotate with even speeds, which is not always the case. The moment from the rotor drag is fixed with the orientation of the X-Pro. Rotor lift: If a force F~j affects a rigid body i in a point P~j distant from the CM of the body, the force will also produce a moment ~τj , which can be described as [SB00, p. 333]: ~τj = P~j × F~j



(8.1)



Thereby the rotor lift creates a moment according to (8.1), since the lift forces do not attack in the CM of the X-Pro. Normal force will create a moment, if the force does not attack in the CM of the X-Pro. The normal force has earlier been delimited, by which it is also disregarded here. Air resistance will also create a moment, dampening the rotation of the X-Pro. This moment originates in the air resistance forces, acting on the individual surfaces of the X-Pro components, and has been disregarded. Consequently, the generated moment is also disregarded.



8.3



T HE COMPLETE BODY MODEL



In the previous sections the kinematics and dynamics have been treated. These will be combined into the resulting equations representing attitude and position for the X-Pro. Figure 8.2 on the facing page illustrates the assembly of the body model.
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F IGURE 8.2: Block diagram of the body model where the internal block



contains moments and forces generated by the X-Pro and the attitude and position which can be calculated on behalf of the inputs from the external block.



Moments are calculated based on the angular velocity of the X-Pro, and on the external influences of rotors and motors. The blocks Motors, Rotor moments and Rotor forces will not be furtherly described here. Equation (8.2) describes the relation between these factors and the angular acceleration of the X-Pro.



1



−1 ω ~˙ 1 = 1 Itot



 4 Xh   1  ~n



rotor,j



+



1~ P2,j



×



1~ frotor,j



i



1



− ω ~1 ×



1



1



Itot ω ~1



j=1          − 1 C2 I˜ 1 Ω ~˙ 2,tot − 1 ω ~ 2,tot ~ 1 × 1 C2 I˜2 1 Ω 2







   ... 



(8.2)



  



The angular acceleration is expressed in the X-Pro’s own coordinate system. If sensors for measuring angular acceleration are to be mounted on the X-Pro, their axes about which they measure will constantly be aligned with the X-Pro, and so their measurements will also be expressed in coordinates of the X-Pro. Attitude calculates the orientation of the X-Pro, based on its angular velocity relative to the universal frame. The block is based on [Cra05, p. 142], which defines that: R(t + ∆t) − R(t) R˙ = lim ∆t→0 ∆t



(8.3)



In this equation, the elements of R˙ are calculated independently from other ele˙ ments. This also applies to the individual elements of R(t) and R(t). In [Cra05, p. Group 1037a
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143], the following is also defined: 



−Ωz



0



 ˙ −1 =  Ωz RR  −Ωy



Ωy







 ~ −Ωx   = S(Ω)



0 Ωx



(8.4)



0



~ R˙ = S(Ω)R



(8.5)



Based on these equations, the attitude of the X-Pro is derived to be: 0 ˙ 1R



=S



0







ω ~1



0 1R



(8.6)



Forces sums the external forces acting on the X-Pro and calculates the linear acceleration in CM:



4 h X 1˙



1~ frotor,j



i



j=1



+ 10 R 0~g (8.7) mtot The forces from the rotors are received externally from the Rotor forces block, ~v1 =



which will not be furtherly described here. The gravity is calculated internally in the Forces block, by which the attitude of the X-Pro is needed, represented in



0 R. 1



The linear acceleration is expressed in the coordinates of the X-Pro’s own frame {1}, which coincides with what would be measured, if linear accelerometers were to be mounted in the CM of the X-Pro. The linear accelration seen from the universal frame is stated as follows. 4 h X 0˙



~v1 = 01 R



1~ frotor,j



i



j=1



mtot



+ 0~g



(8.8)



Position calculates the position of the X-Pro relative to the universal frame, based on the attitude and the linear velocity. The linear velocity is expressed in coordinates of the X-Pro’s own frame. Because of this, the position of the X-Pro can be expressed as: 0



8.4



P˙1 = 0~v1



(8.9)



V ERIFICATION OF BODY MODEL



This section contains the verification of the body model of the X-Pro. The verification is merely a structural test which should investigate the overall correctness of the body 60
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model. The test has been carried out in Appendix A on page 159. The test is based on coarse considerations regarding how the X-Pro should rotate and translate, due to certain influences such as the lift and moment acting on each rotor. The test is divided into four test cases with the following results: Test case 1: Throttle In this test, the lift forces of the X-Pro 1 frotor,i are adjusted equally, and the sum of them is set to values both above and beneath the force exerted on the X-Pro by gravity. The test showed, that the X-Pro body model accelerated upwards for high throttle and downwards for low throttle, which was expected. The test is concluded to be successful. Test case 2: Pitch The sum of lift forces was set to equalize the force of gravity in hover. The forces on the left and right arm were each set to a fourth of this sum, while the force on the front was slightly higher and on the back was slightly lower. This should represent a positive pitch. The same test was conducted with slightly higher lift on the back arm and slightly lower on the front, representing a negative pitch. The test for positive pitch resulted in the model to accelerate positively around it’s pitch axis y, and to accelerate linearly backwards and slightly downwards for positive pitch, which was expected. Also, the model rotated a bit around it’s other axes, which is considered a result of the asymmetric inertia tensor of the entire XPro, due to the battery being rotated 45 degrees from the symmetric axes. This causes the model to slowly accelerate around it’s other axis and eventually go into an unstable spin, if the simulation had continued. Also the gyro forces produced by the rotating discs can have affected the model to rotate about other axes. The test for negative pitch showed the same as for positive pitch, except that the XPro accelerated negatively around it’s pitch axis, and accelerated linearly forwards instead. Since some of the results were expected and the other were plausible, the test is considered successful. Test case 3: Roll As in test case 2, the sum of lift forces was initially balancing the force of gravity. In the test, the front and back lift forces were a fourth of the gravity, while the left lift force was slightly higher and the right lift force was slightly lower. This would compare to a positive roll. The same test was conducted with a negative roll. As expected, the model rotated positively around it’s roll axis x and accelerated to it’s right with a slight descend. As with test case 2, the model rotated slightly Group 1037a
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around it’s other axis, presumably for the same reasons. Due to this, the test is considered successful. Test case 4: Yaw In the last test case, the sum of lift forces were neutralizing the force exerted by gravity. The moment acting on the front and back arm was slightly increased, while it was slightly decreased on the left and right arm. This would represent positive yaw. Also a test for negative yaw was conducted. In this test case, the model accelerated about it’s yaw axis z as expected. Opposite to test cases 2 and 3, the model did not accelerate towards an unstable spin. Since the battery, which presumably caused the uneven rotation, is rotated about the zaxis, it will not cause angular acceleration in other directions than about the z-axis itself. On grounds of this, the test is considered successful.



8.5



C ONVERTING TO Q UATERNIONS



As indicated earlier the body model kinematics uses the DCM to rotate between frames. This solution has the advantage of being intuitive. Amongst the disadvantages are the six constraints that are needed to make sure the basis vectors in the DCM are orthogonal on each other. These constraints makes the DCM difficult to maintain, and the using of these rotations become unnecessary inefficient with respect to the number of calculations that must be performed. On the other hand the quaternions have only one constraint, which is to keep |q| = 1. This is where the quaternion has an advantage over the DCM. Amongst the disadvantages is that a quaternion is a four element vector, it can only be represented in a four dimensional space, but with the constraint, the quaternion is a point on a 3-sphere in R4 . A normal 2-sphere, consists of all points equally distanced to origo in R3 . So a 3-sphere is all points equally distanced to origo in R4 . As often in mathematics it is possible to understand and calculate three dimensional problems, but the underlying mathematics is extendable to four or more dimensions. With this understanding it is possible to grasp that the rotation by a quaternion will only rotate the vector and not change the length of the vector. I this project where the aim is to implement the controller and estimator on the Gumstix, which has limited calculating resources, it will be advantageous to choose the quaternions to represent the relations between frames. In Appendix B on page 167 a mathematical description of the quaternions is presented , which include the definition of: quaternion, quaternion multiplication, rotation by quaternion and time derivative of a quaternion. Using these basic building blocks it 62



M ASTER ’ S THESIS



Aalborg University 2006/2007



C HAPTER 8. B ODY MODEL



is possible to redefine the model equations so rotation is done by quaternions instead of DCM. The new stated equations are given in the following: Translatory velocity The rotor forces are described in the body frame {1} and have to be rotated to the reference frame {0}, the gravitation vector 0~g is already described in the reference frame thus no rotation is needed. Here the force vector is padded with zero, and treated as a quaternion, thus quaternion multiplication is used in the calculation, as defined in Equation B.9 on page 168, and where 01 q ∗ is the complex conjugated quaternion to 01 q. The Equation 8.10 will replace equation 8.8.   4 X 1~ flif t,n    0 ∗ ˙~v1 = 0 q  n=1  1 q + 0~g  1   mtot 0



(8.10)



Attitude The time derivative of the attitude is stated as in 8.11, where 1 ω ~ 1 is the instantaneous angular velocity of the body frame seen in the body frame. Again here the quaternion multiplication is used. The Equation will replace equation 8.5.



0 1 q˙



=



1 2



" 0 1q



1ω ~



0



# 1



(8.11)



These where the listing of the needed reformulations performed on the body model.



8.6



C ONCLUSION



In this chapter, a body model of the X-Pro has been presented, based on Newtonian mechanics. A similar model based on Lagrangian mechanics has been described in [TM04]. The two models are expressed in different coordinate systems and with different symbols, but are otherwise mathematically identical regarding the contents of the equations. This implies that the model presented is correct. To furtherly verify the correctness of the body model, a rough test has been carried out and documented in Appendix A on page 159. Since it has not been considered possible to verify the body model in a test isolated from the motor and rotor models, the conducted test only seeks to investigate the correctness of the body model structure. The verification showed what was expected from an intuitive point of view. The expected movement and Group 1037a
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the movement in the model were in the same direction and have the X-Pro orientated in the same way, by which the structural test of the model is assumed to be successful. Consequently, the model has proved to be correct structurally. After the structual verification, the DCM to quaternion conversion was carried out, mainly to minimize the attitude calculations online. The model with quaternions proved to have the same behavior as with DCM, by which the DCM to quaternion conversion is verified.
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H OVER C ONTROLLER



This part deals with the development of a controller which can stabilize the X-Pro in a hover condition. The first chapter describes the control strategy, which comprises a cascade coupling of four Proportional Integral (PI) controller and a LQ- controller. The controller heavily depends on the estimator which has the task of providing accurate estimates of the system states. Hence, the first chapter will define the interface between the estimator and controller to provide a common ground to start from. In the second chapter rotor speed controllers are designed in order to guarantee certain rotor speeds and the chapter hereafter revolves around the design of the overall controller. Finally the controller is verified and concluded upon.
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STRATEGY



This chapter serves to provide an overview of the control strategy used to stabilize the X-Pro in a hover condition. The first section describes the controller/estimator interface which in turn stipulates certain requirements for the controller design. The next section aims to clarify how these requirements should be maintained and further to describe the applied control strategy. In order to attain autonomous behavior for the X-Pro, a controller must be devised. A common way of controlling a Multiple Input Multiple Output (MIMO) system is by the application of state feedback. This results in a control law which must have state estimates as input. Hence an estimator that converts sensor information into accurate estimates of the states is called for. The following Figure 9.1 illustrates the idea.



X-Pro Motor voltages Controller



State estimates



Sensor data Estimator



F IGURE 9.1: The main control idea stabilizing the X-Pro in hover.



As mentioned earlier on page 3 in the introduction the estimator is developed by group [GHB07]. This highly motivates a clear description of the controller/estimator interface, which is carried out in the following section.



9.1



I NTERFACE TOWARDS ESTIMATION GROUP



The parting into two groups calls for a clean interface, which mainly concerna the state vector that is estimated, but also the delay of the state estimate is of concern. These topics are dealt with in the following.



9.1.1



S TATEVECTOR



The estimation group provides an estimate of the state vector as stated in 9.1. Group 1037a
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position











0P ~1







   0     ~v1  velocity        0 ~x = small signal attitude =  1 q˜1:3       angular velocity   1 ω  ~ 1    1Ω ~2 rotor speed Where the individual parts are defined as in 9.2 to 9.6. iT h 0~ 0P 0P 0P P1 = z1 y1 x1 iT h 0 0v 0v 0v ~v1 = z1 y1 x1 iT h 0 0q 0q 0q ˜1:3 = 1q 1 ˜3 1 ˜2 1 ˜1 h iT 1 1ω 1ω 1ω ω ~1 = 1,x 1,y 1,z h iT 1~ 1Ω 1Ω 1Ω 1Ω Ω2 = 2,1 2,2 2,3 2,4



(9.1)



(9.2) (9.3) (9.4) (9.5) (9.6)



Here it is important to notice that both the angular velocity of the body and the angular rotor speed are given in body frame, {1}, but opposed the position and the transversal velocity which is seen from the earth frame, {0}. The attitude of the body is represented by the first three elements of the small signal quarternion. The fourth element



0q 1 ˜4



can



always be reconstructed from the other three, and is thus left out. This leaves the problem of normalizing the quaternion to the estimation group. The subscript on the rotor speeds, e.g. denoted by 1 Ω2,3 , refer to the frame that is placed in the center of the back rotor, as defined in Figure 8.1 on page 57.



9.1.2



S TATE ESTIMATE DELAY



Due to the hardware setup, it is unavoidable that the state estimates will be delayed. In Figure 9.2 the setup is depicted. The platform is built in a way that a fixed delay period cannot be guaranteed, nor can the delay be kept small due to hardware issues. The problem is rooted in the way the Gumstix get sensor data over the I2 C bus from the Robostix. On the Robostix the sampling of sensors are done regardless of when the Gumstix choses to request data from the Robostix. This results in a worst case delay of one sample period on the sensor data itself. On top of this, an estimator will have some convergence time which in some sense can be seen as a further delay on the state estimates. Communication from the robostix 70
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F IGURE 9.2: The setup of data gathering to the Gumstix, notice that the



sampling on the robostix is done asynchronous with respect to the Gumstix. this is the main cause of delay in the setup.



to the Gumstix over the I2 C bus is driven at 100 Hz, thus the estimation loop is driven at the same rate. The overall delay of the state variables are expected to be maximum 20 ms, thus the developed controller should be tolerant to a delay of this magnitude. Taking these measures will help to avoid instability when integrating the two parts into the final system.



9.1.3



A REA OF VALIDITY OF STATE ESTIMATES



Ideally the state estimates would reflect the state variables regardless of the value of the states, but due to nonlinearities in the dynamics of the X-Pro there will be a trade off between an accurate state estimate and a wide validity range, when the estimator is built on a linearized version of the X-Pro. With this argumentation, working areas on the state variables are defined, each stating which values a given state variable can obtain, such that the state estimate can be used for control. It is important to notice that a controller can shift a state variable to a point where it surpasses the validity area, thus resulting in possible erroneous state estimates, probably causing instability. In the following listing, the constraints are given on all states. Position The position does not affect the linearization as long as the X-Pro is out of the ground effect area which as a rule of thumb should be two times the rotor radius [KSG+ 06], thus it is not needed to setup further boundaries. Velocity Due to unmodelled behavior such as the build up of pressure under the rotors, even the nonlinear model can only poorly estimate the lift when the X-Pro has transversal movement. Furthermore since the eight rotor blades rotate at a high Group 1037a
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velocity and have the potential of causing harm to its surroundings it will not be advisable to allow high translatory velocities, making it possible for humans to intervene before an impact. Assuming the X-Pro is stationed one meter above ground, and assuming that a human being has a reaction time of one second, gives the working area for the velocity at ±0.5 m/s in all directions, also making it possible for the a pilot to intervene before impact occurs. Small signal attitude The attitude state is nonlinear in its basic form, which at least dictates the need for a determination of a working area. The yaw rotation is contained in the q˜3 element and turning away from the linearization point will cause the position in the x-y plane to be propagated wrongly by the linear model. The fault becomes even bigger on pitch and roll movement since the linear model can not describe that the X-Pro gains a velocity towards the ground when the attitude is changed away from the horizontal plane. A constraint of 30 ◦ is chosen as the deviation from the horizontal plane, and also a constraint of 30 ◦ is chosen on the z axis in the earth frame, {0}. Angular velocity The IMU amongst others can estimate the angular rate, and the constraint is derived from the specifications for this unit. The limit for this sensor is 200 ◦/s. Exceeding the boundries for this unit which can have devastating consequences. A safety margin is chosen leaving the limit at 180 ◦/s ⇒ π rad/s on all axes of the body frame, {1}. Rotor speed The design of the tachometers causes limits on the measuring area. The lower limit is set to 8 Hz≈ 50 rad/s and the upper limit is set on the basis of what is physically possible, this being set to 2000 rpm≈ 210 rad/s. In practice this means that only the lower limit should be actively avoided in the controller design.



9.2



C ONTROL ANALYSIS



With the controller/estimator interface defined the controller structure can be determined. It is decided to design four PI rotor speed controllers there main functionality will be to suppress parameter differences in the motor-gear-rotor systems. This means that a uniform input to all four controllers will result in an equal rotational speed and thereby also lift. The reference to the speed controllers are generated by a LQ controller, which takes the before mentioned state estimates as input. This controller type has proved to be a good method for handling MIMO systems. The cascade coupling of the two controller 72



M ASTER ’ S THESIS



Aalborg University 2006/2007



C HAPTER 9. C ONTROL STRATEGY Motor voltages



Rotor speed Controller (PI)



Reference speeds



State controller (LQ)



State estimates



F IGURE 9.3: The hover controller structure showing a cascade coupling



between four PI controllers and a LQ.



types is illustrated through the following block diagram in Figure 9.3.



An advantage



would be to operate the rotor speed controllers at a frequency of at least one decade higher than that of the LQ controller, as this would endure a decoupled controller design process. This would require that the closed loop eigenvalue of the rotor speed controller and thereby the natural frequency for the rotor speed controllers has to be one decade faster than the LQ-controller. However as state estimates, thereby also rotor speed estimates, arrive at 100 Hz the control frequency of the state feedback controller would be limited to a maximum of 10 Hz. As this is regarded too low, the option of decoupled design is regarded non admissible. Although the design of the rotor speed controllers will have to be incorporated in the LQ design, they will still be designed separately as the control problem at hand will prove more feasible. The following section will specify certain performance requirements for the controllers.



9.3



C ONTROLLER REQUIREMENT SPECIFICATION



This section serves to define the specific performance requirements for the controllers. These will in turn be based on what kind of performance is wanted for the X-Pro at the end of the day. Clearly a relatively slow manoeuvring i.e. transient response both in translational and rotational sense would be preferred as personnel surrounding the vehicle in this way would feel more comfortable. This would however decrease the controllers ability to reject disturbances and as a certain wind quantity is likely to be present on the day of flight, a compromise of this issue should be found. The requirments of the four PI controllers will be defined in the following.



9.3.1



R OTOR SPEED CONTROLLERS



What is wanted by adding PI controllers on the motor-gear systems is not to pressure the natural frequency upwards, but to ensure that parameter differences in the motor-gear system are suppressed. The dynamic of the motors, without controllers, initially contain Group 1037a
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the fastest poles of the modelled system thus it should be possible to control the movement of the system with the actuators without demanding a faster dynamic response of the motors. The motor and controller will comprise of a second order system and by chosing maximal damping, that is ζ = 1 this system will behave mostly as a first order system with no overshoot, and with the advantages that the included controller parameters can be used to fine tune the dynamic response of each motor system. The choice of the ζ = 1 will be the predominant constraint and secondary the natural frequency, ωn , should be fitted within the saturations bounds of the motor voltages, ensuring as fast a rise time tr as possible. Specifically the saturating motor voltage is 14.8 V thus this is the boundary that should be avoided in the design.



9.3.2



LQ- CONTROLLER



The LQ controller takes state estimates as input and provides reference speeds for the rotor speed controllers as output.The working area of the states as defined in Section 9.1.3 on page 71, states the following. 0~ P1



: No ground effect



0



~v1



:



± 0.5 m/s



(9.7b)



0 ˜ 1q



:



± 30◦



(9.7c)



ω ~1



:



± π rad/s



(9.7d)



:



min 8 Hz ≈ 50 rad/s



(9.7e)



1



1~



Ω2



(9.7a)



The controller must be designed such that none of the above state boundries are exceeded, when the system is excited in any manner. Furthermore it must converge to its reference value with respect to position, and heading without steady state error.
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This chapter describes the derivation of four PI controllers which are to be implemented on each motor-gear-rotor system to guarantee a certain rotor speed with a uniform input. Firstly the motor-gear-rotor Ordinary Differential Equations (ODE) will be derived and after that, control parameters designed. Lastly the controllers will be verified and concluded upon. The motors do not have same parameters although they come from the same manufacturer and the same production team. There are differences in the meshing (thereby total friction) of the four motor-gear systems and the balancing of the rotor blades, just to name a few dissimilarities. In the current setup it is desired that the rotors will run at the same speeds when they are given the same input, hence the features of feedback are used to suppress the differences in the before mentioned parameters.



10.1



D ERIVING CONTROLLER EQUATIONS



The motor equations stated in 6.4 and 6.5 on page 46 are the foundation for the derivation of the rotor speed controller. They are restated in Equations (10.1) and (10.2).



ia (s) = Ωm (s) =



Va (s) − Ke · Ωm (s) La · s + Ra Km · ia (s) − τf (s) − τl (s) Jm · s



(10.1) (10.2)



As can be seen the model consists of two parts, a mechanical and an electrical. The natural frequency for both parts respectively can be derived according to the following equations. 1 La · s + Ra 1 Jm · s + bm



1 ≈ 745 Hz La/Ra 1 = ≈ 0.38 Hz Jm/bm



⇒ ωn,elec =



(10.3)



⇒ ωn,mech



(10.4)



The equations state that the natural frequency for the electrical part is more than three decades over the natural frequency of the mechanical part. According to Nyquist-Shannon sampling theorem a signal must be sampled with at least two times the maximum occuring frequency to be able to observe. As the Robostix packets arrive at 100 Hz the dynamics of the electrical part is regarded too fast to observe. The latter together with the fact Group 1037a
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that the motors are driven by a nonlinear PWM stage where the current behaves in an irradical manner, indicates that the dynamics of the electrical part with good reason can be left out for simplification, (s = 0). Inserting the new ia (s) in Equation 10.2 and disregarding stiction which only has an effect outside the working area (Ωm = 0), defines the single differential equation that describes the motor dynamics. The differential equation is reformulated as in Equation (10.5) to be seen from the rotor (Ωr =



Ωm/η ),



since the defined state vector dictates so,



but also as the rotor speeds are directly observable and wanted as a control parameter.



Ω˙ r = =



Km







Va −Ke Ωr η Ra







btot Ωr τc τl − − 2 Jtot Jtot Jtot η Jtot η 2 Km Va btot Ωr τc K m K e Ωr τl − − − − 2 Ra Jtot η Ra Jtot Jtot Jtot η Jtot η 2 −



(10.5)



Where τc is the columb friction in the motor/gear part and τl is the torque that the rotor blades project back on the gear wheel. In the forthcoming equations the working point ¯r + Ω ˜ r , are substituted into the equations. and small signal value, Ωr = Ω As mentioned the torque produced by the rotor constitutes τl . It is stated in 7.10 on page 54, and restated in Equation 10.6.



¯r + Ω ˜ r )2 + bτz (Ω ¯r + Ω ˜ r ) + cτz τl ⇒ r τz = aτz (Ω



(10.6)



¯r + Ω ˜ r )2 and Before inserting the rotor dynamics, we notice the nonlinear term in (Ω linearize the expression.



˜ r )2 = aτz Ω ¯ 2 + aτz Ω ˜ 2 + 2 aτz Ω ¯r Ω ˜ r ≈ aτz Ω ¯ 2 + 2 aτz Ω ¯r Ω ˜r ¯r + Ω aτz (Ω r r r



(10.7)



Equation (10.6) and (10.7) constitutes the linearized rotor equation (10.8). r



¯2 + 2 Ω ¯r Ω ˜ r ) + bτz (Ω ¯r + Ω ˜ r ) + cτz τz = aτz (Ω r



(10.8)



¯r + Ω ˜ r , reveil the following. Inserting Equation (10.8) into (10.5) with Ωr = Ω



Ω˙ r =
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The controllable input to the motor is the voltage, Va . On this a PI controller is added, ¯ ref + Ω ˜ ref . as stated in the frequency domain Equation 10.10 with Ωref = Ω   ki (Ωref − Ωr ) Va = kp + s     ¯ ref + Ω ˜ ref − Ω ¯r − Ω ˜ r + ki Ω ¯ ref + Ω ˜ ref − Ω ¯r − Ω ˜r = kp Ω (10.10) s The proportional term does not include any dynamics and is inserted in Equation 10.9. The remaining term describes the voltage correction from the integrator part triggered by the error of the rotor speed, thus denoted VerrI . The two ODE which describes the rotor speed with integrated controller are now shown in Equation 10.11 and 10.12, given that ¯ ref = Ω ¯ r. Ω ¯r Km K e btot 2aτz Ω Km kp − − − − − Ra Jtot η Ra Jtot Jtot Jtot η 2     Km Km ˜ ref + kp Ω VerrI + Ra Jtot η Ra Jtot η  ¯r ¯r ¯r ¯ 2 bτ Ω Km Ke Ω btot Ω aτ Ω − − − z 2r − z 2 − Ra Jtot Jtot Jtot η Jtot η ˜ ref − ki Ω ˜r = ki Ω



Ω˙ r =



V˙ errI







bτz Jtot η 2







˜r + Ω



cτz τc − 2 Jtot η Jtot η 2



 (10.11) (10.12)



With the rotor equations defined, the controller parameters can be derived.



10.2



D ERIVING CONTROLLER PARAMETERS



In order to derive the controller parameters, the following simplifications are made. Km Ra Jtot η ¯r Km Ke btot 2aτz Ω bτz β = − − − − Ra Jtot Jtot Jtot η 2 Jtot η 2 ¯r ¯r ¯ 2 bτ Ω ¯r Km Ke Ω btot Ω aτ Ω cτz τc δ = − − − z 2r − z 2 − − 2 Ra Jtot Jtot Jtot η Jtot η Jtot η Jtot η 2 γ =



(10.13) (10.14) (10.15)



leading to the simplified equations. ˜ r + γ kp Ω ˜ ref + γ VerrI + δ Ω˙ r = (−γ kp + β) Ω V˙ errI



˜ ref − ki Ω ˜r = ki Ω



(10.16) (10.17)



The aim in this section is to find kp and ki for the controller such that the rotor quickly settles at the reference velocity without having overshoot according to the requirement Group 1037a
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specification seen in Section 9.3.1. One of the problems that does not make this work straigtforward is the constraints on the motor voltage. This saturation will make the system strongly nonlinear, if working near and over the saturation limit. The following derivation of kp and ki only holds if these saturations can be avoided. Having the two ODE listing the full system, we form the transfer function,



˜r ˜ Ω /Ωref



from Equation (10.16). ˜ r (s) Ω ˜ ref (s) Ω



=



γkp s + γki s2 + (γkp − β) s + γki



=



kp ki s + 1 (γkp −β) s2 γki + γki s



+1



(10.18)



From the literature [FENP02, p. 151], we have the following standard form.  H(s) =







s ωn



2



s αζωn







+ 2ζ



+1   s ωn



(10.19) +1



Where ωn is the undamped natural frequency, ζ is the damping ratio and α is related to the locations of the zero with respect to the poles. With values of α = 1 the zero will have substantial effect on the rest of the system, with α = 100 the effect of the zero can be neglected. By comparing terms in 10.18 with 10.19, it is possible to link the controller parameters with ζ and ωn through the following. ωn2 γ s s 4ζ 2 γki + β 2 4ζ 2 ωn2 + β 2 = = γ2 γ2



ki =



(10.20)



kp



(10.21)



Stated in Section 9.3.1 comes the constraint that entails ζ = 1. Having obtained this it is wanted to have as fast a ωn as possible. The limitation on this parameter is the saturation on the motor voltage. This nonlinear behavior is most easily modeled in Simulink© . Figure 10.1 shows the setup of the saturation. The limits are set to 0 V and 14.8 V which are realistic limits for the motor voltage. From this system it is possible to plot the step response and observe which natural frequency is possible without noticeable saturation. In Figure 10.2 the step response at ωn = 3.5 · 2π rad/s and ζ = 1 is plotted. 78
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MotorGearRotor Front



Rotor speed controller Omega_ref 0



Omega_r error [rad/s]



V_a [V]



V_a [V] Omega_r [rad/s]



Saturation −C− Omega_bar



F IGURE 10.1: The setup for testing step response vs. controller parameters. In
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F IGURE 10.2: Simulated step responses from zero to full hover speed, and a



step from hover to (hover + 15%). The motor voltage saturates accodingly for 41.7 ms and 2.7 ms.
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10.3. C ONCLUSION



Two steps are performed as going from zero to the hover speed, and from there to 15% over the hover speed. The first step is not realistic in the sense that the rotor blades will collapse when it is applied, however it gives an idea of the amount of saturation that occurs and the overall performance. The second step is more realistic however still powerful, which only saturates the motor voltage for 2.7 ms, thereby no noticeable effect on the overshoot on the angular velocity.



10.3



C ONCLUSION



This chapter has derived speed controllers for the motor-gear-rotor system, in order to guarantee a certain rotor speed at all times, thereby suppressing parameter inaccuracies in the friction and internal motor parameters. Purely by adding the PI controllers on each of the four systems the steady state angular velocity is ensured. The proportional and the integral gain has been designed to make the system fast without pressuring the poles out on the imaginary axis. Furthermore according to Figure 10.2 the response shows no overshoot and together with the before mentioned issues the controller fulfills the requirements specified in section 9.3.1 on page 73. Though having a rough idea on the controller parameters, leaves still the assignment to fit all four systems to have the same dynamic response. This will be done when implemented together with the LQ controller, which is handled in the next chapter, and estimator on the soft real time target environment.
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L INEAR Q UADRATIC CONTROLLER



This chapter concerns the LQ controller design. The purpose of the controller is, together with the speed controllers, to stabilize the X-Pro in a hover condition. The chapter will firstly specify the system equations based on the model and the speed controllers from the previous chapter. These equations are then linearized, which serves as basis for the LQ controller. The controller will then be designed and verified through simulation when applied to the non-linear model.



11.1



S YSTEM EQUATIONS



This section deals with identifying the equations which needs to be linearized in order to get the system represented on state space form. The non-linear system can be represented as shown in Equation (11.1). x˙ = f (x, u)



(11.1a)



y = g(x, u)



(11.1b)



where x is the state, u is the input and y is the output vector. The equations describing the non-linear model and the rotor speed controller from the previous chapter, are stated in Equation (11.2), thereby also the derivative of the state vector. The equations are the result of the modelling and the derived rotor speed controller.



0 ~˙ P1



 0˙



~v1 =



=



1~ flif t,n 



 



(11.2a)



~v1 



4 X



0  1 q  n=1



0



 0 ∗  1 q + 0~g 



mtot



(11.2b)



0



0 1 q˙
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=



1 2



" 0 1q



1ω ~



# 1



0
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1



ω ~˙ 1 =



1



Itot



 4 i Xh   1 1~ 1~  ~ n + P × f − 1ω ~1 × rotor,j 2,j rotor,j −1   



− 1ω ~1 ×



  1







C2 I˜ 1 Ω ~ 2,tot 2



1



Itot ω ~1







   ... 







(11.2d)



  



 ¯r bτz Km Km Ke btot,l 2aτz Ω ˜ r,l + − − − − kp,l − Ω Ra Jtot η Ra Jtot Jtot Jtot η 2 Jtot η 2     Km Km ˜ VerrI,l + kp,l Ωref,l + Ra Jtot η Ra Jtot η   ¯r ¯r ¯ 2 bτz Ω ¯r btot,l Ω τc,l Km Ke Ω aτz Ω cτz r − − − − − − Ra Jtot Jtot Jtot η 2 Jtot η 2 Jtot η 2 Jtot η 2 ˜ ref,l − ki Ω ˜ r,l = ki,l Ω



Ω˙ r,l =



V˙ errI,l



j=1   ~˙ 2,tot − 1 C2 I˜2 1 Ω



1







(11.2e) (11.2f)



for l = {1, 2, 3, 4} representing the four motor-gear-rotor systems. When the left hand side of the above equations are compared to the derivative of the state ~˙ errI,(1:4) from each vector stated in Equation (9.1) on page 70, the only difference is the V rotor speed controller. This increases the order of the system by four. Thereby the new state vector is: x20×1 =



h



0 ~T 0 T 0 T 1 T P1 ~v1 1 q1:3 ω ~1



T ~ Tr V ~errI Ω



iT



(11.3)



With the state vector in place the input and output vector needs to be chosen, in order to get the linearized system on state space form. The input vector is chosen due to interface between the LQ and rotor speed controller to the rotor speed reference, as depicted on Figure 9.3 on page 73. u4×1 = [ Ωref,1 Ωref,2 Ωref,3 Ωref,4 ]T



(11.4) (11.5)



y = I16×20 x20×1



With Equation (11.2) and the input, state and output vector defined the linearization of can be carried out, and thereby the basis for the controller have been created.



11.2



L INEARIZATION



The quaternions are complex to linearized therefore this is carried out by hand, in cooperation with [GHB07]. The equations containing quaternions are ~v˙ 1 and 01 q˙1:3 , Equation (11.2b) and (11.2c) respectively. The Jacobian method, truncated to first order and evaluated in a working point, are applied to the remaining equations of Equation (11.2), resulting in the complete linearized system. 82
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11.2.1



L INEARIZATION OF T RANSLATORY VELOCITY



The linearization of the translatory velocity is in principle a task of linearization of the ˜ r and 0 q˜. The starting point is rotation of all the lift forces, so they depend linearly of Ω 1



stated in (11.6). 



4 X



 ˙~v1 = 0 q  1  n=1 



 1~ flif t,n (Ωr )  mtot



 0 ∗  1 q + 0~g 



(11.6)



0 The single quaternion rotation is replaced by two new rotations, a fixed and a small deviation from this. From now on it should be clear which quaternion is used, thus q =01 q to make the equations more readable. We expand 11.6 by (11.7), to arrive at (11.8)



(11.7)



q = q¯ q˜







4 X







1~ flif t,n (Ω~r )     ∗ ∗ ~v˙ 1 = q¯ q˜  n=1  q˜ q¯ + 0~g   mtot 0



(11.8)



~ r , the linearization yields the The lift force consist of four nonlinear functions, in Ω following for the front rotor, but will be equivalent for the other three.



flif t,F



= a 1 Ω22,F + b 1 Ω2,F  2   ¯ r + 1Ω ˜ 2,F + b Ω ¯ r + 1Ω ˜ 2,F = a Ω   ¯ 2 + 1Ω ˜ 2 + 2Ω ¯ r 1Ω ˜ 2,F + bΩ ¯ r + b 1Ω ˜ 2,F = a Ω r 2,F   ¯ 2 + bΩ ¯ r + 2aΩ ¯ r + b 1Ω ˜ 2,F = aΩ r



(11.9)



Substituting Equation (11.9) back into Equation (11.8) yields Equation 11.10. Group 1037a
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~v˙ 1







0







0







        0 0      X   4 ˜ 2,n  q˜∗ q¯∗ + q¯ q˜ X ¯ + b 1Ω ¯ 2 + bΩ ¯ = q¯ q˜  4 2aΩ  q˜∗ q¯∗ + 0~g aΩ         mtot n=1  n=1 mtot  0 0     0   0     0     ¯ +b ¯ 2 + bΩ ¯ 2aΩ  4  ∗ ∗ 4aΩ 0 ∗ ∗ 0 = q¯ q˜ X q ˜ q ¯ + q ¯ q ˜ (11.10)    q˜ q¯ + ~g 1˜   1 mtot mtot Ω 2,n     n=1  0 0 {z } | | {z } 4 ?



The problem is now boiled down to linearizing the two terms 4 and ?. Starting by examining 4 will yield the following. As hover is the working point, thus q¯ is well defined and stated in Equation (11.11)



h iT q¯ = 0 1 0 0



(11.11)



This quaternion will rotate a vector 180 degrees around the y-axis given in frame {1}. By knowing this it is easy to replace the rotation with the corresponding rotation matrix.



      0    −1 0 0        0 ∗  q˜   4= q ˜  0 1 0    1   0 0 −1     0



(11.12)



Equation (11.12) only makes sense if the result of the quaternion rotation is later on treated as a vector, and this can be done without loss of information since the fourth element will remain zero. What remains is a small rotation by q˜, in order to linearize this rotation one needs to write the quaternion multiplication outline. The following template for the multiplication is used.



" pq =



84



p1:3 × q1:3 + p1:3 q4 + q1:3 p4 −pT1:3 q1:3 + p4 q4 M ASTER ’ S THESIS
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Using this definition on the inner term of Equation (11.12), yields Equation (11.14).   0 h h iT  iT   ∗ + 0 × q ˜ 0 0 1 q˜4∗ 0 0 1   ∗ 1:3   h i q˜   q˜ = q˜ ∗ 1 − q ˜ 0 0 1 1:3   0         q ˜ q ˜ 2 2 q˜       2     q1  + −˜    −˜   q1  q˜4 − q˜1:3 q˜3   q1  q˜1:3 × −˜ = q˜  (11.14)  =   q˜4   q˜4 q˜4     iT h T q˜3 −˜ q1:3 q˜2 −˜ q1 q˜4 + q˜4 q˜3 Using small signal approximation on Equation (11.14), and knowing that: " lim



θ→0



q1:3



#



q4



" = lim



θ→0



# eˆ sin( 2θ ) cos( 2θ )



=



" # ~0 1



(11.15)



We can linearize Equation (11.14) as shown in Equation (11.16).         0 q˜2 q˜2 2˜ q2         0 −˜    q1  −2˜ q 1   ∗  q1  + −˜     =  q˜   q˜ ≈   1  0   1       1  0 0 0



(11.16)



Turning to the second part of Equation (11.10) denoted by ?, we only need to realize the following case, again shown for the front motor: 







      0 2˜ q2 0          0  0 −2˜   0  q 1 1 ˜   ∗     ˜ 2,F =  q˜   q˜ = q˜   q˜∗ 1 Ω   Ω2,F =  1  ˜ 2,F  ˜ 2,F   1Ω 1  1   Ω         0 0 0 0 0



(11.17)



Combining both linearized terms yield Equation (11.18) 



~v˙ 1



0







  −2˜ q2   ¯ 2 + bΩ) ¯  ¯ +b  4(aΩ  0 2aΩ 0 +  −2˜  + ~g = q 1  4   mtot  mtot  X 1˜  − Ω2,n −1 | {z } | {zn=1 } ?



(11.18)



4
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Looking at Equation (11.18) the structure seems intuitive, the 4 term states that the acceleration of the body in the z-axis, if the four rotors change from the hover state. The negative sign in front of the summation will in practice flip because both a and b are negative. Thereby an increase in rotor speed will produce a positive acceleration in the z direction. The ? term includes the functionality that if the X-Pro is not level, the body will accelerate in the xy-plane. Finally the constant z-term of ? include the term that in hover will balance out the gravity. This can be converted to a constraint is given in Equation (11.20) 



0











0







¯ 2 + bΩ) ¯     4(aΩ  0 + 0 =0     mtot −1 −g ¯ 2 + bΩ) ¯ 4(aΩ = −g mtot



(11.19)



(11.20)



¯ such that the rotor lift cancel out gravity, will simplify the expression further Choosing Ω and yield the final linearized equation in Equation 11.21 



~v˙ 1 =







0



  −2˜ q2   ¯ +b ¯ 2 + bΩ) ¯   4(aΩ  2aΩ 0  −2˜ + q1    4   mtot  X mtot  1˜ Ω2,n − 0



(11.21)



n=1



11.2.2



L INEARIZATION OF THE ATTITUDE



The time derivative of the quaternion describing the attitude of the X-Pro is a nonlinear equation. The following section will deal with a linearization of Equation (8.11) on page 63 and is restated in (11.22). For simplicity in the following equations, qω is defined to be the quaternion interpretation of the angular body velocity. Defining again q =01 q.



0 1 q˙



=



1 2



" 0 1q



1ω ~



0



# 1



=



1 2



0 ~ (t) 1 q(t) qω



(11.22)



For the problem at hand inspiration is found in [Bha05, pp. 58]. Starting of we define a working attitude and a small deviation from this working attitude. The rules of small signal approximation apply, but working with quaternions one needs to multiply as defined in Equation (11.23) in order to derive the small signal attitude, q˜. 86
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q(t) = q¯(t)˜ q (t) ⇔ q˜(t) = q¯∗ (t)q(t)



(11.23)



Using the chain rule and Equation (11.22), we can arrive at the derivative of the small signal attitude quaternion, as in Equation (11.24)



q˜˙(t) = q¯˙∗ (t) q(t) + q¯∗ (t) q(t) ˙  1 = (¯ q (t)qω¯ (t))∗ q(t) + q¯∗ (t)q(t)qω (t) 2  1 = − qω¯ (t)¯ q ∗ (t)q(t) + q¯∗ (t)q(t)qω (t) 2  1 − qω¯ (t)˜ q (t) + q˜(t)qω (t) = 2



(11.24)



Note that since the scalar part of qω¯ is zero, the complex conjugate to this is simply −qω¯ . The angular velocity can aswell be defined as a working point, ω ¯ , and a small signal, ω ˜, as ω ~ (t) = ω ¯ (t) + ω ˜ (t)



(11.25)



Hence qω can be written " qω~ (t) =



# ω ¯ (t) + ω ˜ (t) 0



= qω¯ (t) + qω˜ (t)



(11.26) (11.27)



Since the scalar part of both qω¯ and qω˜ are zero the elements are associative and Equation (11.24) can be expanded to (11.28) q¯˙(t) =



 1 − qω¯ (t)˜ q (t) + q˜(t)qω¯ (t) + q˜(t)qω˜ (t) 2



(11.28)



To further reduce the equation the quaternion is split up into a vector part and scalar part. The last term of Equation (11.28) is still troublesome, thus the following approximation is performed. " q˜(t)qω˜ (t) =



# q˜1:3 (t) × ω ˜ (t) + q˜4 (t)˜ ω (t) T (t)˜ −˜ q1:3 ω (t)



≈ qω˜ (t) Group 1037a
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11.3. S TATE S PACE FORM



The two first terms of Equation (11.28) can likewise be expanded as shown in, Equation (11.31) and Equation (11.32).



" qω¯ (t)˜ q (t) =



−¯ ω T (t)˜ q1:3 (t) "



q˜(t)qω¯ (t) =



# ω ¯ (t) × q˜1:3 (t) + ω ¯ (t)˜ q4 (t) # q˜1:3 (t) × ω ¯ (t) + q˜4 (t)¯ ω (t) T (t)¯ −˜ q1:3 ω (t)



(11.31)



(11.32)



Substituting back Equation (11.31), (11.32) and (11.30) into Equation (11.28) yields (11.33) " q˜˙(t) =



−S(¯ ω (t)) 03×1 01×3



0



#



1 q˜(t) + qω˜ (t) 2



(11.33)



Where S(¯ ω (t) is the cross-product matrix function , applied on ω ¯ (t). And 01×3 is a zero matrix of the denoted size. Throughout this linearization it has been expected that the working point, ω ¯ could change over time. This would be the case if the control objective was to follow a trajectory, but since the present scope only includes the hover state, ω ¯ will not change over time thus be equal to zero in hover. This eventually means that S(¯ ω (t))˜ ω will be zero and the linearized derivative of the small signal quaternion becomes, for the hover objective. 1 q˜˙(t) = qω˜ (t) 2



(11.34)



With the quaternions are now linearized and the linearization process of the remaining equations in (11.2) are automated and carried out in M ATLAB© , see /matlab/control/ LQR/linearization.m .



11.3



S TATE S PACE FORM



When putting the linearized equation on state space form, the working point of the system needs to be calculated. This gives that the following criteria has to be fulfilled:



88



x˙ = f (x0 , u0 ) = ~0



(11.35)
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The x0 and u0 that fulfills this equation will be the operating point. The sensor readings for the general case will then be: (11.36)



y0 = g(x0 , u0 )



The small-signal values for all states, except the quaternion see Equation (11.38), are then defined as: x ˜ = x − x0 , u ˜ = u − u0 , y˜ = y − y0



(11.37)



When finding the small-signal value of the quaternion the following must be fulfilled: q˜ = q¯∗ q



(11.38)



The linearized state space equations for small-signals become: x ˜˙ = A x ˜+B u ˜



(11.39a)



y˜ = C x ˜ + D˜ u



(11.39b)



Here A, B, C and D are the coefficient matrices, defined as the taylor series expansion truncated to first order, also called the Jacobian. When evaluating in the operating point these can be derived as shown in Equation (11.40). (x,u) (x,u) , B = ∂f ∂u A = ∂f ∂x x0 ,u0 x0 ,u0 C = ∂g(x,u) , D = ∂g(x,u) ∂x ∂u x0 ,u0



(11.40)



x0 ,u0



The linearized equations are now represented on state space form, and the matrices have the dimensions A20×20 , B20×4 , C16×20 and D20×4 . Since the input u does not directly affect the output y, the D matrix will be zero.



11.3.1



O PERATING POINT



Hover is achieved with the following operating point: ¯ 0~ P1



= ~0



(11.41a)



~v1op



= ~0



(11.41b)



= [ 0 1 0 0 ]T



(11.41c)



0 ¯ 1q



ω ~¯ = ~0 ~¯ r = [ 150.78 150.78 150.78 150.78 ]T Ω ~errI V Group 1037a



= [ 8.81 8.76 9.29 8.92 ]T M ASTER ’ S THESIS
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11.3. S TATE S PACE FORM



The working point of the rotor velocity is calculated by solving Equation (11.20) with respect to Ωr . Before discretization of the linearized system, this needs to be tested for controllability, which will be handled in the following section.



11.3.2



C ONTROLLABILITY



To ensure that the system can be controlled, the controllability is tested. The M ATLAB© function ctrb generates a controllability matrix: h i B AB · · · Adim(x)−1 B



(11.42)



The rank of the controllability matrix should be the same as the length of the state vector x to achieve full controllability. Due to the high order of the system, using the M ATLAB© function rank on the result of ctrb does not work properly. The M ATLAB© documentation [Mat07] suggests to use ctrbf instead, which returns the system in a stair case form, sorting the controllable and non-controllable states. The function returns a vector K, which contains the number of controllable states found at each iteration. The sum of elements of K gives the total number of controllable states. The result of ctrbf yielded full rank, which gives full controllability. This result has been double checked with the Popov-Belevich-Hautus (PBH) test, [Tsk07].



11.3.3



D ISCRETIZATION



Before the controller can be implemented the linearized system must be discretized at a certain sample time Ts . As mentioned earlier in section 9.2 on page 72 the maximum admissible control frequency is bounded by the rate at which the sensors are sampled, i.e. 100 Hz. As much as a high control frequency is desired, it will eventually be bounded by what the M ATLAB© target environment allows to pass. The control frequency is according to the latter chosen to be 25 Hz and the linearized system must therefore also be discretized at 25 Hz, i.e. Ts = 0.04 s. The c2d function in M ATLAB© is used and the Zero Order Hold method applied. The new discretized structure is shown in Equation 11.43.



90



x ˜(k + 1) = Φs x ˜ + Γu



(11.43a)



y˜(k) = Hs x ˜s



(11.43b)
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and the discrete LQ controller is now ready to be derived.



11.4



D ERIVING CONTROLLER PARAMETERS



Linear Quadratic controllers are applied to MIMO systems in order to gain optimal control. Practically this means finding good candidate values of the feedback gain, K, such that it minimizes the performance index, stated in Equation (11.44), [FPW98, p. 364]: N



 1X T x ˜s (k)Q˜ xs (k) + u ˜Ts (k)R˜ us J = 2



(11.44)



k=0



The performance index allows use of two parameters, R, an m × m control weighting matrix and Q, a n × n state weighting matrix. The weights Q and R are used to balance the state and the input respectively. The derived controller must maintain the LQ requirements specified in section 9.3.2 on page 74 and due to the unwanted steady state error in the position and heading, integral action must be introduced.



11.4.1



I NTEGRAL ACTION



The integral action increases the order of the system, by introducing four integral states on Px , Py , Pz and q3 . The closed loop system with integral states is shown in Figure 11.1. Integral action



r(k)



e(k)



X-Pro linearized model



xi(k) 1 z-1 ~



-Ki



us(k) ~



Γs



x~ s(k+1)



z-1



x~ s(k)



Hs



y~ s(k)



Φs -Ks yi(k) ~



Hs,i



F IGURE 11.1: Closed loop system of the X-Pro with integral states.



The integral states can be expressed by the following, [And07, p. 42]: x ˜i (k + 1) = x ˜i (k) + e(k)



(11.45)



where e(k) = −y˜i (k), because the reference input is zero. Thereby the resulting equation Group 1037a



M ASTER ’ S THESIS



91



11.4. D ERIVING CONTROLLER PARAMETERS



is: x ˜i (k + 1) = x ˜i (k) − y˜(k) = x ˜i (k) − Hs,i x ˜s (k)



(11.46)



where Hs,i represents the rows of Hs corresponding to the integral states, due to the fact that not all of the states in x ˜s needs integral action. In this case the demands for the controller, states that the X-Pro must hover in a fixed position, therefore the steady state error of the position must be reduced. Further it is not desired to have a steady state error on the third component of the attitude, q˜3 . If no integral action is applied to q˜3 the heading of the X-Pro could have a steady state error. This gives a problem if the value of q˜3 gets too large, the X-Pro would simply crash. The introduced integral states gives that h iT x ˜i = P~˜i T q˜3 ,i . and the system order is increased by four. When Equation (11.46) is inserted into (11.43) the system equations are defined by the following: "



# x ˜s (k + 1) x ˜i (k + 1)



" =



y˜(k) =



Φs



0



#"



# x ˜s (k)



−Hs,i h



Hs



I x ˜i (k) " # i x ˜s (k) 0 x ˜i (k)



" +



Γs 0



# u ˜s (k)



(11.47a)



(11.47b)



Looking closer at Equation (11.47) the following can be derived: h i xi (k) = −0 I x ˜(k) = Hi x ˜(k) h i e(k) = −Hs,i 0 x ˜(k) = He x ˜(k)



(11.48) (11.49)



Hi and He are needed when deriving the new performance index, which gives the possibility of weighting the integral states as well. Due to the difficulty of creating a weight on the state it is easier to weight the state error, e(k), Therefore the Q matrix needs to be expanded in order to contain the information, this is also the case with the integral state, x ˜i (k). With this the new Q matrix is, [And07, p. 47]: Q = HTe Qe He + HTi Qi Hi



(11.50)



The x ˜T (k)Q˜ x can then be rewritten as:  x ˜T (k)Q˜ x(k) = x ˜T (k) HTe Qe He + HTi Qi Hi x ˜(k)   = x ˜T (k) HTe Qe He x ˜(k) + x ˜T (k) HTi Qi Hi x ˜(k)
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(11.51) (11.52)



= (He x ˜(k))T Qe (He x ˜(k)) + (Hi x ˜(k))T Qi (Hi x ˜(k))



(11.53)



= eT (k)Qe e(k) + x ˜i (k)T Qi x ˜i (k)



(11.54)
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With the new definition of x ˜T (k)Q˜ x(k) the performance index becomes: N  1X T e (k)Qe e(k) + x ˜Ti (k)Qi x ˜i (k) + u ˜Ts (k)R˜ us (k) J = 2



(11.55)



k=0



The control law of Equation (11.47a) becomes: h



u ˜s (k) = − Ks Ki



" # i x ˜s (k)



(11.56)



x ˜i (k)



With the control law and the augmented system defined the weight matrices can now to be defined.



11.4.2



W EIGHT MATRICES



To find Q and R Brysons rule is used, [FENP02, p. 537]. Qjj



=



1   max x ˜2j (k)



(11.57)



Rjj



=



1   max u ˜2j (k)



(11.58)



The Weight matrices are formed on the basis of the controller requirement specifications i Section 9.3.2. The specific weights are listed in Table 11.1. Qe State



Max error



State



Qi



R



Max error



State



Max



State



Max



Px



0.2



ωy



π



Px,i



1



Ωref,F



1



Py



0.2



ωz



1



Py,i



1



Ωref,L



1



Pz



0.2



Ωr,F



500



Pz,i



1



Ωref,B



1



vx



0.01



Ωr,L



500



q3,i



1



Ωref,R



1



vy



0.01



Ωr,B



500



vz



0.01



Ωr,R



500



q1



0.012



VerrI,F



100



q2



0.012



VerrI,L



100



q3



0.012



VerrI,B



100



ωx



π



VerrI,R



100



TABLE 11.1: The weight of the state error, integral state and the input.
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11.5. V ERIFICATION The controller gain Ks is calculated using the M ATLAB© function dlqr. The input arguments to the function are: the discrete system equations, the weight matrices Q and R.



11.5



V ERIFICATION



This section intends to document that the designed controller is able to stabilize the XPro in a hover condition. First relevant disturbance issues are handled and then the verification is carried out in a Simulink© environment where the nonlinear model was implemented.



11.5.1



D ISTURBANCE ISSUES



When simulating the derived controller on the non-linear model in the Simulink© environment, it will prove valuable to incorporate disturbances as this will provide the most realistic environment for the test of the controller. These will be in the form of a plausible state delay from the estimator and a delay when the control signals are sent down through the system to the actuators. It is due to the I2 C bus configuration, realistic with a sensor sample delay of 10 ms. Another 10 ms is added for the time needed for the estimator to calculate state estimates. This results in an inserted 20 ms state delay between the non-linear model and the controller. For the controller to calculate control signals, 10 ms is accounted for. As the I2 C is also used for the downstream, a total of 20 ms is inserted between the controller output and the non-linear model.



11.5.2



S IMULATION



This section serves to verify by simulation that the controller can stabilize the quad rotor even when exposed to the disturbances mentioned in the previous section. The LQ controller must furthermore maintain the requirements set in Section 9.3.2 on page 74. First the closed loop system is examined through a case study which puts emphasis on a limited time window of the simulation. This is done in order to verify the system by checking for realistic behavior and intuitive response. After this each requirement from the before mentioned specification is handled. In order to excite the system properly a reference signal in the x, y and z position is given. The signal is constituted by x : 0 → 0.5 m, y : 0 → 0.5 m and z : 1 → 2 m, and 94
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steps alternately in all three of the directions before it applies a concurrent step driving the X-Pro back to its initial state. The Figures 11.2 on page 97, 11.3 on page 98 and 11.4 on page 99 are generated from the latter mentioned reference. Figure 11.2 shows the position in the left column and attitude on the right column,- Figure 11.3 shows the motor voltages on the left column and the reference speeds on the right column, whilst Figure 11.4 shows linear velocity in the right column and angular velocity on the right column. Case study The first step scenario at t = 1 s is reviewed in the following. A step is performed in z from 1 m - 2 m which can be observed through Figure 11.2(e). From the left column of Figure 11.3 it is seen that each motor receives the same voltage which is correct as the X-Pro is supposed to perform a vertical displacement. However due to differences in the four motor-gear systems the rotors settle at different speeds with the same voltage which is exemplified through small deviations in both attitude, right column of Figure 11.2, and thereby also linear displacement in x and y, left coloumn of Figure 11.2. The designed controller provides the reference speeds seen in the right column of Figure 11.3. These ensure that both position and attitude converges to their respective reference. Other time windows can be treated with equally interesting details of realistic behavior however the latter is considered adequate. Position and Attitude As no ground effect is modelled in the nonlinear Simulink© model the controller is tested in a no ground effect position, thereby meeting this requirement. The maximum angular excitation in attitude with respect to the performed manoeuvre can be calculated trough the following.



iT h iT h P ositive roll → q˜ = q˜1 q˜2 q˜3 = 0.17 0 0 ⇒ p θ = 2 · cos−1 ( 1 − 0.172 ) ≈ 19.58◦



h iT h iT P ositive pitch → q˜ = q˜1 q˜2 q˜3 = 0 −0.17 0 ⇒ p θ = 2 · cos−1 ( 1 − (−0.172 )) ≈ 19.58◦ Group 1037a



M ASTER ’ S THESIS



(11.59) (11.60)



(11.61) (11.62) 95



11.5. V ERIFICATION



iT h iT h Reverse to initial → q˜ = q˜1 q˜2 q˜3 = −0.14 0.14 0 ⇒ p θ = 2 · cos−1 ( 1 − (−0.142 ) − (0.142 )) ≈ 22.84◦



(11.63) (11.64)



The results from the equations above show that the magnitude of the applied steps lies within the boundary of what is accepted according to the LQ controller specifications in Section 9.3.2 on page 74. The angles imply that steps of greater magnitude could be performed, however care should be taken if exciting the system further. Reference speed and voltage The left column of Figure 11.3 on page 98 shows only concise moments of saturation which is acceptable. The right column of Figure 11.3 on page 98 shows the controller generated reference speeds which are bounded to ±40



rad/s



comes from that the maximum rotor speed is ≈ 190



rad/s,



≈ 150



rad/s



the ±40



rad/s



small signal. This boundary and as the hover speed is



boundaries seems rational. The lower limit is determined from



the desire of having and evenly distributed interval around hover speed. This lower limit also ensures that the requirements of a minimum rotor speed 8 Hz ≈ 50 rad/s is maintained. Only brief saturation exists in the column of Figure 11.3 on page 98. Linear and angular velocity The left column of Figure 11.4 on page 99 shows that the linear velocity exceeds the requirements of ± 0.5 m/s by approximately two times in the x and y axis and three times in the z-axis. The requirement has been set to ± 0.5 m/s due to safety issues and should be kept, however as the attitude reamains within boundaries at all times the controller should be able to control the X-Pro even with steps at this magnitude. The steps applied should be divided by two in the x and y axis and three in the z-axis, to withstand the requirements. The right column of Figure 11.4 on page 99 shows that the angular velocity meets the requirements of ± π
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rad/s



as the maximum rotational displacement lies within 3
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(b) Attitude q1 .
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(c) Position y-axis.
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F IGURE 11.2: The left column shows displacement in position and the right



column shows displacement in attitude.
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(a) Front motor voltage.
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(b) Front reference speed.
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(c) Left motor voltage.
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(e) Back motor voltage.
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(f) Back reference speed.
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(g) Right motor voltage.
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F IGURE 11.3: The left column shows the applied motor voltages and the right



column shows the controller generated reference speeds.
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(a) Linear velocity x-axis.
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(b) Angular velocity x-axis.
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(c) Linear velocity y-axis.
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(e) Linear velocity z-axis.
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(f) Angular velocity z-axis.



F IGURE 11.4: The left column shows bla in bla and the right column shows



bla in bla.
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11.6



C ONCLUSION



This chapter concludes the Hover controller part by providing a controller stucture that can stabilize the X-Pro in hover. The controller structure contains four PI controllers, one for each motor-gear-rotor system, and a LQ state feedback controller. In order to devise the LQ controller, the PI controllers were designed and integrated into the system equations, which later served as basis for the LQ controller. The latter mentioned system was linearized around the hover working point and discretized at 25 Hz, being the control frequency. The discret controller was designed based on the latter and verified through simulation with results as shown in section 11.5 on page 94. The graphs indicate that, although exposed by disturbances as mentioned in Section 11.5.1 on page 94, with an alternating step of the form, x : 0 → 0.5 m, y : 0 → 0.5 m and z : 1 → 2 m, the controller has no problem stabilizing the X-Pro in its new reference. The controller shows good performance with almost no overshoot and no steady state error. The only requirement not met is the linear velocity which is exceeded by 0.5 m/s, 0.5 m/s and 1 m/s respectively. In order to accomodate this demand the steps can be made smaller, thereby maintaining the requirement. The hover controller is hereby ready to be implemented together with the estimator from [GHB07] in the soft real time target software and loaded onto the quad rotor main computer.
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P IECEWISE -A FFINE H YBRID S YSTEM C ONTROLLER



This part documents the work that has been carried out in order to apply theories of PAHS on convex polytopes to the quad rotor helicopter system. The work is motivated by the theories and results derived in the papers [vSH04], [vSHC06], and extends these theories whenever needed in the search for a feasible solution seen from a practical perspective. A method designated the Combinatoric Controllability Method is derived and presented with the purpose of accommodating certain problems and difficulties, which arise when applying the theories on dynamical systems in general. The part starts off with a nomenclature list which is presented in order to give the reader insight into the domain of PAHS. The preceding chapter 12 gives an introduction to PAHS in general and to the theories of which this work has been based upon. In Chapter 13 the Combinatoric Controllability Method is applied to a simplified quad rotor helicopter system. The last chapter 14 concerns the part closure.
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PAHS



NOMENCLATURE



Since a relatively unknown area for control engineering is touched in this part, a list of used terms with their meaning and definition placed here. The definitions are mainly taken from [GO97] and [Fuk04]. Halfspace A halfspace is effectively described by a linear inequality aT x ≤ b where a is a d-dimensional vector and b is a scalar, thus for any x that fulfil the inequality is a part of the halfspace. As the name implies will a halfspace divide the space in two thus providing notion of a discrete location, on one side or the other by testing the inequality. Polyhedron An intersection of finitely many halfspaces in Rd . d-Polytope A polytope is an arbitrary bounded solid shaped figure. A polytope is said to be full dimensional if the d-polytope is described in Rd . Convex P is convex if a straigt line between two points in P belongs entirely to P. Convex hull The convex hull of a set vertices, V, is the smallest convex set containing V. In this thesis denoted by conv{V}. Co-planar Is said about a set of points that are in the same hyper-plane. Supporting hyperplane The hyperplane H supports P a face F if P ∩ H = F and P lies in one of the closed halfspaces bounded by H. Face A proper face F of a polytope P is the (nonempty) intersection of P with a supporting hyperplane of P. The term face is thus a cross dimension term, infact Fi |i = 1...d − 1, d being the ambient dimension, is all possible face types. Facet / Ridge / Egde is a face of a polytope P of dimension d-1, d-2 and 1 respectively. Vertex Is a face of a polytope P of dimension 0 and is thus a point , that can be interpreted as a corner point to P. H - polytope Is a polytope described using halfspace and is the the intersection of a system of halfspaces. V - polytope Is describing a polytope using the vertices, thus a V - polytope is the convex hull of a finite set X = {x1 , ..., xn of points in Rd Simple / simplicial polytope A d-polytope is called simple if each vertex is contained in exactly d facets. A d-polytope is called simplicial if each facet contains exactly d vertices. Simplex A polytope is called a simplex if has exactly d+1 vertices and d+1 facets. This structure is thus both simple and simplicial, and is the minimum figure that still span Rd . Group 1037a
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d-cube The d-cube has the same properties as the cube, which in general is a 3-cube. the formal definition is: Cd := conv{α1 e1 + α2 e2 + ... + αd ed |α1 , ..., αd ∈ {+1, −1}}



(11.65)



here defined that the cube contain the origin in its interior, but the notion of cube is used still if the structure is scaled and translated in the space. Vertex figure P/v If v is a vertex of P , then P/v := P ∩ H is the polytope obtained by intersecting P with a hyperplane H that has v on one side and all the other vertices of P on the other side. (0,1)-polytope A polytope all of whose vertex coordinates are 0 or 1, that is, whose vertex set is a subset of the vertex set {0, 1}d of the unit cube. Isomorphism Let Q0 be a set of vertices of Q and let P0 be a set of vertices of P , Q and P are said to be isomorphic, if there is a bijection that maps Q0 → P0
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In the modeling and control of dynamical systems, one often deals with first order ordinary differential equations describing the evolution over time for a system around a specific working point. However sometimes the linear system proves to be inadequate as it fails to describe the non-linear system in other areas away from that working point. Hybrid charaterizations can often be used to combine continuous linear systems through discrete modes to form an improved description of the system at hand. In the literature, several approaches have been proposed to model these mutual interactions i.e. hybrid interactions, however one particular model first introduced by [Son81], namely the class of Piecewise Affine Hybrid Systems has received considerable attention in recent years. Recently in [vSH04] and [vSHC06], control problems for this class on both full dimensional polytopes and full dimensional simplices, have been considered. The written work in this part of the master’s thesis seeks to utilize the results derived by the previously mentioned authors and furtherly extend the theories whenever needed in order to apply the methods on a quad rotor helicopter system. The following section will introduce the reader to theories and notions that serve as the foundation for the derivation of a Combinatoric Controllability Synthesis method for PAHS. A method that is based on a control problem for affine dynamical systems on a full dimensional convex polytope.



12.1



T HEORIES OF PAHS



A Piecewise-Affine Hybrid System consists of a discrete automaton with a continuoustime affine system on a polyhedral set at each mode, and a switching mechanism between both discrete and continuous dynamics, [vSHC06, p. 938]. When the continuous state of a particular linear system in a mode reaches the boundary of the corresponding polyhedral set, a dicrete event occurs transfering the system to a new discrete mode with a new linear system. The same approach as [vSH04] and [vSHC06] is made in the sense that continuous affine systems in each mode are defined on full dimensional convex polytopes. This makes sense as a polyhedron is the unbounded version of a polytope, and as the property of convexity proves to be a necessity in the derivation of a control law, [vSH04, p. 22]. A polytope Pd can be characterized as the convex hull of a finite number of points, Group 1037a
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denoted by its vertices. A point vi ∈ conv(Pd ), (i = 1, ..., M ), is called a vertex of Pd if it cannot be written as a convex combination of the points v1 , ..., vi−1 , vi+1 , ..., vm contained in Pd . Formally the convex hull of a subset S in Rd is defined as the smallest convex set in Rd still containing S. A face of a polytope Pd is the intersection of PN with one of its supporting hyperplanes. A hyperplane devides a space into two halfspaces and is said to support Pd if two requirements are met: If Pd is entirely contained in one of the two halfspaces of the hyperplane and if Pd has at least one point contained on the hyperplane. If a face in a polytope Pd has dimension d, the faces of Pd with dimension d − 1 are called facets. The PAHS can through hybrid system formalism be characterized by the tuple H presented in (12.1), [vSHC06, p.939]. H = (Q, E, f, U, {(Xq , Aq ) | q ∈ Q}, {(Gq (e), Rq (e)) | (q, e) ∈ dom(f )})



(12.1)



where Q is the discrete locations, E the discrete events and f the discrete transition functions f :⊂ Q × E → Q. These three elements constitute the discrete automaton whereas the continuous affine systems are composed of Aq = (Aq , Bq , a) defined on the polytope state set Xq . The input to the affine systems are the U , also defined on a polytope. The previously mentioned hybrid interactions between the automaton and the affine systems are described via the guard sets Gq (e) and the affine reset maps Rq (e) : Gq (e) → Xf (q,e) . Given a discrete location q ∈ Q, the continuous affine systems are defined by the following Equation (12.2).



x˙ q (t) = Aq xq (t) + Bq u(t) + aq



(12.2)



where xq ∈ Xq and u ∈ U . With (12.1) and (12.2) defined the evolution of the PAHS can be described. Whenever the systems state xq leaves the polytope set Xq an event e ∈ E will occur corresponding to the guard set Gq (e), provoking a transition f (q, e) eventually leading to a new discrete location. With this evolution in mind the control problem evaluates to driving a state trajectory to a specific target facet Fj ⊂ Xq of the polytope Pd . In order to observe in which direction the trajectory x˙ q (t) evolves, with respect to a given facet Fj , the normal vector nj is employed. The normal vector nj points from the surface of Fj out of polytope P . If the dot product nTj x˙ q (t) > 0 the trajectory has a positive component in the direction of nj , hence evolving towards Fj . If nTj x˙ q (t) ≤ 0 the trajectory is either along the Fj boundary or heading away from Fj , into P . 106
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These scalar products prove to be the foundation of the [vSH04], [vSHC06] approach towards designing control laws for PAHS. With this in mind it seems intuitive that specific input signals U can maintain the inequalities, achieving a desired control objective. When it furthermore proves to be enough to apply the inequalities on the inputs U at the vertices of the polytope PN , [vSHC06, p. 21], this indeed suggests that facets can be closed or left open. Closed in the sense of rejecting x˙ q admission through Fj and open as in granted access through Fj . Proposition 12.1.1, [vSH04, p. 24], deals with the calculation of control signals to open or closed facets. In the Proposition the open facet is F1 . Proposition 12.1.1 (1) ∀j ∈ V1 : (a) nT1 (Avj + Buj + a) > 0 (b) ∀i ∈ Wj \ {1} : nTi (Avj + Buj + a) ≤ 0 (2) ∀j ∈ {1, ..., M } \ V1 : (a) ∀i ∈ Wj : nTi (Avj + Buj + a) ≤ 0 X (b) nTi (Avj + Buj + a) < 0 i∈Wj



where V1 is the vertex set in facet F1 . Proposition 12.1.1.(1) is utilized when calculating control signals, to all the vertices contained in facet F1 , whilst Proposition 12.1.1.(2) is used when calculating control signals for all vertices not contained in F1 . The papers [vSH04] and [vSHC06] present theories to control law generation and synthesis on convex polytopes and on simplices. Common for both papers is that they either define their geometric structures as simplices, which is a polytope with d + 1 vertices and convex per definition, or they treat convex polytopes which they later triangulate (to simplices) in order to construct unique control laws. It is exactly the uniqueness in the solutions that occupies [vSH04] and [vSHC06]. The affine control law u = F x + g is derived by means of (14) in [vSH04, p. 30] which is stated in (12.3). 



 v1T 1 FT  .  .  .. ..     T gT vN +1 1











 uT   .   =  ..     T uN +1



(12.3)



It is evident from (12.3) that a unique solution can be found for F and g, if the system is defined on a simplex, as the vertex matrix is completely square. Unless the matrix is ill conditioned, it will prove invertible, thereby leading to a unique solution for F and g. Group 1037a
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If the system was defined on a convex polytope with more than d + 1 vertices, the vertex matrix would be m × n, thereby not leading to a unique solution. Even as this is not considered an option in [vSH04] and [vSHC06], this thesis is determined to apply the pseudo inverse of the vertex matrix, which yields the least squares solution (best linear approximation to the actual solution). It should be noted that the pseudo inverse is one of many solutions, thereby not unique. The least squares solution would in practice lead to a control law that maintains the control objective with an absolute minimum of actuator action. This would be interesting from an engineering point of view as energy efficient and actuator wearing could be of importance. The pseudo inverse of the vertex matrix in (12.3) leads to the following in (12.4). +   v1T 1 uT   .    ..   =  ..   ...   .       T T gT vN +1 1 uN +1 



FT











(12.4)



with the pseudo inverse of a matrix B defined as B + = (B T B)−1 B T . If one were to apply the theories from this Section on a dynamical system, questions would arise as to how the polytopes should be generated in order to capture the state space in a feasible and computer tractable way. If the axes of two given states were split up, the dependencies in between could be described as a square or rectangle. If a square was considered and increased by another state, one could imagine a cubic figure. If the geometric figure was furtherly increased by states, hyper-cubes or hyper-rectangles would appear. The following case study of a simple two dimensional motor system will seek to elaborate on this latter paragraph and derive a control law.



12.1.1



C ASE STUDY: S IMPLE TWO DIMENSIONAL MOTOR SYSTEM



This section will seek to apply the above defined PAHS theories in a practical case study, a simple two dimensional motor system. The case study will eventually reveal problems when the theories are applied. The state space representation of the two dimensional motor system can be defined as in (12.5).



" # θ˙ ω˙



" =



0 1 0 0



#" # θ ω



+



" # 0 1



u



(12.5)



The dependency between the two states can be visualized through the square form shown 108
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in Figure 12.1.



As the Figure shows there are two polytopes P1 and P2 . It is imporω v2



v1



n1



n2



n4



P1



v3



n3



P2



θ



v4



F IGURE 12.1: The state space is divided into squares. The red arrows and dots



denote the trajectories of the system in Equation (12.5). The facets F1 and F4 are furthest away from the origin, and are therefore to be closed.



tant to notice that every square contains a unique linearized affine system. In this case study only P1 is considered and chosen as a unit square. The values of the four vertices, v1 , . . . , v4 , and normal vectors n1 , . . . , n4 are listed in Table 12.1.



Vertex



Value



Normal



Value



v1



(1, 1)



n1



(0, 1)



v2



(0, 1)



n2



(−1, 0)



v3



(0, 0)



n3



(0, −1)



v4



(1, 0)



n4



(1, 0)



TABLE 12.1: The vertices and normal vectors to P1 in Figure 12.1.



The system is at rest when ω = 0, this gives that the facets F1 and F4 are wanted closed to ensure that the trajectory does not escape through these facets. To determine whether the facets can be closed, Proposition 12.1.1 on page 107 is used. The Proposition states that if a vertex belongs to a closed facet set, Proposition 12.1.1.(2a) is to be used. As the closed facets are F1 and F4 , the only vertex belonging to the closed set is v1 . In order to determine whether the facet can be closed or not, a control signal to the given vertex has to be found. The calculation of 12.1.1.(2a) is carried out in Equation (12.6). Group 1037a
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Proposition 12.1.1 nT4 (Av1 + Bu1 + a) ≤ 0 " #" # " # ! h i 0 1 1 0 + u1 ≤ 0 1 0 0 0 0 1



(2a)



(12.6)



1 + 0 · u1 ≤ 0 ⇒ u1 ∈ ∅ Due to the fact that no control signal to v1 can be found, the facet can not be closed and there exists no control law to P1 . This implies that F4 cannot be closed, hence will continue into the next polytope, P2 . This behavior is unwanted and a solution solving the mentioned problem is wanted. Therefore a hypothesis concerning the problem is stated in the following section.



12.2



H YPOTHESIS



From the previous, it seems to be desirable to part the state space of the dynamical system into squares or rectangles, however from the papers, a unique control law can only be found if applied on simplices. Further, if calculation of a control signal in a given vertex of the cube or rectangle fails, there is no method stated solving the resulting problem, hence the control law cannot be derived. With this in mind the following hypotheses can be stated. It is possible to partition the state space into rectangles or squares, these still being convex polytopes, not necessarily constructing a unique control law, however a sufficient one for control purposes. Is is believed to be able to solve the problem formulated in the case study above, by formulating a method which alters the polytope structure until a control law can be applied. The following section will try to prove the hypothesis by continuing to solve the problem, stated in the case study.



12.3



C ONTROL METHOD APPLIED TO CASE STUDY



This section states a method to surpass the problems described in the previous, thereby acommodating the hypothesis. The method proves its worth through combinatoric reasoning with respect to the polytope at hand. 110
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The basic idea will be described through a practical application on the previously treated motor system. As the control signal u1 was impossible to generate at vertex v1 , the facet F4 could not be closed. An option is to restrict the space i.e. the geometric figure to one containing vertices that can be generated control signals for. It is proposed to trim the polytope P1 by discarding the bad vertex v1 and connecting v2 with v4 to form the new polytope P1 main structure. The main structure is defined as the main region where control can be performed, while the fragment is defined as the vertex figure of the bad vertex. The principle is illustrated in Figure 12.2. ω v2



Bad vertex v1



n1 P1,fragment



n2



n4



n5



P2



P1,main v3



n3



θ



v4



F IGURE 12.2: Illustration of the main idea behind the combinatoric control √



method. The new facet F5 with normal vector n5 = (1/ 2)[1 1] appears after bad vertex v1 has been trimmed from P1 . This allows a controllable space within the new main structure of P1 . The P1 fragment is denoted the vertex figure of v1 . √



In this way a new facet F5 arises with a new normal vector n5 = (1/ 2)(1, 1)T and the neighbour vertices v2 and v4 to the bad vertex v1 are now, from a control perspective, relative to n5 . As this eventually solves our problem it is noted that a harder constraint is put on the input at vertex v2 . It is important at this point to emphasize that the vertex figure in v1 is preserved to uphold the isomorphic property, not only on the facet connecting the main structure of P1 with the vertex figure v1 of P1 (P1,f ragment ), but also on the facet connecting polytopes P1 and P2 . In this way it is still allowed for the state to reside inside vertex figure v1 . If the state in fact resides within vertex figure v1 , only a departure through facet F4 could be ensured, but as polytope P2 could be trimmed as P1 this would prove sufficient. The following will concern the generation of a control law for the main structure of P1 . The main goal for the derived control law is to prevent the system trajectory to enter the less controllable region i.e. vertex figure v1 . Another considered goal is to drive the trajectory Group 1037a
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towards F3 as this eventually would lead to an equilibrium point. As the new facet F5 is wanted closed, the use of Proposition 12.1.1.(2) can be applied to the vertices contained in the closed facet set, v2 and v4 . If v2 is considered, discussion can be made as to whether facet F2 should be closed or left open. If closed, v2 would be treated according to the before mentioned Proposition 12.1.1.(2), thereby applying a constraint in the form of an inequality on the input u2 . If open, vertex v2 would have to be treated with respect to Proposition 12.1.1.(1), also generating an inequality stating a harder constraint on u2 , as the actuator would have to try to push the trajectory opposite the systems evolving tendency. Proposition 12.1.1 is followed in the search for input signals at the vertices for the main structure of P1 . This indicates that F2 is regarded as closed leading to the inequalities for vertex v2 , stated in the following.



Proposition 12.1.1 (2a1 ) nT5 (Av2 + Bu2 ) ≤ 0 " #" # " # 0 1 0 0 √ + u2 ) ≤ 0 (1/ 2)[1 1] · ( 0 0 1 1 √



√



(1/ 2) + (1/ 2)u2 ≤ 0 u2 ≤ −1 (2a2 ) nT2 (Av2 + Bu2 ) ≤ 0 #" # " # " 0 1 0 0 [−1 0] · ( + u2 ) ≤ 0 0 0 1 1 − 1 + 0 · u2 ≤ 0 u2 ∈ ∅ √



(2b) (1/ 2)[1 1]



" # 0



" # 0



u2 + [−1 0] u2 < . . . 1 1 " # " # 1 1 √ − (1/ 2)[1 1] − [−1 0] 0 0 √



√



(1/ 2)u2 < −(1/ 2) + 1 √ u2 < 2 − 1 (12.7) As can be observed from 12.7(2a2 ), that a control signal can not be derived for vertex v2 at facet F2 . In this case one must rely on the system trajectory and as − 1 indicates 112
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a negative component of the dot product, the trajectory is directed away from F2 . This is considered acceptable and should in turn complement the previous discussion with respect to the opening or closing of F2 . √ As two constraints u2 ≤ −1 and u2 < 2 − 1 are put on u2 , the resulting interval in which a specific u2 must be chosen is u2 ≤ −1. The following statement (12.8) derives the control signal for v4 .



Proposition 12.1.1 (1a) nT3 (Av4 + Bu4 ) > 0 #" # " # " 0 0 1 1 + u4 ) > 0 [0 − 1] · ( 0 0 0 1 − u4 > 0 (12.8)



u4 < 0 (1b) nT5 (Av4 + Bu4 ) ≤ 0 #" # " # " 0 1 1 0 √ (1/ 2)[1 1] · ( + u4 ) ≤ 0 0 0 0 1 √



(1/ 2)u4 ≤ 0 u4 ≤ 0



The two inequalities in (12.8) state that u4 must be chosen so that it maintains u4 < 0. With facet F2 defined as closed and F3 open, the control signal for v3 cant be derived as in the following. Group 1037a
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Proposition 12.1.1 (1a) nT3 (Av3 + Bu3 ) > 0 " #" # " # 0 1 0 0 [0 − 1] · ( + u3 ) > 0 0 0 0 1 − 1 u3 > 0 (12.9)



u3 < 0 (1b) nT2 (Av3 + Bu3 ) ≤ 0 " #" # " # 0 1 0 0 [−1 0] · ( + u3 ) ≤ 0 0 0 0 1 0 · u3 ≤ 0 u3 ∈ ∅ hence u3 must be chosen in the interval u3 < 0.



The inequalities in (12.7), (12.8) and (12.9) provides the basis for the derivation of a sufficient control law, leading the trajectory towards facet F3 . A choice of inputs is first apparent and these can eventually freely be chosen within the inequality stated boundaries and within actuator saturation boundaries. Given an optimization criterion the corresponding affine control law depends on the intial condition. So as the initial condition varies, this leads to a nontrivial high complexity procedure of always finding the optimal control, [vSH04, p. 27]. Therefore in the search for a control law the following inputs are chosen, u2 = −2, u3 = −4 u4 = −1. The affine control law u = F x+g is now ready to be determined for the main structure. With the main polytope vertices v2 = (0, 1), v3 = (0, 0), v4 = (1, 0) and inputs u2 = −2, u3 = −4 u4 = −1 inserted into (12.3) on page 107 we have (12.10).      −2 0 1 1 f1      0 0 1 f2  = −4      g −1 1 0 1



(12.10)



As the resulting main polytope in the motor example has a simplicial nature a unique solution can be found as the vertex matrix in this situation proves to be invertible. However for principle reasons the pseudo inverse solution is still be applied to 12.3 and obviously gives the same resulting control law defined in (12.11). 114
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h



u= 3 2



" # i θ ω



−4



(12.11)



As the control law maintains Proposition 12.1.1, an exit through F3 is ensured in finite time. The following Figure 12.3 shows the simulation of the control law on the main structure. F1
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F IGURE 12.3: Results of simulation of the control law on the main structure



of the motor system.



As Figure 12.3 shows the trajectories, started in the three vertices, leaves through the desired F3 , the control law is verified. A control law for the vertex figure v1 can also be derived, thereby closing F1 , through theories presented in this section. It is however considered out of scope to present this solution here. This concludes the control method application to a simple two dimensional motor system and the method can now be synthesized in to a compact form designated the Combinatoric Controllability method.
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12.4



C OMBINATORIC C ONTROLLABILITY METHOD SYN THESIS



This section serves to synthesize the method introduced in the previous section into a structured form denoted the Combinatoric Controllability Method. The following will discuss what provided the motivation for the derivation of the new method and sum up the aquired knowledge at this point. In the previous section some of the theories of PAHS was used which was first presented in [vSH04], [vSHC06]. The idea presented in these papers, handle linear systems in isomorphic convex polytopes in a structured manner that fits into the already extensive framework of Hybrid Systems (HS). One of the forces of HS is the possibility to split the control problem into smaller decoupled problems. In PAHS these sub problems are represented in each polytope, which we remember was isomorphic to the neighbouring polytopes. More specifically the decoupledness is ensured by the notion of closing facets and ensuring exit in finite time, by examining the trajectory of the linear system at the vertices of the polytope. The papers work towards an automated control synthesis and the basic idea also seems clean and intuitive, but since the publication of the idea was made recently, there are still some topics that need special attention. The algorithm proposed in [vSH04] states that even though the control is made on a polytope, the control law can only be formed by triangulating that polytope. The paper [vSHC06] works altogether on simplices. Dividing the state space into simplices and controlling where the facets are formed is not a trivial task. Not less by the fact that one has problems in conceiving more than three dimensions, and the paradox is that it is in the higher dimensions the method should prove its worth. Indeed there are algorithms for performing triangulazations on polytopes, but most algorithms are not optimal in the number of produced simplices, and existing implementations can not accommodate special wishes from the designer on internal facet placing. Imagine if the added facet in Figure 12.2 on page 111 (Section 12.3) was drawn as to generate the opposite diagonal, then the control is difficult to obtain. As it will become evident later, the data storage needed is substantial. Triangulation will only push in the wrong direction. Both methods stated in [vSH04] and [vSHC06] fails to form a control law if the polytope worked on, does not allow a possible control signal in just one of the vertices. Should this happen, it will mean that calculations have to start over at least for that polytope. It seems that if the linear system was used to form the shape of the polytope the method would succeed more often. In the following the Combinatoric Controllability method will be presented, 116
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that uses most of the method presented in [vSH04], but where it has difficulties, additions are made according to the results drawn from Section 12.3. The chosen starting point is to form N-cubes that cover the area of the state space where control is wanted. These N-cubes are intuitive to form since the basis for this lies in doing N one dimensional axis divisions, N being the number of states or equivalently the number of dimensions. The axis divisions can with advantage be done on the basis of the non-linear model, thus reducing the chance of needing to go back to redefine axis divisions. The description of the cube consist of a set of vertices, information on which vertices belong to which facets and the normal vectors following these. Having the skeleton in place each polytope can be treated individually. Each polytope has a task of ensuring that the trajectory will move towards the control goal, which can be a point in the state space. The choice of which facets to close can be done automatic only by knowing the overall control goal and the location of the polytope in the state space. The control problem for the polytope at hand is now locally defined as a problem of closing facet that is wanted closed, and ensuring exit in finite time. As it turned out in the simple motor example in Section 12.3, some vertices can turn out impossible to generate a control signal for that guides the trajectory in the wanted direction. The solution to this is to slice this vertex away from the cube, meaning that the cube now consist of the main structure, where control still is feasible, and a vertex figure or simply just a fragment of the cube. For every bad vertex that can be found a new slice is taken from the main structure. Say that no bad vertices are left in the main structure, this will mean that a control law can be made for the region covered by the main structure. The fragments still need to have a control law calculated but with fewer facets closed than first intended. For each structure is it now possible to form a polytope in the control space. The interior of this polytope will now contain all possible control signals that fulfil the stated control problem. Having the control laws for the whole cube makes it possible to save the end result and start on the next cube in the state space. When a control law for all cubes has been found the system can be fitted into the overall PAHS tuple H. The following Proposition 12.4.1 states the Combinatoric Controllabiltiy method in a compact form.
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Algorithm 12.4.1 1. Axis division 2. Construction of cube n, using axis divisions 3. Identify facets and normal vectors 4. Define facets to close 5. Form control space U for each vertex 6. Bad vertex identification and polytope trimming. (a) Identify bad vertices, if none, break. (b) Trim one bad vertex, results in fragment and new main structure. (c) Form new common facet. (d) Revise facets to close in both fragment and main structure. (e) Go to (a). 7. Control law generation on main and fragment structures. (a) Choose control signal from set of points in conv(U). (b) Find control law u = F x + g on each polytope. 8. Move to next cube if exist go to (2), else all control laws are found, break. The outcome of the above stated method when run on all polytopes are the control laws for all structures in all polytopes. Left is to connect the polytopes through guard sets and reset maps to comprise the full PAHS system.



12.5



M ETHOD APPLIED TO QUAD ROTOR HELICOPTER SYS TEM



When applying PAHS on higher order system than the 2 dimensional motor example, there are some considerations that are important to take into account. One is the amount of data needed to represent all polytopes in the d-dimensional space. Looking at the model of the quad rotor helicopter it has 24 states. To see whether all states can be included when applying the PAHS control law the following can be stated. The number of polytopes is determined on the basis of the divisions of the axes. If each axis division is chosen to two, which is the minimum number, the number of polytopes are equal to 118
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224 ≈ 17 · 106 . If one was to add one division to any of the axes the number of polytopes is doubled. Therefore the number of states is to be reduced in order to be able to calculate a control law. The system has integral states, and these can be removed without any concern of loss of dynamic characteristics. This gives a system of 20 states, and further the rotor speed controllers can be removed, which results in a dimension of 16. If all these states are included the minimum polytopes is 216 = 65536 polytopes. Still this number is considered too large, hence the system must be divided into smaller parts. The dependences in the linear model of the X-Pro, can be stated by the following: Ωr → 1 ω1 → 01 q → 0 v1 → 0 P1 . These dependences can furtherly be divided into two, namely Ωr → 1 ω1 → 01 q and 0 v1 → 0 P1 . This division is only valid if there is a overlying supervisor which choses the correct attitude control and then updates the position controller based on the attitude control, in order to keep the X-Pro within the control objective. With this in mind, the system is now reduced to a 10 dimensional system. For simplicity the dynamics of the motor-gear-rotor system is considered being more than a decade faster than the dynamics of the X-Pro body. Since 1 ω1 uses the rotor speed in its calculations, the rotor speed is chosen as input to the attitude model. With this, the total system dimension is limited to 6. Figure 12.4 shows the delimited quad rotor system. X-Pro attitude model



Ω



ω q



F IGURE 12.4: The delimited attitude model in 6 dimensions, namely the



angular velocity and attitude.



As the Combinatoric Controllability method has been derived and tested on the simple two dimensional motor system from the case study, the next chapter will concern the application of the method to the six dimensional system shown in Figure 12.4.
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BILITY METHOD This chapter revolves around the application of the Combinatoric Controllability Method, stated in Proposition 12.4.1 on page 118, to the simplified attitude system of the quad rotor. The method is briefly restated below. 1. Axis division 2. Construction of cube n, using axis divisions 3. Identify facets and normal vectors 4. Define facets to close 5. Form control space U for each vertex 6. Bad vertex identification and polytope trimming. 7. Control law generation on main and fragment structures. 8. Move to next cube if exist go to (2), else all control laws are found, break. The following sections reflect the structure of the method from the first point to the last.



13.1



A XIS DIVISION



The general idea of a piecewise linear system representation is not new but the idea is still very relevant and power full tool for describing non-linear systems. When modelling any dynamical system it becomes clear by the non-linearities, which of the states needs the most divisions. The precise number of divisions is a tunable parameter that in one end, uses few divisions but has a poor description of the non-linear system underneath, otherwise using many divisions will provide better approximations by the linear systems in each discrete location, but as it was evident with the number of states, a increase in divisions will also result in an explosion in data that needs storage. Not many general notes on this topic can be made other than the choice of division must be founded in the control goals and the tolerance for error. In the specific case the system at hand includes six states, most of these include areas that does not physically relate, one would be that the X-Pro is upside down. It is estimated that an angle of 30 degrees away from the horizontal plane will be possible to Group 1037a
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bear, but the system should avoid crossing this boundary. Also from the interface specification we have limitations on the angular rate which are set to π rad/s. One axis that does not have unsafe areas is the q3 state. This state translates to the pointing direction in the horizontal plane. From an intuitive point of view it should not matter which direction the X-Pro has as long as it is level in the air. Nevertheless will the linearisation cause that it is not possible to divert much from this linearisation point without producing wrong and even destabilising control signals. This non-linearity calls for division, but not in the general sense. The quaternion can be seen as a point on the surface of a 4-sphere, in practice this mean that when the X-Pro is turned more than 180 degrees, there comes a time where q3 flips sign. One way to contain this behaviour in a piecewise linear system is to place a discrete transition where this occurs. Having said that the divisions should form planar boundaries makes it impossible to place this boundary in a correct manner as the sign flip is related to all elements of q. The solution to this problem is simply not to handle this transient behaviour inside the PAHS state space, but instead keep track of the linearisation point in a discrete frame outside of the euclidean state space. On Figure 13.1 eight discrete locations, referring to eight different linearisations is depicted. 0
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F IGURE 13.1: The chosen parting of the q3 state, due to cyclic behaviour. This



state is to be handled outside the general framework.



Each location and thus linearisation span over 60 degree around the earth frames zaxis, the eight locations makes it possible to have an overlap between two neighbour locations. With this parting it is possible to have any q3 value as control objective. Without the overlap it would in practice be possible for some sort of zeno effect if the intersection 122
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between two locations where chosen as control goal. The handling of the attitude then is a job of keeping the following equation updated:



q = qwp · q˜



(13.1)



Each time a discrete event occurs on the boundary of q˜3 the qwp is rotated 45 degrees in the direction dictated by the event. Besides this, the reset map will have to move the present continuous state back inside the q˜3 discrete location. All states is thus represented as the small signal deviation in the state space. Concerning q˜1 and q˜2 it is chosen to form narrow regions near the equlibrium as it is needed to have precise control in this region. The limit on this boundary is set to what equals five degrees away from the horizontal plane. To fit into the square boundaries seen in the q˜1 -˜ q2 plane both the 30 degree and the five degree limit is calculated as in Equation 13.5



eˆ · sin(θ/2) ⇒ 1 = √ sin(θ/2) ⇒ 2 ⇒ q1 = q2 ≈ 0.03



(13.2)



θ = 30◦ ⇒ q1 = q2 ≈ 0.24



(13.5)



q1:3 q1 = q2 θ = 5◦



=



(13.3) (13.4)



From the start it is known that it is wanted to drive the system to the critical point, and since all axes in the state space are small signal deviations from a working point, this critical point is the origin. As it was evident in the the simple motor example, it was not possible to form a controller if the system had no vertices directly on the axes, since the critical point was the θ axis. This observation can directly be translated to the need of a boundary placed in zero on all axes. The choices for all boundaries have been presented and they are summed up in Figure 13.2. US
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F IGURE 13.2: The divisions on all 6 axis. The term US is denoting an Unsafe



Area, an area where the system is not defined and by all means these areas should be avoided to ensure safe operation.
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13.2. C ONSTRUCTION OF A D - CUBE .



As can be seen there is four segments on q˜1 and q˜2 , two segments on q˜3 , ω1 , ω2 and ω3 , by simple multiplication the total number of polytopes can be calculated to 256 discrete locations. Using the axes it is possible to create all vertices in the state space and gather the vertices to form convex hyper cubes, which is exactly what the next section concerns.



13.2



C ONSTRUCTION OF A D - CUBE .



Forming a cube of d dimension can intuitively be grasped according to the following. Start with the 0-cube which is a point, the zero in front of cube denotes the dimension it is described in thus making the term self-explanatory and unique. Now imagine that space has 1 dimension and that a copy of the structure is slided one unit along the new dimensions axis, the result is a 1-cube, which is a line. In two dimensions the former result is copied and slided one unit and the result is a 2-cube, which also is a square. The next step produces the cube, or 3-cube to follow the terminology. Performing this simple operation d times will produce the d-cube. Observe that the number of vertices used from each time step multiplies by two, thus the number of vertices for the N-cube is 2d . Remember that a facet can be seen as a part of a half-space, thus span d-1. For each dimension in the cube there are two facets, which generalizes to that the number of facets of the d-cube is 2 · d. Having six states resulting in a cube that 64 vertices and 12 facets, is the structure we seek to produce in the following. The first the numbering of cubes is to be defined, and an example of the numbering is shown in figure 13.3. As it can be seen is the notion extendible to dimension N, as the numbering of each axis is done separate. Provided the axes divisions it is possible for the 2d vertices that form the d-cube. In three dimensions the eight vertices are listed in Equation (13.6), where e.g. X1 is the first boundary on the x-axis, thus a look-up in specific axis division.
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F IGURE 13.3: The principle of numbering cubes here shown on two



dimensions.
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(13.6)



From Equation (13.6) it is clear to see an implementation of this notion, using d for loops inside each other.



13.3



FACETS AND NORMAL VECTORS



The choice of d-cubes makes the identification of facets and the corresponding normal vectors relativly easy, mainly due to that each facet is orthogonal to one axis of the coordinate frame. The information that is sufficient for using the PAHS theories is a notion Group 1037a
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13.4. FACETS TO CLOSE



on which vertices belong to a facet and what the normal vector to this facet is. In the following a possible implementation is stated. n1
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F IGURE 13.4: Finding facets and normal vectors can be simplified knowing



the properties for the general N-cube.



Figure 13.4 shows the 3-cube which can be used as a verification of the method. Choose any vertex in the set of 2d vertices. Using this vertex, vb , as the basis we can find d facets for which this vertex is a part of. The start is to identify d edges from the basis vertex which is the same as to identify the neighbour vertex set to vb . Towards all these vertices vectors are made, and combining d − 1 vectors will span one of the 2 · N facets. The normal vector to this facet could be found by making the cross product, as it generalises to d dimensions with some modification, which will be handled later. Instead it can be used that the edges of the cube and thus the formed vectors are orthogonal on each other. This means that the vector that was not used to the facet is the inward normal vector and by flipping sign in this vector and normalising it the normal vector is formed. Determining which vertices that lie in this facet, can be done by verifying if the vectors in the facet span the vector constructed from vb to all others vertices.



13.4



FACETS TO CLOSE



The whole idea to close facets serves the purpose to guide the trajectory of the continuous system. At this point it should also be clear that on can only state a wish to close a facet, it is entirely up to linear system and actuators to grant this wish for this specific facet. The general idea is depicted in the Figure 13.5(a) on the facing page. For each level the trajectory reaches it is prevented in leaving which in some sense is a notion of stability. In practice there is many combinations of closing facets, but with the main idea in mind it seems intuitive that by closing facets that are facing away from the control goal are 126
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ideally closed.
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(a) The basic idea.
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(b) Implementations wise.



F IGURE 13.5: (a)Is showing what is the main idea. The circles denote a set



that the trajectory can not get out of ones inside. (b) Is the practical implementation, facets whose normal vector is pointing away from equlibrium point are closed The cross denotes closed and circle is open.



Figure 13.5(b) introduce the notion open and closed facet using crosses and circles. Looking at polytope (1, 1), the facet facing to the right and the one facing upwards are open, as they are in the direction of the control goal which is the origo. The Figure is the graphical representation in two dimensions, but moving to higher dimensions makes it impossible to visualise. The automated procedure in d-dimension utilize the projection of the normal vector onto a vector pointing from origo to the centre of the polytope. Should this projection be negative, it indicate that the facet should be closed. In this manner all facets of the cube can be evaluated, leading to that d facet are left open and d facets are closed.



13.5



L INEARIZATION



As each polytope consist of a unique linear system it must be possible to linearize the the six dimensional system from Section 12.5 on page 118, in the centre of each polytope. The total number of polytopes is 256, this implies that a automated linearization process is needed. Group 1037a
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13.6. F ORM THE CONTROL SPACE POLYTOPE



Since the linearization of 1 ω˙ 1 already has be automated using the Jacobian, see Section 11.2, only the linearization of 0 q˜˙ is to be automated, due to the fact that this is lin1



earized by hand. Equation (11.33) on page 88 is used for the automatizing. The skew matrix, S(¯ ω (t)) multiplied which 0 q˜1:3 . The skew matrix gives the ability to linearize 0 q˜˙ 1



1



in any polytope. The affine part of the linearized system is given as the system bias just before evaluating the Jacobian when all the states is evaluated in there respective working point. The linearization of the system in the polytopes is derived. The following section will concern the control space.



13.6



F ORM THE CONTROL SPACE POLYTOPE



The task of this section is to represent all possible solutions to the control problem seen from one specific vertex. The inequalities of Proposition 12.1.1 on page 107 can with advantages be considered as halfspaces in the four dimensional control space. The basic description of a polytope in the H -representation is written as Ax ≤ b where rows of A contains the slope of one plane and the same row in b is a scalar that controls the shift of the plane in the control space. To make the inequalities from Proposition 12.1.1 on page 107 fit to the described halfspace notation the equations are rearranged like shown in Equation (13.7).



nT1 (Avj + Buj + a) > 0 −nT1 (Avj + Buj + a) < 0 −nT1 Buj < nT1 (Avj + a)



(13.7)



Equation (13.7) evaluated on one facet will provide one half-space, and evaluating all n facet that have vertex vj in it, with according to the closed and open facets, will provide n halfspaces in the control space. It is important to notice is that the initial condition of the Uj polytope already is a bounded cube, due to physical limitations in the motors. In a simple 2 dimensional case the control polytope be looking as depicted in Figure 13.6 on the next page. On the left part of the figure only the saturation limit are placed, showing the obvious bounded starting point. Adding the extra constraints could result in the figure to the right. The set of control signal for vj are then contained in conv{Uj }. The proposition 128
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F IGURE 13.6: From the left: The initial bounded polytope U in the control



space. Extra constraints add more halfspaces to the description of U , which limits the volume of the resulting polytope.



contain both < and ≤ resulting in the problem that some facets are described by open half spaces, that is the facet is not contained in the solution, while others are. Should the exact polytope be formed, it would require that the inequality signs follow the half-spaces individually, like for this example of the unit square that does not contain the axis.
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