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We investigate the thermally activated glide mobility of dislocations in uranium dioxide (UO2) from an atomistic point of view using a variable charge many-body empirical potential, the Second Moment Tight-Binding potential with charge equilibration (SMTB-Q). In order to determine the main glide system, we model the dislocation core structures for edge and screw orientations lying in different glide planes. Uncommon core structures with a double periodicity and a charge alternation are obtained. Straight dislocations motion is ﬁrst considered to obtain the Peierls stress of each dislocation. We then address the thermally activated motion of the dislocations by the nucleation of kink pairs. Atomistic simulations give us the structure as well as the formation and migration energies of kink pairs. This information is ﬁnally combined with an elastic interaction model for kink pairs to obtain the dislocation velocities and the evolution of the critical resolved shear stress as a function of temperature. These quantities are compared to experimental data on urania single crystals. © 2018 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction Uranium dioxide (UO2) is a widely used nuclear fuel, as it is the main fuel for pressurized-water reactors. During the reactor operation and the after-use storage, UO2 is subject to irradiation, high stresses and strong thermal gradients. Under such extreme conditions UO2 fuel pellets evolve by various mechanisms. Plastic deformation is one of these. This plasticity is driven by the motion of dislocations in the bulk material. The crystal structure of UO2 is the well-known ﬂuorite type structure, where uranium atoms form a face centered cubic lattice and oxygen atoms occupy all tetrahedral sites. Experimental studies about dislocations have shown that the plastic deformation in UO2 single crystals is induced by the glide of dislocations of Burgers vector b ¼ ½, the smallest crystal periodicity vector, primarily in the {100} glide planes [1,2]. The glide systems ½ {110} and ½{111}, as well as cross-slip between these different systems, are activated at higher temperatures [2]. At 1600 K, screw dislocations are found to be more mobile [3]. At
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lower temperatures, TEM observations show the presence of dislocations with either edge or mixed character [4,5], so the edge character of dislocations in {100} controls the plasticity. Dissociation of dislocations seems limited as it has only been observed in the {111} plane at high temperatures [2] or in hypo-stoichiometric conditions [5]. The critical resolved shear stress (CRSS) for the main glide system is around 50 MPa at 600  C and decreases with the temperature down to about 20 MPa at 900  C [4,6] and above. Dislocation velocities estimated from dislocation density data are found to be between 2.102 and 104 m s1 in this temperature and stress range [4]. Moreover, the principal glide system shifts from {100} towards {111} with the deviation on stoichiometry in hyperstoichiometric uranium dioxide (UO2þx), because the CRSS decreases in the {111} planes with an increasing oxygen content [7,8]. In these hyper-stoichiometric conditions, plasticity is controlled by screw dislocations at low temperature [7]. From an experimental point of view, deformation experiments on UO2 are difﬁcult to perform. Single crystals cannot be easily produced because of the high melting point of UO2 and a controlled atmosphere is needed to reach stoichiometry. Deformation cannot be achieved at low temperatures (below 600  C) without pre-strain at higher temperatures [7]. All these factors can explain our lack of knowledge about the precise mechanisms behind plasticity.
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Recently, scientists have turned to atomistic studies with empirical potentials to ﬁll the lack of information at the atomic scale. Parﬁtt et al. [9] have conﬁrmed that dislocations glide in the {100} planes with a study of the various edge dislocations glide mechanisms. Fossati et al. [10] derived the CRSS at various temperatures thanks to molecular dynamics (MD). However, their CRSS values are much higher (several GPa) than the 20e50 MPa measured experimentally. As they performed MD simulations at a constant strain rate, which is necessarily several orders of magnitude higher than experimental strain rates because of the short timescales of simulations (up to few ns), one can expect that the CRSS cannot be compared to experiments. More recently, with similar simulation setups, Lunev et al. [11] derived a velocity law for the main glide system as a function of temperature and external applied stress. They performed deformations at constant stress to avoid the issue explained above. However regular MD simulations do not allow to reproduce the low stress regime. Indeed, at low stress, rare events occur and are too infrequent to be modeled by MD. In these conditions, the dislocation motion is also driven by the formation of kink pairs with a very large width (see section 6.3), presumably too large to ﬁt within an MD box. Lunev et al. [11] use analytical expressions derived from thermal activation models describing dislocation mobility through the nucleation and propagation of kink pairs. They ﬁt the results of their MD simulations and extrapolate them in a wider range of stresses and temperatures. Such thermally activated laws describes dislocation mobility in stress and temperature conditions compatible with experiments. Our study focuses on the thermal glide of dislocations, considering the nucleation and propagation of kink pairs. We use molecular static simulations to study straight and kinked dislocations and then derive an atomistic-informed nucleation model to predict dislocation mobility as a function of the temperature and applied stress. Firstly, a potential suited for the simulation of dislocations is introduced (part 2). With this new potential, the structures of the various possible straight dislocations are deduced from generalized stacking faults (GSF) calculations and atomic simulations of dislocation cores (part 3). Deformation tests are then performed on straight dislocations at 0 K to determine the main glide plane and the dislocation character controlling plasticity. Kink pair formation and migration energies are calculated for the main glide system (part 4). In part 5, a model for dislocation mobility as a function of temperature and applied stress is built in agreement with molecular statics results from parts 3 and 4. All the results are ﬁnally discussed in part 6 of the article before the conclusion. 2. Validation of the interatomic potential In this study we use a variable charge many-body potential to describe atomic interactions in UO2. This is the most adequate choice to study dislocations in UO2 for the following reasons. On the ﬁrst hand, a good description of elastic constants is needed to reproduce accurately the behavior of dislocations. This disqualiﬁes pair potentials such as the Basak [12] or Morelon [13] potentials for instance, as they cannot reproduce the deviation from Cauchy law on the elastic constants (C12 s C44), which is large for uranium dioxide (C12 z 2C44). The recent Cooper potential [14], which includes a many body term, successes to reproduce this deviation and simulates accurately the behavior of perfect UO2 crystal even at elevated temperature. On the other hand stoichiometry changes can appear for geometric reasons on dislocations and kinks in UO2 [15,16]. While such off-stoichiometric structures show high electrostatic energies if they are fully charged, they may be stable if they are neutral. Moreover, variable charge potentials can simulate charge-neutral non-stoichiometric defects that do not require the manual introduction of ions with a different charge (U5þ for
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example). Two many-body variable charge potentials exist for UO2: the COMB potential (Charge-Optimized Many-Body potential) [17] and the SMTB-Q potential (Second-Moment Tight-Binding potential with charge equilibration) [18,19]. We choose the SMTB-Q potential. Covalent interactions are described by a 2nd moment tight-binding formalism for the U-O bonding and a Buckingham term for the O-O bonding. The charge equilibration, handled by the Electronegativity Equalization Method [20], minimizes the Coulombic part of the interaction. The potential is ﬁtted on the lattice constant a0, the UO2 cohesive energy Ecoh, elastic constants C11, C12 and C44 and Phillips's ionicity IP ¼ ½1  ð2  qO Þm=n0 2 (where qO is the oxygen charge, m ¼ 2 is the number of oxygen in a unit cell and n0 ¼ 6 is the number of electronic states shared by ions). The latter is ﬁtted on the experimental Pauling's iconicity, deﬁned by the electronegativity difference between U and O. We took a different parameterization than the one already published by Sattonnay et al. [19] to adjust more accurately elastic constants, however we did not reﬁt the O ionic parameters and O-O interaction parameters, thus their values are the same as in Sattonnay et al. article [19]. The ﬁtted properties and their reference values are given in Table 1. Equations and parameterization of the potential are given in Appendix A. The anisotropy of a cubic crystal can be expressed by the ratio 2C44/(C11-C12), which is equal to 1 for isotropic media. With the elastic constants given in Table 1, the anisotropic ratio is equal to 0.44 experimentally and 0.45 with the SMTB-Q potential. So the crystal is strongly anisotropic. Elastic anisotropy is considered in our work, either by performing elastic calculations within the anisotropic linear elasticity theory [24,25] or by a proper choice of elastic constants used in isotropic elasticity to reproduce key quantities like dislocation energy and line tension. All the simulations with SMTB-Q described in this article have been performed with the LAMMPS package [26]. Energy minimization relies on a damped dynamics algorithm with a maximum atomic force threshold ﬁxed at 104 eV/Å. Charge equilibration is performed every time step for all the static and dynamic simulations. The SMTB-Q potential has been validated by the computation of formation energies of stoichiometric point defects, which are combinations of elementary intrinsic point defects (vacancies VX and interstitials XI with X ¼ O for oxygen and X ¼ U for uranium) that preserves stoichiometry: oxygen Frenkel pairs FPO (OI þ VO), uranium Frenkel pairs FPU (UI þ VU) and Schottky trio (VU þ 2VO). Isolated stoichiometric defects formation energies are derived by a combination of simulations with isolated elementary point defects. The calculation of migration energies for oxygen interstitial (indirect mechanism as known as interstitialcy) and vacancy ( path, the shortest one) is performed with the Climbing Image Nudged Elastic Band method (CIeNEB) [27]. Stoichiometric point defect formation energies and some migration energies are reported in Table 2 and compared to



Table 1 Lattice parameter ao, cohesive energy Ecoh, elastic constants Cij and ionicity IP ﬁtted by SMTB-Q and experimental values. The lattice parameter reference is calculated from a value of 5.47 Å at ambient temperature and linear expansion measurements. The bulk modulus B0 is derived from the elastic constants Cij. Properties



Experimental [21e23]



Computed



a0 (Å) Ecoh (eV) C11 (GPa) C12 (GPa) C44 (GPa) B0 (GPa) Ip



5.455 22.3 389 119 59.7 209 0.67



5.453 22.5 399 117 63. 211 0.69
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Table 2 Formation energies of several separated neutral point defects and migration energies of oxygen point defects. Computed values are compared to experimental and DFT ones. Formation energies (eV) Defect Exp. [32e39] DFT [28e31] This study



FPO 3.0e4.6 2.6e4.2 4.25



Migration energies (eV) Schottky Trio 6.0e7.0 3.9e6.4 5.23



experimental data and DFT calculations from the literature. For the latter, we considered DFT calculations that use the GGA þ U formalism for the formation of charged separated defects [28e30] and the migration of neutral defects [31]. We chose these values as they give the best agreement with experiments. SMTB-Q reproduces well the experimental and DFT formation energies. Migration energies are in good agreement with experimental data and DFT calculations for disconnected charged defects. A noticeable discrepancy appears for the uranium Frenkel pair. Our value is very low compared to the DFT value. This error comes probably from the lack of short-range U-U repulsions, beyond the Coulombic interactions, in the SMTB-Q potential. The uranium interstitial is therefore poorly described with the SMTB-Q potential. We believe this weakness should not compromise our results on dislocations. Thus, we are conﬁdent with the use of SMTB-Q, ﬁtted on elastic constants and checked for point defects energies, to study more complex defects. Although this study deals mainly with simulations at 0 K, we veriﬁed the behavior of the potential at ﬁnite temperature with the calculation of the lattice parameter and bulk modulus. These results are given in Appendix B. 3. Simulation of straight dislocations Before modeling dislocation core structures, we calculate generalized stacking faults (GSF) energies. These GSF are planar defects deﬁned by a displacement of one part of a crystal along a chosen cutting plane. The energies of these GSF allow us to ﬁnd stable stacking faults, potentially leading to dislocation dissociations, and to compare the ease of shearing different crystallographic planes. Straight dislocations core structures are then modeled at an atomic scale and their line energies are determined as well as their Peierls stresses. 3.1. Generalized stacking faults The study of generalized stacking faults is conducted in the crystallographic planes {100}, {110} and {111}. These faults are simulated in 1  1  12 UO2 supercells, where the unit cell orientation has been chosen to have the initial z direction always perpendicular to the fault plane. The faults are computed with the introduction of a displacement vector d in the cutting plane, on a 40  40 grid for {100} and {110} planes and a 30  30 grid for the {111} fault plane. We introduce the fault with a tilt of the third supercell vector by the vector d while atom positions are ﬁxed in the initial coordinate system. This procedure, combined to the 3Dperiodic boundary conditions, ensures that an array of stacking faults of displacement d, separated by a 12*z. distance is created. In order to maintain the fault during the relaxation procedure, one needs to add some constraints on atomic displacements. We choose to ﬁx only the uranium atoms in the two consecutive planes on each side of the cut. These atoms are constrained to move only perpendicular to the cutting plane. This condition ensures that the stacking fault is kept during energy minimization, while it does not constrain too much the relaxation. Moreover, complex stacking sequence in some directions can lead to several non-equivalent



FPU 5.1e9.5 10.9 5.58



OI 0.67e1.3 1.14 1.02



VO 0.38e0.6 0.38 0.36



cutting planes. For instance, in the {111} plane, the cut can be performed either between an uranium and an oxygen plane or between two oxygen planes [2]. However, as we chose to let oxygen atoms move freely during the relaxation, only the uranium stacking sequence matters for the cut. Thus, there is only one nonequivalent cutting plane for each of the {100}, {110} and {111} planes. We checked that different initial cuts (regarding oxygen planes) lead to the same relaxed stacking faults. We calculated gamma surfaces for these three planes. One gamma line for each surface are presented in Fig. 1. These gamma lines are minimum energy paths for total displacements of b. The paths are straight on the {100} and {110} gamma surfaces while it is a combination of ⅙[211] and ⅙[121] vectors in the {111} surface. Computed stacking fault energies for several displacement vectors are presented in Table 3 under the label “relaxed”. Firstly, there is no energy minimum on the gamma surfaces, so no stable stacking fault has been identiﬁed, and high energies are obtained. This explains why no dislocation dissociation is observed experimentally. It is reasonable to ﬁnd high stacking fault energies in an ionic crystal. In these crystals, the Coulombic interaction between planes at the fault induces strong repulsions with high energies. So dislocation cores should not be widely spread. Secondly, one can note that the generalized stacking faults have the lowest energies in {100} planes. This is expected in ionic ﬂuorite crystals, because, the {100} planes exhibit the weakest Coulombic interactions [16]. The covalence of the bonding in UO2 do not change qualitatively this ionic picture. One can expect the glide to be easier in the planes with the lowest fault energy, i.e. the {100} planes, again in agreement with experiments. Stacking fault energies are lower than those calculated in a previous study [40]. However, in this study, Skelton et al. constrained all the atoms to relax in the z direction only. We calculated stacking fault energies for points A to F (see Fig. 1) with the same constraint and give them in Table 3 under the label “constrained”. These energies are very similar to those computed with other empirical potentials [40]. For some faults, there is a noticeable difference between the “constrained” and “relaxed” calculations which can be explained by the additional degree of freedom of



Fig. 1. Gamma line energies for minimum energy paths for a displacement of ½ on 3 generalized stacking faults (planes {100}, {110} and {111}). Schemes on the right present the paths on each cutting plane. Letters A to F refer to the position of stacking fault energies in Table 2.



A. Soulie et al. / Acta Materialia 150 (2018) 248e261 Table 3 Stacking faults energies computed for various displacement vectors on the {100}, {110} and {111} cutting planes. Values are given with both the “relaxed” and “constrained” calculations (see text). Unstable stacking fault



¼{100} ½{100} ¼{110} ½{110} ¼{111} ⅙{111}



Position on Fig. 1



A B C D E F



Stacking fault energies (eV/Å2) Relaxed



Constrained



0.0730 0.0753 0.1751 0.0930 0.1315 0.1270



0.1313 0.0753 0.2293 0.1480 0.1320 0.1270



oxygen atoms in the “relaxed” approximation. Despite these energy differences, the lowest stacking fault is the same in the two approximations (¼{100}). We also get the same order for the stacking fault energies: ¼{100} < ¼{111} < ¼ {110} as with other empirical potentials [40]. 3.2. Dislocations core structures Dislocation core structures are computed for edge dislocations gliding in the {100}, {110} and {111} planes, and the screw dislocation. All of them have a ½ Burgers vector. They are labeled as {100} edge, {110} edge, {111} edge, and screw. The simulation box was built with two dislocations of opposite Burgers vector in supercells of dimensions L*m*L. L is the major cell size in the x and z directions and m is the minor cell size taken in the y direction. The dislocation line vectors lie along y. They are located at (0.25*L,0.25*L) and (0.75*L,0.75*L) in p (x,z) ﬃﬃﬃ directions, so the distance ddislo between them is equal to L= 2. With the use of periodic boundary conditions, this setup creates a quadrupolar array of dislocations. Such an arrangement minimizes the elastic interaction energy between dislocations [41]. These supercells have been generated with the BABEL software [42], applying to the atoms the displacement predicted by anisotropic elasticity for the dislocation periodic array. In this way, initial atomic conﬁgurations are nearly relaxed except at dislocation cores. These conﬁgurations have been relaxed with MD at 300 K and 1000 K during 10 ps in the NPT ensemble. The supercell dimensions for the MD simulations are m ¼ 2e3 nm and L ¼ 10e11 nm so ddislo z 7.5 nm. This procedure was performed to improve relaxation at the core of dislocations, which can have several metastable structures at 0 K. Core structures from MD runs are then introduced in larger supercells with L ¼ 40e45 nm and ddislo z 30 nm for an energy minimization run. The line energy Eline(r) has been computed for each dislocation by integrating the excess energy, i.e. the total energy minus the corresponding bulk energy, in a cylinder of radius r centered on the dislocation. In order to derive the dislocation core energies, these line energies have been ﬁtted with the following formula [24]:



Eline ðrÞ ¼ Ecore þ



  Kb2 r : log rc 4p



(1)



The ﬁtted core energy Ecore depends on the choice of core radius rc. The logarithmic prefactor K is computed for each dislocation with anisotropic elasticity using BABEL. In these large supercells, the ﬁt agrees well with the calculated line energies up to r ¼ ddislo/2. Calculated values for K and ﬁtted core energies Ecore are presented in Table 4 for the four studied dislocations. We ﬁnd similar core energies at rc ¼ 4 nm with SMTB-Q compared to other empirical potentials [43] with an identical order for these core energies (screw < {100} edge < {111} edge < {110} edge), even if we found a much lower difference between the core
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Table 4 Calculated logarithmic prefactor K and ﬁtted core energies for a core radius rc ¼ 4 nm and rc ¼ 2b for the {100}, {110} and {111} edge dislocations and the screw dislocation. {100} edge



{110} edge



{111} edge



Screw



K (GPa)



119.5



135.6



128.3



94.1



Ecore (eV/Å) rc ¼ 2b Ecore (eV/Å) rc ¼ 4 nm



1.011 2.431



1.134 2.787



1.163 2.747



1.256 2.395



energies of the {110} edge and {111} edge dislocations for this choice of core radius rc ¼ 4 nm. However at this distance, the order between core energies is governed by elasticity theory. As these computations of core energies have never been performed with a variable-charge potential, the difference could come from the process of charge equilibration. If we derive core energies from Eq. (1) with a much lower core radius rc ¼ 2b, the core energies order is changed to {100} < {110} < {111} < screw, also with nearly identical core energies for the {110} and {111} edge dislocations. However, it is important to note that the order of Peierls stresses rather than the order of core energies controls the glide of dislocation at the experimental dislocation densities. Relaxed core structure for the {100} edge and the screw dislocations are shown on Fig. 2. The atom color scale indicates the relative difference of the absolute atomic charge between the conﬁguration and the bulk. The core structure of the {100} edge dislocation is asymmetric. On planes labeled U2, U3, O2 and O3 (see Fig. 2a) some atoms of the same column on the y axis are alternatively displaced in the x and z direction and exhibit a corresponding charge alternation. pﬃﬃﬃ So the dislocation core structure has a low symmetry with paﬃﬃﬃ 2 a0 periodicity in the line direction (compared to the a0 = 2 periodicity of the bulk in this direction). Similar observations are made for the screw core shown with two different views on Fig. 2 b and Fig. 2 c. There are important oxygen displacements and oxygen charge variations at the core, also with a doubled periodicity along the dislocation line. Such double periodicity along the dislocation line is rather uncommon and has not yet been evidenced, to our knowledge, for oxides. We veriﬁed that these complex core structures are more stable than more symmetric cores. Relaxed core structures for the {110} edge and {111} edge dislocations are symmetric with a single line periodicity. The {110} edge structure agrees with results obtained with other potentials [10,45].



3.3. Main glide system at 0 K In order to ﬁnd the main glide plane, the character of the dislocation that limits the glide in this plane and the critical resolved shear stress associated with this mechanism, we performed deformation tests with molecular statics for each of the four straight dislocations described before and every possible glide system. This leads to one deformation test for each edge dislocation and 3 tests for the screw dislocation (for the glide in {100}, {110} and {111} planes). Quadrupolar arrays of dislocations, as used previously, are suited to study dislocation cores and line energies, but when deformation tests are considered, the interaction energy of dislocations vary as they glide in opposite directions. In order to avoid this energy variation, each test is performed on a simulation cell containing a single dislocation. Our simulation setup follows the one described by Osetsky and Bacon [46]: the dislocation line is along y with periodic boundary conditions on the x and y directions. Two stoichiometric free surfaces perpendicular to z are
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Fig. 2. Atomic core structure of two dislocations. Uranium atoms are represented as big spheres and oxygen atoms as smaller spheres. The colormap corresponds to the relative variation of the absolute atomic charge. Fig. 2 a shows the {100} edge dislocation core structure in the xz plane. Several uranium and oxygen planes are labeled. Fig. 2 b shows the screw dislocation core structure in the xz plane. Fig. 2 c presents the latter on the xy plane for 2 uranium and one oxygen plane centered on the dislocation core. Atomic conﬁgurations are plotted with AtomEye [44].



introduced at the top and the bottom of the supercells. Cell sizes are 20 nm*2b*12 nm. For edge dislocations cells, we remove a halfplane normal to the Burgers vector and apply atomic displacements along b to create the dislocation. For the screw dislocations, we displace atoms along b and shear the supercell in the xy directions by a vector b/2. An increasing shear stress resolved in the glide plane is introduced with an elastic strain (xz tilt). This strain is incremented by 0.1% steps and an energy minimization is performed after each increment. Atomic relaxations are constrained in the xy plane at the surfaces on a layer of 1 nm thickness. We further choose similar constraints on surface as Rodney et al. [47] to maintain the applied stress during relaxation: only the center of



mass at the top and bottom layers are ﬁxed to relax an eventual plastic deformation reaching the surface. This constraint allows to simulate dislocations in an approximate inﬁnite crystal with a ﬁnite box containing only one dislocation. Tests are performed up to a total strain about 10e20%. These tests clearly demonstrate that the {100} plane is the easiest glide system. For edge dislocations, glide is observed only in this {100} plane. The resulting stress-strain curve is presented in Fig. 3 a. At ﬁrst, one observes only an elastic response (linear increase of the stress) up to a resulting Peierls stress equal to 3.9 GPa. With further deformation, the dislocation glides to release the excess induced stress, so the resulting stress calculated is constant.



Fig. 3. Stress-strain curve at 0 K for (a) the ½{100} edge dislocation and (b) the ½ screw dislocation gliding in the {100} plane.
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For the {110} and {111} edge dislocations, no glide occurs. For a large stress, around 9 GPa, a phase transformation starts in the tensile zone of the dislocation and extends to a large part of the box. The phase is identiﬁed as scrutinyte for the {110} edge test and rutile for the {111} edge test. Such phase transitions from ﬂuorite to rutile and ﬂuorite to scrutynite have already been observed in simulations with low calculated stress in UO2 [48,49]. So, for {110} and {111} edge dislocations, one cannot calculate a Peierls stress as phase transformation occurs before dislocation glide. We therefore consider these phase transition stresses as lower bounds on the Peierls stresses of the 1/2{111} and 1/2{110} edge dislocations. For screw dislocations, glide occurs for the {100} and {110} glide planes at Peierls stresses equal respectively to 1.4 GPa and 7.9 GPa. The resulting stress-strain curve is shown for the screw gliding on {100} plane on Fig. 3 b. In both cases, the dislocation ﬁrst emits an oxygen vacancy per line segment of length 2b. This vacancy emission induces a noticeable stress release, then the dislocation starts moving easily. For the {100} screw, the stress drops from 2.9 GPa to 1.4 GPa with the oxygen vacancy emission. Then the nonstoichiometric dislocation glides easily at 1.4 GPa with further deformation. Screw dislocations in {111} planes exhibit cross-slip in the {100} plane with the same mechanism. The vacancy emission stress for this glide plane is equal to 6.0 GPa. This value is in agreement with the one for the {100} glide plane, considering the Schmid factor. Critical shear stress values are summed up in Table 5. Our results show that the lowest critical stresses are found for edge and screw dislocations gliding in the {100} plane. So the main glide plane is {100}. The edge component has the highest Peierls stress (3.9 GPa), so it controls the dislocation motion at low temperature. Skelton and Walker [40] obtained values in the same order of magnitude with a Peierls-Nabarro model fed with generalized stacking faults coming from various interatomic empirical potentials. They also predicted easier glide for the {100} glide plane. But their Peierls stress for this {100} glide plane is lower for the edge than for the screw character, thus in contradiction with the results of our atomistic simulations. As experimental observations [4,5] indicate that plasticity can be controlled at low temperature by edge dislocations, this highlights the need of a fully atomic description to model dislocation core in UO2. The novel mechanism of vacancy emission observed for the screw dislocation can also partly explain the lower Peierls stress obtained in our molecular statics simulations. 4. Kink pairs on the ½{100} edge dislocation In the previous part, we found that the glide system derived from simulations are the same as in experiments. However the computed CRSS (3.9 GPa) for the glide is much higher than values in experiments [4] (20e50 MPa). This discrepancy is related to the fact that only the straight motion of dislocations has been studied. Indeed, it is known that, at ﬁnite temperatures, dislocations glide by a mechanism of kink pair nucleation and propagation. This mechanism explains the generally observed decrease of CRSS with



Table 5 Ultimate shear stress values in deformation tests at 0 K for various slip planes and edge and screw dislocations. Values given with * are Peierls stresses. V designs vacancy emission stresses, f designs phase transition stresses and X is a cross slip stress. Slip plane Critical shear stress (GPa)



Edge dislocation Screw dislocation



{100} 3.9* 2.9V/1.4*



{110} f



9.0 9.9V/7.9*



{111} 8.4 f 6.0X
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increasing temperature [4,7]. In order to obtain reasonable CRSS and to describe the evolution of dislocation mobility with temperature, one has to consider the kink mechanism. The observation of dislocation motion with a kink pair nucleation mechanism in UO2 has been evidenced by Lunev et al. [11] with MD. We do so focusing on the nucleation and growth of kinks on {100} edge dislocation. As shown in the previous section, this dislocation proves to be the determinant one in the main glide plane. We calculate the shape of the kinks and their nucleation and migration energies. We consider kinks extended over one single Peierls valley, which control dislocation mobility in the thermally activated regime in crystal with a high Peierls energy [24]. With this knowledge, we use a nucleation model for kink pairs in the next part, which allows to obtain the evolution of dislocation mobility and CRSS with temperature. 4.1. Kink structure and stability We ﬁrst focus on the kink structures and kink formation energies. Kinks on an edge dislocation have a screw character. We have shown in Part 3 that screw dislocations can be nonstoichiometric. This leads to consider that kinks can be either stoichiometric or non-stoichiometric. In the last case a kink has one missing or one additional oxygen atom. The simulation supercell contains one dislocation dipole which forms a quadrupolar array as in Part 3 for straight dislocations. The ﬁrst dislocation presents a kink pair, with kinks of opposite signs located at the ¼ and ¾ relative positions along the dislocation line. The simulation cell is globally stoichiometric (with stoichiometric kinks or kinks with opposite stoichiometry). Stoichiometric pairs are labeled “0/0 kp” and non-stoichiometric ones “þ1/-1 kp”. Atomic positions for straight dislocations quadrupoles are prerelaxed. Kink pair supercells are built matching two cells with relaxed straight dislocations quadrupoles. Some atoms at the kinks are displaced to create several initial kink structures. Some atoms are further displaced to create non-stoichiometric kink pairs. Cells are then relaxed and we subtract the energy of straight dislocation dipole cells to get the raw formation energy of a kink pair. We run simulations for L*m*L box sizes, with and pﬃﬃﬃ L ¼ 22 nm p ﬃﬃﬃ with a kink pair width w ¼ l/2 m between 8*a0 = 2 and 32*a0 = 2. The most stable stoichiometric and non-stoichiometric kink pair pﬃﬃﬃ conﬁgurations are given in Fig. 4 for an 8*a0 = 2 kink pair width. The kink structures are abrupt. For þ1/-1 kp, an uranium atom is located at the center of each kink. Their related formation energy as a function of their width is given in Fig. 5 (circles). The kink pair formation energies are z2 eV for þ1/-1 kp and z3 eV for 0/0 kp. Thus, non-stoichiometric kink pairs are more stable. However, one can also notice that these energies increase with the kink pair width w (see Fig. 5). We show in the next section that this variation of the formation energy with the size of the supercell comes entirely from the elastic interaction between the two kinks present on the dislocation line, and also with their periodic images. 4.2. Interaction between kinks We just showed that the energy of a kink pair depends on the separation distance between the two kinks. The derivation of the formation energy of non-interacting kinks is mandatory to build a model that describes the interaction energy of an isolated kink pair (see section 5.1). The elastic interaction energy between kinks has to be subtracted from the soecalled uncorrected formation energy (coming from MD) to get the soecalled corrected energy: Efcorrected ¼ Efuncorrected  Eint . In this expression Eint is the elastic interaction energy between the two kinks present on the
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Fig. 4. Relaxed atomic structure of a kink pair on a ½{100} edge dislocation: (a) Stoichiometric kink pair and (b) non-stoichiometric kink pair. Uranium atoms are represented as big blue spheres and oxygen atoms as smaller red spheres. Uranium and oxygen atomic planes correspond respectively to planes U2 and O1 on Fig. 3. a. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the Web version of this article.)



Fig. 5. Kink pair formation energies as a function of their width for (a) the two stoichiometric kinks and (b) the two non-stoichiometric kinks on the ½{100} edge dislocation shown on Fig. 4. The uncorrected energies, as well as their corrected values considering their elastic interaction are drawn.



dislocation line and also with their periodic image. To calculate this quantity, we considered straight kinks, so the dislocation line is modeled with segments only [24,50]. The interaction energy can be derived as a function of the kink width w and height h. The latter is deﬁned as the difference between the positions of the dislocation in the two consecutive Peierls valleys. The elastic interaction energy is given by Ref. [25]:



Eint ðh; wÞ ¼



ab2 h2 : 4pw



(2)



a is the line tension. It describes the resistance of a dislocation to bending under applied stress. b is the Burgers vector. a can be derived with elasticity theory and h can be calculated from output atomic conﬁgurations. a and h derivation is described below. We ﬁrstly give the calculation for a. It is derived from the logarithmic prefactor K for a straight dislocation of mixed character q [25] (q ¼ 0 for a pure screw dislocation and q ¼ 90 for a pure edge dislocation):



aðqÞ ¼



 1 00 KðqÞ þ K ðqÞ : 2



(3)
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The logarithmic prefactor K is derived with anisotropic linear elasticity using BABEL [42]. K00 is its second derivative with respect to q. As we are considering kinks on an edge dislocation, the value q ¼ 90 is used. We ﬁnally found the line tension a ¼ 18.2 GPa. For isolated kinks, the height h in Eq. (2) is equal to a, the distance between two Peierls valleys. However, when kinks interact, the dislocation may not reach the bottom of the Peierls valley so h may be lower. To calculate it, we need an accurate value of the dislocation position along the line. We use the disregistry [24], which is the measure of the difference of atomic displacements between two atomic planes above and below the glide plane. The disregistry is calculated on slabs normal to the line direction to have values for various positions on the line. We took slabs with a double periodicity width in order to smooth the effect of the double core periodicity (see Part 3). It is computed on the uranium sublattice, and between planes U1 and U4 on Fig. 2. Disregistries are ﬁtted using a common single arctangent formula corresponding to the Peierls-Nabarro solution [24,51,52] for the dislocation core, taking care of periodic boundary conditions. The disregistry function is ﬁtted with the position and the width of the dislocation core. The resulting position of the dislocation along x, as a function of the position along the dislocation line y are thus calculated and presented in Fig. 6 (black circles) for kinks of width 8*b. It is then ﬁtted using the following solution of the position y for an isolated kink pair [53]:



xðyÞ ¼



   pðy  y1 Þ cos1 tanh p g1    pðy  y2 Þ 1  cos tanh ; h







g2
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Table 6 Relative kink pair heights h/a for stoichiometric and non-stoichiometric kinks with different widths. Kink width



8*b



12*b



16*b



24*b



32*b



0/0 kp relative height þ1/-1 kp relative height



0.898 0.892



0.980 0.979



0.996 0.996



1. 1.



1. 1.



with ± 0.25 e (e is the absolute charge of an electron). Such a low charge leads to an electrostatic interaction energy between kinks one order of magnitude lower than the elastic one (we also summed these interactions over all periodic images). Thus electrostatic interactions can be safely neglected with respect to elastic interactions between kinks. The raw (uncorrected) and corrected formation energies for both stoichiometric and non-stoichiometric kinks are represented on Fig. 5. One can note that the subtraction of the elastic interactions makes the kink pair energy independent of the size of the supercell and of the kink separation distance. This corrected formation energy thus corresponds to two inﬁnitely separated kinks which do not interact. As our approach leads to a constant value for this corrected formation energy, this proves that their interactions are entirely of elastic nature and that electrostatic interaction can be safely ignored. The formation energy for such pair of isolated kinks equals to 3.1 eV in the stoichiometric case and 2.1 eV in the non-stoichiometric one. 4.3. Kink migration energies



(4)



where yi is the position of the kink i and gi its extension. h is the kink pair height. These parameters are ﬁtted. The ﬁt is represented as a dashed line on Fig. 6. Heights for stoichiometric and nonstoichiometric kink pairs pictured on Fig. 4 are reported in Table 6. At last, we remind that our simulations use periodic boundary conditions. So we also need to consider the elastic interaction with periodic images. The correct sum over all the periodic images leads to multiply the elastic interaction energy on Eq. (2) with a factor log(4). One may also consider the electrostatic interaction between non-stoichiometric kinks, as they can be charged. With a simple summation of the atomic charges over half simulation cells centered on each kink, we estimated that these kinks are charged



We compute the kink migration energies only for the nonstoichiometric kinks as they prove to be the most stable. We use similar boxes as for the formation energies calculation. pﬃﬃﬃ The supercells sizes are L*m*L with L ¼ 22 nm and m ¼ 16*a0 = 2. The migration barriers are calculated using the CI-NEB method [27] implemented in LAMMPS. The migration is simulated on a 2b path length because the dislocation core structure has a double line periodicity, as it has been shown in part 3. The two segments 0 to b and b to 2b for the kink displacement are considered, each one with 48 replicas. Initial paths are linearly interpolated and to allow convergence, NEB calculations are separated into two stages: ﬁrst without charge equilibration for 1500 NEB steps, then with full charge equilibration until convergence (about 75 remaining steps). We checked that the energy difference between the initial and ﬁnal NEB conﬁgurations that comes from the kink interactions with their periodic images is negligible (~0.005 eV). The calculated migration barriers are equal to 0.6 eV for the hypostoichiometric kink and 0.8 eV for the hyperstoichiometric kink. These values are around 3 times lower than the formation energies for the associated kink pairs. With such a ratio between formation and migration energies, the dislocation mobility will be mainly controlled by the formation of kinks but, contrary to what is observed in metals, kink migration barrier is not several orders of magnitude lower than their formation energy and therefore cannot be neglected. 5. Dislocation mobility in UO2



Fig. 6. Relative position x/a of the dislocation center as function of the position along the kinked line for a non-stoichiometric kink pair of width 8*b. Positions extracted from the disregistries calculations are represented as black circles. The red dashed line is their ﬁt with Eq. (4). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the Web version of this article.)



With the results presented in the previous part, we are now able to develop and parameterize a model for the thermally activated dislocation glide. This model describes the dislocation motion by the nucleation and propagation of kink pairs. The energy of the kink pair will be expressed in terms of the energy of a non-interacting kink pair complemented by the elastic interaction between the two kinks, thus leading to a term which depends on the separation



A. Soulie et al. / Acta Materialia 150 (2018) 248e261



256



distance. This decomposition of the formation energy in a constant term corresponding to the energy of two isolated kinks and an elastic interaction energy has been proven valid in part 4.2 (see Fig. 5).



DHðwÞ ¼ 2Hk 



5.1. Critical kink shape and nucleation enthalpy of kink pairs Several models exist to describe the kink pair motion on dislocations [25,54]. We use an elastic interaction model developed by Koizumi et al. [50] to obtain the kink pair nucleation enthalpy as a function of the applied stress. This model has been successfully used to describe the plastic behavior of oxide materials such as MgO [55] or MgSiO3 [56]. We consider here the simpler variation of this model, for which the kink-pair is constrained to a rectangular shape (screw kink segments on an edge dislocation in our case) under an applied stress. In this approximation of rectangular kink pairs, the model is valid at low stress, when the distance between the two kinks is long enough. We ﬁrst derive the critical kink pair nucleation enthalpy as a function of the applied stress. The enthalpy variation caused by the formation of a kink pair of width w and height h is:



DHðh; wÞ ¼ DPðh; wÞ þ DEðh; wÞ þ Wðh; wÞ;



(5)



where DP is the Peierls energy variation, DE is elastic interaction energy between kinks and W is the work of the applied stress. The ﬁrst term corresponds to:



DPðh; wÞ ¼ 2



xZ0 þh



VP ðxÞdx þ w½VP ðx0 þ hÞ  VP ðx0 Þ ;



(6)



x0



with VP(x) the Peierls potential and x0 the dislocation position in the ﬁrst Peierls valley. We consider here a simple sinusoidal Peierls potential with a periodicity equal to a, the distance between two Peierls valleys. In our case (pure ½{100} edge dislocations), a is equal to the Burgers vector's length b. However, the parameter a is kept in the following equations for clarity. This potential is adjusted to ﬁt its maximum derivative to the Peierls stress tP ¼ 3.9 GPa obtained in our atomistic simulations (Table 5). The plastic work is given by Wðh; wÞ ¼  tbhw. And ﬁnally, for a rectangular kink pair with a screw character on an edge dislocation, the elastic interaction energy DE given within isotropic elasticity by Refs. [24,50]:



DEðh; wÞ ¼



pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ m b2 1 w2 þ h2  w  h 2p 1  n



 pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ log2w pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ  w þ w2 þ h2 þ w* 2 2 wþ w þh ! pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ h þ w2 þ h2 logh  h*log þ h* : e*rc w



DHðh; wÞ ¼ 2







xZ0 þh



VP ðxÞdx þ x0







h w/0



(7)



at zero







mb2 h logh 1  2p e*rc 1  n



mb2 h2 1  2n * : 8pw 1  n



ab2 h2 ; 4pw



(9)



where the constant term is the formation energy of two isolated kinks and the second one is identiﬁed as the elastic interaction between kinks given in Eq. (2). Both terms have been quantitatively derived in Part 4. We adjust the isotropic shear modulus m and Poisson's ratio n from the anisotropic line tension a ¼ 18.2 GPa and the logarithmic prefactor K ¼ 119.5 GPa for the edge dislocation. This adjustment allows to make a model based on isotropic elasticity that works for an edge dislocation in an elastically anisotropic material. We get m ¼ 78.18 GPa and n ¼ 0.3462. Then, we ﬁt the core radius in Eqs. (7) and (8) on 2Hk and ﬁnally found rc ¼ 0:0549:b. We consider now that we apply an external stress t. At low kink distance the nucleation enthalpy is an increasing function of w. Then it reaches a maximum for some value w* of w. (h*,w*) is then at a saddle point in the (h,w) 2 dimensional space. Beyond the distance w*, the energy of the pair decreases so the kinks will be able to extend through the entire dislocation line thanks to the stress-induced negative work. One has thus obtained a critical kink pair which must nucleate in order to move all the dislocation line to the next Peierls valley. One eventually obtains the critical kink pair nucleation energy DH*(t) as a function of applied stress with a search of the saddle points for DH(h,w) which gives the critical length w*(t) and width h*(t). We calculated the critical kink shape (lengths and width) and enthalpy from Eqs. (5)e(7) in the stress interval [0,0.15*tP]. Then we ﬁtted the calculated values of DH* with a Kocks law [58] on Eq. (10) with adjustable parameters p and q:







DH* ðtÞ ¼ 2Hk 1 







t tP



p q :



(8)



(10)



We found p ¼ 0.565 and q ¼ 2.53. 5.2. Dislocation velocities The dislocation velocity v(T,t) can be expressed as a function of the temperature T and applied shear stress t. Here, we consider that a single straight dislocation moves from one Peierls valley to the next one when a critical kink pair is nucleated. So the velocity can be expressed by Ref. [24]:



  DH* ðtÞ : vðT; tÞ ¼ a$N$bðTÞ$ZðT; tÞ$exp kB T



In this expression, m is a shear modulus, n is a Poisson's ratio and rc is a cutoff radius. These three parameters have to be adjusted. The expression of DH(h,w) can be simpliﬁed in the case of distant h /0). We perform a Taylor expansion at kinks ( w applied stress (t ¼ 0):



In this expression, we only have one constant term and a dependence in 1/w. So, in the case of distant kinks and zero applied stress, Eq. (8) reduces to the following expression [57]:



(11)



The ﬁnal exponential term gives the probability to nucleate a critical kink pair. It is expressed as a function of its nucleation enthalpy DH*(t). This expression remains valid as long as the nucleation energy is higher than the energy corresponding to thermal activation, thus in the temperature range where dislocation mobility is thermally activated. At temperature higher than this athermal limit, the mobility will not be controlled anymore by kink pair nucleation and propagation but by phonon drag. N, the number of nucleation sites for this critical kink pair, is equal to L=a, where L is the dislocation length (we take L ¼ r1/2, where r ¼ 1013 m2 is the experimental dislocation density [4]). This expression for N is valid at low stresses, in the kink pair nucleation regime when the average spacing between kink pairs, derived from the nucleation rate, is higher than the dislocation length. It is not valid anymore in the kink collision regime at high stresses/high temperature, when the high nucleation rate involves a spacing shorter than the dislocation length.
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data. The latter, extracted from Yust & MacHargue Fig. 22 [4], are compared to our velocities as a function of the inverse of the stress at constant temperature in Fig. 8 a and as a function of the stress in Fig. 8 b. Our model underestimates the velocities at 750  C and 950  C. However, these experimental velocities are derived from measured strain rate and make use of dislocation density data to obtain dislocation velocity through Orowan laws. As experimental dislocation densities are poorly known, these experimental dislocation velocity can only be considered as crude estimates rather than the real velocities involved in the deformation tests. We rather focus on the comparison with CRSS experimental data in the followings. Fig. 7. Color and contour plot of the computed dislocation velocities as a function of temperature and applied stress. Contour plots for velocities below 1016 m s1 are not shown. The highlighted interval is the range of experimental data. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the Web version of this article.)



b(T) is the frequency of growth of the critical kink pair. It is given by:







bðTÞ ¼ nD exp 



 Em ; kB T



(12)



where nD is the Debye frequency, which is equal to 1.25 1013 s1 for UO2 [59]. Em ¼ 0.6 eV is the kink migration energy we calculated in Part 4 and kB is the Boltzmann constant. Z(T,t) in Eq. (11) is the Zeldovitch factor that characterizes the probability of a critical kink pair to extend rather than shrink. It is deduced from the second derivative of the nucleation enthalpy with w [60]:



vﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ u u l2 v2 DH t ; * ZðT; tÞ ¼  2pkB T vw2 * *



5.3. Critical resolved shear stress The critical stress for the {100} glide system is derived from the dislocation velocities in Eq. (11) by inversion of Orowan's law ε̇ ¼ rbvðT; tCRSS Þ where ε is the strain rate. We choose ε̇ ¼ 0:0025 s1 to ﬁt with experimental conditions [4]. The critical resolved shear stress as a function of the temperature for the {100} slip system is presented on Fig. 9. We extracted data from Lefebvre et al. [6] (two different experiments), Yust & MacHargue [4] and Keller et al. [8]. For the latter, we chose stress values for quasi-stoichiometric UO2þx (x  104) samples that presents slip traces in {100} under deformation. We can see that



(13)



w ;h



where l is the distance between two consecutive stable kink positions. It is equal to the length of the Burgers vector b in the geometry considered. Finally, the prefactor a in Eq. (11) is the distance between two consecutive Peierls valleys. It transforms the critical kink pair nucleation frequency into an actual velocity. Dislocation velocities as a function of applied stress and temperature are presented in Fig. 7. The gray interval corresponds to the stress and temperature ranges of the available experimental



Fig. 9. Evolution of the critical resolved shear stress with temperature for noṅ stoichiometric kinks (2Hk ¼ 2.1eV) in the experimental range of temperatures. Experimental values from Lefebvre et al. [6] Yust & MacHargue [4] and Keller et al. [8] are also reported.



Fig. 8. Dislocation velocities at 750  C, 950  C, 1150  C and 1350  C as a function of the inverse of the shear stress (Fig. 8a) and the shear stress (Fig. 8b). Drawn lines are velocities calculated with Eq. (11) and experimental data points are extracted from Yust and MacHargue [4] Fig. 22.
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our model falls in the order of magnitude of CRSS at low temperatures (below 900  C). At higher temperatures, we found much lower stresses than in experiments. These results will be discussed further in the following part.



stoichiometric kink pairs and dislocation decoration with oxygen could occur in the {111} glide system and explain the lower Peierls stress than for the same plane in UO2 [7]. However, our present study only focus on the {100} glide system and cannot answer this open question.



6. Discussion 6.2. Thermally activated dislocation glide 6.1. Effect of the variable charge potential on the atomic structure One of the major points of this study is the use of a variablecharge many-body potential. With this variable charge scheme, non-stoichiometric environments can be charge neutral and thus more stable. The competition of the covalent and electrostatic part of the interactions, combined to the charge equilibration scheme, lead to complex conﬁgurations that can locally deviate from stoichiometry. Firstly, we observed particular core structures for the straight {100} edge and screw dislocations. Theses cores have a double line periodicity, meaning that the core structure alternates between two different conﬁgurations with important atomic displacement (even in the line direction for the screw dislocation) and important charge variations. We compared these complex core structures to more symmetric ones with 1b line periodicity. If we look at the potential energy decomposition into the electrostatic term and short-range term (description of the potential is given in Appendix), we ﬁnd that for the edge dislocation the complex stable core has a lower electrostatic energy and a higher short-range energy than the symmetric core, resulting in a slightly lower energy (0.021 eV/Å). Thus, the charge variation at the core compensates the short-range energy increase due to atomic displacements. For the screw dislocation, both these energy terms are lower for the complex core compared to the core with single line periodicity. This results in a double periodic core much more stable than the single period one (0.194 eV/Å). We can further note that the two thirds of this energy decrease come from the short-range interactions. Thus, for the screw dislocation, atomic displacements occur to reduce the covalent energy at the core. Such a core structure will also affect the short-range interaction of the screw dislocation with solute atoms and point-defects. Similar results have already been found in a covalent crystal (diamond-structured silicon) with DFT and tight-binding [61]. In this material, the most stable conﬁguration for the screw dislocation has also a double line periodicity. We found in Part 3.3 that under a shear stress the screw dislocation emits an oxygen vacancy (one oxygen vacancy per double line periodicity) before glide activation. This behavior is not limited to the glide in the {100} plane as we also found it for the {110} slip plane and might therefore play an important role in crystal plasticity and defect production at larger scales. Consequently, the most glissile screw dislocation in UO2 is hyperstoichiometric, so we have a hint from an atomistic point of view that the stoichiometry modiﬁes the plasticity. This variable charge scheme also enables to greatly reduce the charge of non-stoichiometric kinks. Indeed, we have seen in Part 4.2 that the charge of these kinks do not exceed ± 0.25 e, which is much smaller than the charge of the oxygen added or removed (qO ¼ 1.49 e) to create this non-stoichiometric kink pair. Thus, the electrostatic interaction between these kinks is very low. As far as the 1.0 eV lower energy of non-stoichiometric kink pairs compared to stoichiometric ones is concerned, we found that the increase in covalent energy (of 1.1 eV) for the nonstoichiometric kinks compared to stoichiometric ones, is more than counterbalanced by the decrease of intra-kink electrostatic energy (of 2.1 eV). Non-stoichiometric kink pairs are consequently much more stable than stoichiometric kink pairs. In hyperstoichiometric UO2, similar mechanisms, such as non-



Results in Part 5 describe and quantify the thermally activated glide of dislocations in UO2 single crystals with a nucleation model for kink pairs. They are presented as velocity evolution with applied stress at constant temperature on Fig. 8 and as a CRSS evolution with temperature on Fig. 9. We veriﬁed ﬁrst that, with stoichiometric kinks, the same model leads to higher CRSS. Assuming that their migration energy is also equal to 0.6 eV, the CRSS at 750  C is equal to 200 MPa with stoichiometric kink pair (of energy 2Hk ¼ 3.1 eV). This value is much higher than the experiments (see Fig. 8), unlike the 35 MPa value calculated for non-stoichiometric kinks (of energy 2Hk ¼ 2.1 eV) which is in agreement with experiments [4,6]. The presence of these particular kink pairs could be easily checked in MD simulations of dislocations glide at ﬁnite temperature. The dislocation glide by extension of these kinks will create an oxygen assisteddiffusion on the dislocation line direction. Even if the calculated CRSS at 0 K is two orders of magnitude higher than experimental CRSS at ﬁnite temperature, our nucleation model shows that this CRSS decreases a lot with increasing temperature and one ﬁnally gets comparable results at temperatures between 600  C and 900  C: our CRSS ranges between 120 MPa and 10 MPa while experimental ones are between 60 MPa and 30 MPa. At low temperatures, other mechanisms could be involved, as for example the variation of dislocation density or a change in the glide mechanism that could lower the CRSS in {100} planes. We can also add that at low temperature and high stress, the dislocation motion can be achieved through kink collisions when several kink pairs nucleate simultaneously on a single dislocation line. Above 900  C the experimental CRSS are rather constant than decreasing with increasing temperature. Then, athermal dislocation motion occurs with a CRSS around 20 MPa The calculated thermally activated CRSS becomes negligible compared to the experimental athermal value at 900  C. This is in agreement with the observed transition temperature from thermal to athermal regime. In our model, this transition temperature is mainly sensitive to the exponential factor involving the formation energy of a kink pair that appears in the velocity law on Eq. (11). As our calculations reproduce well this transition temperature, one can be conﬁdent in our estimation of the kink pair formation energy (2Hk). Above this athermal temperature, the dislocation mobility is not anymore thermally activated and the experimental CRSS cannot be anymore simply related to the stress necessary to set in motion a single dislocation but depends on the whole dislocation microstructure [62,63]. So the model for thermally activated glide mechanism in the {100} planes gives CRSS similar to experimental data in the temperature range where the thermal motion of dislocation we considered could be involved in the experiments. We can therefore suppose that the thermally activated glide of edge dislocations in the {100} plane is responsible of the plasticity between 600  C and 900  C in UO2 single crystals. 6.3. Comparison with MD results Our results can also be compared to other investigations with empirical potentials. Firstly, we found that the main glide plane is
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{100}. Previous MD deformation tests on various edge dislocations by Fossati et al. [10] gives the lowest critical stress on the same plane. Lunev et al. [11] considered the edge dislocation glide in {100} plane with similar deformation tests and derived a velocity law from a different kink nucleation model. They found similar results in the experimental range of temperature and stress, with dislocation velocities around 103-101 m s1. Lunev et al. also estimated from their MD deformation tests an energy for the formation of an isolated kink pair between 1 and 2 eV. This value compares well to the 2.1 eV kink pair formation energy we calculated in part 5. Unfortunately, MD simulations cannot reproduce correctly the thermally activated motion of dislocations in the low stress regime. Fossati et al. [10] saw that the CRSS for dislocation glide decreases even at 2000K, thus the transition temperature to the athermal regime we can derive from their model should be above 2000K. This temperature limit does not compare well to the experimental range for the thermal glide of dislocation we discussed before. It is important to note that the simulations in Fossati et al. [10] have been performed with deformation tests at a constant deformation rate and at ﬁnite temperature. In these molecular dynamics simulations, the deformation rates are necessarily several orders of magnitude higher than in experiments, because MD simulations can be only performed up to few nanoseconds timescales. However, the deformation rate has an important impact on the plasticity. For example, Canon et al. [64] found that in polycrystalline UO2, the brittle to ductile transition temperature is 1400  C at a 0.092 h1 deformation rate while it is 1700  C at 9.2 h1. So we expect that the thermal regime for dislocation glide extend to high temperatures in MD simulations with much higher strain rates. We can also notice that, ﬁrst, at low stress, the critical kink pair has a very large width, presumably too large to ﬁt within an MD box; and second, the nucleation of such a critical kink pair is a rare event which is too infrequent to be modeled by MD. 7. Conclusion We established a model for the thermally activated motion of dislocations at intermediate temperatures. This model gives the dislocation velocities and the evolution of the critical resolved shear stress (CRSS) with temperature. It required important prior calculations (generalized stacking faults and core structures calculations, main glide system and critical stress for straight dislocations at 0 K, kink pairs nature and formation and migration energies) with a complex potential (2nd moment tight-binding formalism and charge equilibration scheme) and that bring new insights about dislocations cores and kinks structures. Calculations at 0 K avoid a bias introduced by the deformation rate in molecular dynamics shear tests at ﬁnite temperature and allow the derivation of dislocation mobility laws valid in the thermally activated regime. It gives CRSS values comparable to experimental results on stoichiometric UO2 single crystals. It shows that the experimental CRSS decrease can be explained by a thermally activated glide in {100} planes of the ½ edge dislocation up to the transition to an athermal regime at 900  C. However, the temperature range for this thermal process is quite narrow. New experiments on stoichiometric UO2 single crystals are necessary to verify the presence of this glide mechanism. Appendix A. equations and parametrization of SMTB-Q potential for UO2 This appendix does not aim to give a complete description of the SMTB-Q model. A detailed explanation for UO2 can found in Sattonnay et al. work [19]. We focus here on the potential equations and its parametrization.
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The potential energy ESMTB-Q can be split into four terms UO OO ESMTBQ ¼ Eion þ Ecoul þ ESR þ ESR :



(A1)



Eion is the ionic energy described by a 2nd order Taylor expansion on each atom with respect to its charge Qi:



Eion ¼



X 10 2 EA0 þ c0A QA þ JAA QA : 2 A



(A2)



0 are the electronegativity and the hardness of an atom A c0A and JAA



and are adjustable parameters for uranium and oxygen. EA0 is the energy of the neutral atom A. The coulombian energy describe the electrostatic interaction between two atoms A and B with charges QA and QB:



Ecoul ¼



XX



QA QB JAB :



(A3)
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