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Asymptotics of a non-planar beam in linear elasticity

We study the asymptotic behavior of a linear elastic material lying in a thin tubular .... The limit energy we obtain is the one classically used in mechanics. Let us. 
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Asymptotics of a non-planar beam in linear elasticity C. Pideri and P.Seppecher Laboratoire d’Analyse Non Lin´eaire Appliqu´ee et Mod´elisation Universit´e de Toulon et du Var BP 132 - 83957 La Garde Cedex Email: [email protected] Abstract We study the asymptotic behavior of a linear elastic material lying in a thin tubular neighbourhood of a non planar line when the diameter of the section tends to zero. We first estimate the Korn constant in such a domain then we prove the convergence of the three dimensional model to a one dimensional model. This convergence is established in the framework of Γ-convergence. The resulting model is the one classically used in mechanics. It corresponds to a non-extensional line subjected to flexion and torsion. The torsion is an internal parameter which can eventually by eliminated but this elimination leads to a non-local energy. Indeed the non-planar geometry of the line couples the flexion and torsion terms.
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Introduction



Once this work was concluded we were advised that a similar study have been performed by G. Griso [2]. We also notice that our way to get an estimation for the Korn constant of the considered domain is similar to the way followed by Mora and Muller [3] to estimate the Rigidity constant of a straight rod in the framework of non linear elasticity. It should then be possible to extend the results presented here to the case of non linear materials.



2 2.1



The main result Description of the beam



First let us define the mean line of the considered beam. Let L be a curve (a regular one dimensional manifold) in the physical space IR3 and let ϕ ∈ C 3 ([0, `], IR3 ) be a curvilinear parametrization of L.
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For any x1 ∈ [0, `], we denote t(x1 ) := ϕ0 (x1 ) the unit vector tangent to the curve. We complete t(x1 ) in order to get an orthonormal basis (t, n, b)(x1 ). There are many choices for such a basis: though our notations are those usually used for the Frenet basis we emphasize that the position of (n(x1 ), b(x1 )) in the plane orthogonal to t(x1 ) is free. We only assume that n and b, like t, belong to C 2 ([0, `], IR3 ). We can then introduce the three functions τ , ξ, ρ in C 1 ([0, `], IR) such that t0 (x1 ) = n0 (x1 ) = b0 (x1 ) =



τ (x1 ) n(x1 ) + ξ(x1 ) b(x1 ) −τ (x1 ) t(x1 ) + ρ(x1 )b(x1 ) −ξ(x1 ) t(x1 ) − ρ(x1 ) n(x1 )



b



(1)



n t



Figure 1: the mean line L of the beam, a non planar curve. p Note that the curvature of the line can be easily recognize as τ 2 + ξ 2 and the τ ξ 0 − ξτ 0 torsion of the line as ρ + 2 . τ + ξ2 Now let us describe the section of the considered beam. Let ω be a piecewise C 1 domain in IR2 . It is a bounded simply-connected open set. Without loss of generality we can assume that 0 is the inertial center of ω and that the axis {0} × IR and IR × {0} are the principal inertial axis of ω : Z Z Z x2 dx2 dx3 = 0, x3 dx2 dx3 = 0, x2 x3 dx2 dx3 = 0 (2) ω
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ω
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Figure 2: the prototype section ω and the reference cylinder C. We denote C the cylinder of IR3 : C := [0, `] × ω and φε the application defined by φε (x1 , x2 , x3 ) := ϕ(x1 ) + ε(x2 n(x1 ) + x3 b(x1 )). (3) Throughout this paper ε denotes a sequence tending to zero. For ε small enough, φε is a C 2 -diffeomorphism from C onto its image denoted Ωε (cf. figure 3). In the sequel the set Ωε will be refered as “the beam” and we will use in it the parametrization φε .



Figure 3: the beam Ωε at rest. The effect of a particular choice for the basis (n(x1 ), b(x1 )) is now clear : we can tune the way the section turns around the mean line. This is a type of “torsion” of the beam which should not be confused with the torsion of the line L nor with the mechanical torsion which can result from the displacement of the beam. We emphasize the fact that, in figure 3, the beam is at rest.



2.2 2.2.1



Elastic energies 3-D linear elastic energy



Our goal is to study the behaviour of the beam Ωε in the framework of linear elasticity. We assume that the beam is fixed on its basis {x1 = 0}, so any
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displacement field u has to vanish when x1 = 0. The space of admissible displacements u is denoted : Hb1 (Ωε ) := {u ∈ H 1 (Ωε , IR3 ); u = 0 when x1 = 0}. The strain tensor e(u) is the symmetric part of the gradient of u (2e(u) := ∇u + (∇u)t ). The elastic energy is a non-degenerated quadratic fonction of the strain tensor. We assume for sake of simplicity that the considered material is homogeneous and isotropic. The elastic energy Eε is then characterized by the two Lam´e coefficients λ, µ with µ > 0 and 3λ + 2µ > 0 : ¶ Z µ 1 λ 2 2 Eε (u) := 2 µke(u)k + (tr(e(u))) dx. (4) ε Ωε 2 This energy is defined on Hb1 (Ωε ). It is naturally extended on L2 (Ωε , IR3 ) by setting Eε (u) := +∞ if u does not belong to Hb1 (Ωε ). The scaling ε−2 is needed, as we will see later, to obtain a finite energy when passing to the limit. From the mechanical point of view this scaling can be interpreted as a choice for the force unit adapted to the weak rigidity of such a thin structure. 2.2.2



The limit one dimensional model



The limit energy we obtain is the one classically used in mechanics. Let us describe it: it is a one dimensional model for the line L. The displacement is described by a vector field u on L but the mechanical description is made easier by the introduction of an extra scalar field r on L. In mechanics r is interpreted as a measure of the rotation of the sections of the beam around the mean line. The space of admissible displacements is Hb2 (L) := {u ∈ H 2 (L, IR3 ); u0 · t = 0 along L; u = u0 = 0 when x1 = 0} while the space of admissible rotations is Hb1 (L) := {r ∈ H 1 (L, IR); r = 0 when x1 = 0}. Here L is endowed with the one dimensional Hausdorff measure and the derivatives are relative to the curvilinear abscissa. The elastic energy F is then characterized by a field of positive symmetric matrices A : Z 1 F(u, r) := (A · (t ∧ u0 + rt)0 ) · (t ∧ u0 + rt)0 ) dH1 . (5) 2 Ωε This energy is defined on (Hb2 (L) × Hb1 (L)) but we extend it on L2 (L, IR3 × IR) by setting F(u, r) := +∞ when (u, r) does not belong to the admissible space. Note that, due to the condition u0 · t = 0 in the definition of Hb2 (L), the line is non-extensional.
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In terms of the displacement only, the energy is non local : it reads e F(u) :=



min F(u, r).



r∈Hb1 (L)



(6)



The matrix field A is related to the geometry of the section and to the material properties by A(ϕ(x1 )) := µG t(x1 ) ⊗ t(x1 ) + EI2 n(x1 ) ⊗ n(x1 ) + Y I3 b(x1 ) ⊗ b(x1 )



(7)



where Y is the Young modulus of the material Y := µ(3λ + 2µ)(λ + µ)−1 , I2 and I3 are the inertial moments of the section Z Z I2 := (x3 )2 dx2 dx3 , I3 := (x2 )2 dx2 dx3 (8) ω



ω



and G is the infimum ½Z ¾ ∂ψ ∂ψ 2 2 2 1 + x2 ) + ( − x3 ) ) dx2 dx3 ; ψ ∈ H (ω, IR ) G := min (( ∂x2 ω ∂x3 which depends only on the geometry of the section. Therefore F reads Z ³ 1 F(u, r) = µG (t ∧ u0 + rt)0 · t)2 + Y I2 (t ∧ u0 + rt)0 · n)2 + 2 Ωε ´ +Y I3 (t ∧ u0 + rt)0 · b)2 dH1 .



2.3



(9)



(10)



The main result



Let us first fix some notations. When no confusion can arise, we simply denote |D| the (Lebesgues or Hausdorff) measure of a set D: in particular |Ωε |, |ω|, |L| denote respectively H3 (Ωε , H2 (ω) and H1 (L). In the same wayR we omitt to preciseR the measure when invoking the mean values: for instance −ω ψ denotes |ω|−1 ω ψdH2 . We denote ω(x1 ) the section of Ωε defined by ω(x1 ) := Φε ({x1 } × ω) and, ¯ ∈ L2 (L) its mean value on each section : for any u ∈R L2 (Ωε ) we denote u ¯ (ϕ(x1 )) := −ω(x1 ) u. u Theorem 1 (i) If (uε ) is a sequence in L2 (Ωε , IR3 ) with bounded energy ( ¯ε Eε (uε ) < M ), then there exists a subsequence still denoted (uε ) such that u converges in L2 (L, IR3 ). ¯ ε converges to u in L2 (L), (ii) For any sequence (uε ) in L2 (Ωε , IR3 ) such that u we have e lim inf Eε (uε ) ≥ F(u) (11) (iii) For any u in L2 (L, IR3 ), there exists a sequence (uε ) in L2 (Ωε , IR3 ) such ¯ ε converges to u in L2 (L, IR3 ) and that u e lim sup Eε (uε ) ≤ F(u) 5



(12)



Remark 1 We have decided to formulate this theorem in terms of the actual displacement fields, those which arise from the physical problem and are defined on Ωε and L. One may prefer to refer to a fixed functionnal space. This is what is usually done in the study of straight beams [] and this is actually what we will do in the proof. Formulating the theorem in a fixed functionnal space has an important advantage : it can then be written in terms of Γ-convergence. A first disadvantage is that the choice of the fixed functional space is somehow arbitrary and one could then wonder whether the theorem is still valid for a different choice. A second disadvantage is the very intricate expression of the energy in the fixed space. Remark 2 There is however a canonical way to reformulate the previous theorem in terms of Γ-convergence. Indeed let us associate to any function u ∈ L2 (Ωε , IR3 ) the vector valued measure |Ωε |−1 u 1Ωε dx, where |Ωε | and 1Ωε denote respectively the Lebesgue measure and the characteristic function of Ωε . In the same way let us associate to any u ∈ L2 (L, IR3 ) the vector valued measure 1 , where H1 denotes the one dimensional Hausdorff measure. Let |L|−1 u dH|L us endow the space of such vector valued measures with the weak* topology. A slightly different version of the previous theorem states the relative compactness e Indeed it is of sequences with bounded energy and the Γ-convergence of Eε to F. easy to check that the convergence of uε to u in the sense of measures implies, ¯ ε to u in L2 (L, IR3 ). when the energy is bounded, the convergence of u Remark 3 Let f be a continuous field of forces. A property of Γ-convergence (for details about the definition and the properties of Γ-convergence the reader can refer to [1]) shows that Theorem 1 remains valid when adding in Eε (uε ) R R e and F(u) respectively − −Ωε f · uε and − −L f · u1 . A second property of Γconvergence shows that a sequence R of equilibrium displacements for the beam (i.e. of minimizers of Eε (uε ) − −Ωε f · uε ) converges to an equilibrium solution R e for the line L (i.e. a minimizer of F(u) − − f · u). L



2.4 2.4.1



Expression of energies in term of components Expression of the beam energy in a fixed functional space



In order to work on a fixed functional space, we use the diffeomorphism Φε as a change of variables which associates to any displacement field uε ∈ Hb2 , using a slightly different typography, the vector field uε := uε ◦ Φε defined on C. The space of admissible displacements uε becomes Hb1 (C) := {u ∈ H 1 (C, IR3 ); u(0, x2 , x3 ) = 0, ∀(x2 , x3 ) ∈ ω}.



(13)



In the same way we associate to the strain tensor e(uε ) the tensor field eε defined on C by eε = e(uε ) ◦ Φε . Note that eε is no more the symmetric part of the gradient of uε . Let us establish the relation which links eε and uε . 1 Different choices of forces could be considered as in [4] to the price of a different formulation of the theorem.
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As usual when using curvilinear coordinates, we introduce for any parameter x = (x1 , x2 , x3 ) the natural basis (gε1 (x), gε2 (x), gε3 (x)) defined by gεi (x) =



∂φε , ∂xi



∀i ∈ {1, 2, 3}.



The explicit computation of this basis leads to gε1 (x) = jε (x) t(x1 ) + ερ(x1 )(x2 b(x1 ) − x3 n(x1 )), gε2 (x) = εn(x1 ), gε3 (x) = εb(x1 ),



(14)



where ε2 jε (x) is the jacobian of the diffeomorphism : jε (x) = 1 − ε(x2 τ (x1 ) + x3 ξ(x1 )).



(15)



This basis is not orthogonal. So it is useful to introduce the dual basis (gε1 , gε2 , gε3 ) defined by gεi (x) · gεj (x) = δji (where δji is the Kronecker symbol) and the metric tensor Gεij := gεi · gεj . We have : 1 1 ρ(x1 )x3 t(x1 ), gε2 (x) = n(x1 ) + t(x1 ), jε (x) ε jε (x) 1 ρ(x1 )x2 gε3 (x) = b(x1 ) − t(x1 ). ε jε (x) gε1 (x) =



(16)



and ρ(x1 )x3 1 , Gε12 (x) = , 2 (jε (x)) (jε (x))2 µ ¶2 1 ρ(x1 )x3 −ρ(x1 )x2 Gε22 (x) = 2 + , Gε13 (x) = , ε jε (x) (jε (x))2 µ ¶2 1 ρ(x1 )x2 −(ρ(x1 ))2 x2 x3 33 23 , Gε (x) = 2 + , Gε (x) = (jε (x))2 ε jε (x)



Gε11 (x) =



(17)



The components of uε or eε in the dual of the natural basis are denoted respectively uεi := uε · gεi and eεij = (eε · gεj ) · gεi . We have uε = uεi gεi and eε = eεij gεi ⊗ gεj . Note that, troughout this paper, we make use of the Einstein summation convention (any repeated indices in a product have to be summed from 1 to 3). To compute any spatial derivative using the curvilinear coordinates it is ∂ necessary to make explicit the Christoffel symbols Γkεij = Γkεji := gεk · (gεj ): ∂xi ´ ε ³ x2 τ 0 (x1 ) + x3 ξ 0 (x1 ) + ρ(x1 )(x2 ξ(x1 ) − x3 τ (x1 ) , Γ1ε11 (x) = − jε (x) j ε (x) Γ2ε11 (x) = τ (x1 ) − ρ0 (x1 )x3 − (ρ(x1 ))2 x2 + ρ(x1 )x3 Γ1ε11 (x), ε jε (x) Γ3ε11 (x) = ξ(x1 ) + ρ0 (x1 )x2 − (ρ(x1 ))2 x3 − ρ(x1 )x2 Γ1ε11 (x), ε 7



Γ1ε12 (x) = −



ετ (x1 ) , jε (x)



ετ (x1 )ρ(x1 )x3 , jε (x) εξ(x1 ) Γ1ε13 (x) = − , jε (x) εξ(x1 )ρ(x1 )x2 Γ3ε13 (x) = , jε (x)



Γ2ε12 = −



ετ (x1 )x2 ), jε (x) εξ(x1 )x3 Γ2ε13 (x) = −ρ(x1 )(1 + ), jε (x)



Γ3ε12 (x) = ρ(x1 )(1 +



Γiε22 (x) = Γiε33 (x) = Γiε23 (x) = 0,



∀i ∈ {1, 2, 3}



(18)



The relation between eε and uε is then 2eεij (uε ) =



∂uεi ∂uεj + − 2Γkεij uεk ∂xj ∂xi



(19)



Throughout the change of variables, the functional Eε is transformed in ¶ Z µ 1 λ 1 2 2 Eε (u) := 2 µkeε (u)k + (tr(eε (u))) (x) dx. (20) ε C 2 jε (x) To explicit the functional Eε , we need to compute keε k2 and tr(eε ) in term of the components of eε . We get keε k2 = keεij gεi ⊗ gεj k2 = eεij eεkl Gεil Gεjk , (tr(eε ))2 = (eεij tr(gεi ⊗ gεj ))2 = eεij eεkl Gεij Gεkl . Denoting



Rεijkl := 2µGεil Gεjk + λGεij Gεkl



(21)



(which is nothing else but the rigidity tensor expressed in the natural basis), we have Z 1 1 Eε (u) = 2 Rijkl eεij eεkl dx. (22) 2ε C ε jε (x) It is not very attractive at this point to replace Rε using (21) where the Gεij are given by (18) and to replace eεij using (19) in which the symbols Γkεij are given by (18). It is clear that the expression of Eε is very intricate! 2.4.2



Expression of the limit energy in terms of components



In a natural way, we associate to any (u, r) ∈ L2 (L, IR4 ) a field (u, r) ∈ L2 ([0, L], IR4 ) by setting u = u ◦ ϕ and r = r ◦ ϕ. We denote (u1 , u2 , u3 ) the components of u in the basis (t, n, b). The explicit computation of the components of (t ∧ u0 + rt)0 is straightforward and the functional F is transformed in Z ¢ 1 L¡ F (u, r) = µG q12 + Y I2 q22 + Y I3 q32 dx1 (23) 2 0 where q1 := r0 + τ u03 − ξu02 + ρ(τ u2 + ξu3 ), q2 := q3 :=



τ r − u003 − 2ρu02 − (ξ 0 + ρτ )u1 − (ρ0 + ξτ )u2 − (ξ 2 − ρ2 )u3 , ξr + u002 − 2ρu03 − (−τ 0 + ρξ)u1 − (ρ2 − τ 2 )u2 − (ρ0 − τ ξ)u3 . 8



(24) (25) (26)



It is also useful to note that the non-extension condition u0 · t = 0 reads u01 − τ u2 − ξu3 = 0.
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(27)



Korn inequality



The first thing to study is the asymtotic behavior of the Korn constant in Ωε . In the case of straight beams, this is usually done by comparing the expression for the energy (22) (when µ = 1 and λ = 0) and the integral of the symmetric part of the gradient of u and then applying Korn inequality in C. In the straight case [], it becomes clear that, for ε small enough, and for any matrix e, Rεijkl eij ekl is larger that eij eij . This could be also obtained (with more work) in our case. The principal difficulty lies elsewhere: eε (uε ) is no more the symmetric part of uε . Instead uε appears directly in the expression (19) of eε . Still more serious is the fact that, in this expression, some of the Christoffel symbols are very large (of order ε−1 ) : a control on eε does not provide any control on the symmetric part of the gradient of uε . Let us then study the asymtotic behavior of the Korn constant using a different direct method. We establish a first lemma which states that two almost identical domains have almost the same Korn constant. For any u ∈ H 1 (Ω, IRN ), we denote e(u) the symmetric part of the gradient of u and ∇a u := ∇u − e(u) its skewsymmetric part. A variant of Korn inequality [] states, for any domain2 Ω of IRN , the existence of a constant KΩ such that, for any u ∈ H 1 (Ω, IRN ), Z Z Z a a 2 2 k∇ u − (− ∇ u)k dx ≤ KΩ ke(u)k2 dx, (28) Ω



Ω



Ω



R R R where −Ω ∇a u denotes the mean value of ∇a u : −Ω ∇a u := |Ω|−1 Ω ∇a u dx. In the following KΩ denotes the smallest constant satisfying the previous inequality: in other words ½ ¾ Z Z KΩ := sup k∇a ukL2 (Ω) ; u ∈ H 1 (Ω, IRN ), ∇a udx = 0, ke(u)k2 dx ≤ 1 Ω



Ω



Lemma 1 Let (Dε ) be a sequence of domains in IRN . Assume that there exist a domain D and , for any ε, a diffeomorphism Ψε from Dε onto D satisfying, at every point x ∈ Dε , k∇Ψε (x) − Idk ≤ ε. Then there exists a constant c > 0, depending only on N and D, such that for ε small enough, KDε ≤ KD (1 + c ε) Proof : Let u ∈ H 1 (Dε , IRN ) satisfying Z ke(u)k2 dx ≤ 1 and Dε 2 Here



(29)



Z ∇a u dx = 0 Dε



we call “domain” a piecewise-C 1 , bounded and connected open set.
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(30)



N 1 Let us define v := u ◦ Ψ−1 ε ∈ H (D, IR ), we have



u = v ◦ Ψε ,



∇u(x) = ∇v(Ψε (x)) · ∇Ψε (x).



Hence k∇u(x) − ∇v(Ψε (x))k = k∇v(Ψε (x)) · (∇Ψε (x) − Id)k ≤ εk∇v(Ψε (x))k. (31) which gives immediately the same estimation for the symmetric and skew symmetric parts e(u)(x) − e(v)(Ψε (x)) and ∇a u(x) − ∇a v(Ψε (x)). √ On the other hand, setting c1 := N + 1, we have, for ε small enough and for any x ∈ Dε , 1 − c1 ε ≤ det(∇Ψε (x)) ≤ 1 + c1 ε,



and 1 − c1 ε ≤ det(∇Ψ−1 ε (x)) ≤ 1 + c1 ε.



So for any function ψ ∈ L1 (D, IRm ) Z Z Z k ψ(y)dy − ψ(Ψε (x))dxk ≤ c1 ε D



Dε



or



Z



Z



k



ψ(y)dy − D



and



Dε



ψ(y) dy,



(33)



D



Dε



(34)



D



Z Z Z k − ψ(y)dy − − ψ(Ψε (x))dxk ≤ 2c1 ε − ψ(y) dy. D



(32)



Z ψ(Ψε (x))dxk ≤ c1 ε



Z Z Z k − ψ(y)dy − − ψ(Ψε (x))dxk ≤ 2c1 ε − kψ(Ψε (x))k dx, D



or



kψ(Ψε (x))k dx,



Dε



Dε



(35)



D



Applying inequality (34) with ψ = ∇a v, using (31), (30) and (35) we get Z Z Z a a k − ∇ v(y)dyk ≤ k − ∇ v(Ψε (x))dxk + 2c1 ε − k∇a v(Ψε (x))kdx D D Dε Z ε Z a ≤ k − ∇ u(x)dxk + (2c1 + 1)ε − k∇v(Ψε (x))kdx Dε Dε Z ≤ (2c1 + 1)ε − k∇v(Ψε (x))kdx Z Dε ≤ (2c1 + 2)ε − k∇v(y)kdy. D



Hence



Z k − ∇a v(y)dyk ≤ (2c1 + 2)|D|−1/2 εk∇vkL2 (D) . D
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(36)



Applying now inequality (32) to e(v), using (31), (30) and finally (33), we get Z Z ke(v)(y)k2 dy ≤ (1 + c1 ε) ke(v)(Ψε (x))k2 dx D Dε Z 2 ≤ (1 + c1 ε) (ke(u)(x)k + εk∇(v)(Ψε (x))k) dx Dε



Ã ≤ (1 + c1 ε)



µZ



1+ε Dε



µ ¶ 12 !2 Z . 1 + ε (1 + c1 ε) k∇v(y)k2 dy



Ã ≤ (1 + c1 ε)



¶ 12 !2 k∇v(Ψε (x))k dx 2



D



Hence ke(v)kL2 (D) ≤ 1 + c1 ε + 2εk∇vkL2 (D) . and Korn inequality in D leads to Z k∇a v − − ∇a vkL2 (D) ≤ KD (1 + c1 ε + 2εk∇vkL2 (D) )



(37)



(38)



D



Using (36) we obtain k∇a vkL2 (D) ≤ KD (1 + c1 ε) + (2KD + 2c1 + 2) ε k∇vkL2 (D)



(39)



and using again (37) k∇vkL2 (D) ≤ (KD + 1)(1 + c1 ε) + (2KD + 2c1 + 4) ε k∇vkL2 (D) .



(40)



Therefore k∇vkL2 (D) is bounded. Indeed, for ε small enough, k∇vkL2 (D) ≤



(KD + 1)(1 + c1 ε) ≤ 2KD + 2. 1 − (2KD + 2c1 + 4) ε



(41)



Pluging this majoration in (39) we get k∇a vkL2 (D) ≤ KD + c2 ε



(42)



where c2 := KD c1 + (2KD + 2c1 + 2)(2KD + 2). Using again (31) we have k∇a ukL2 (Dε ) ≤ k∇a v ◦ Ψε kL2 (Dε ) + εk∇v ◦ Ψε kL2 (Dε ) , and from (33) k∇a v ◦ Ψε kL2 (Dε ) ≤ k∇v ◦ Ψε kL2 (Dε ) ≤



√ √



1 + c1 ε k∇a vkL2 (D) .



(44)



1 + c1 ε k∇vkL2 (D) .



(45)



Collecting (41), (42), (43), (44) and (45) √ k∇a ukL2 (Dε ) ≤ 1 + c1 ε (KD + 2c2 ε) ≤ KD (1 + cε) with c := c1 + 3c2 /KD .



(43)



(46) u t



As the Korn inequality (28) is invariant by rescaling we easily get the following corollary: 11



Corollary 1 Lemma 1 remains valid if we only assume that each domain Dε is nearly homothetic to D. More precisely if, for any ε, there exist a real kε and a diffeomorphism Ψε from Dε onto D satisfying, at every point x ∈ Dε , k∇Ψε (x) − kε Idk ≤ ε. Now we can state a Korn theorem for Ωε . Theorem 2 There exists a constant K depending only on ω and L such that, for ε small enough and for any u in Hb1 (Ωε ), kukH 1 (Ωε ) ≤



K ke(u)kL2 (Ωε ) ε



(47)



Proof : In order to take easily into account the boundary condition, let us extend (without changing the notations) the domain Ωε by considering a suitable exension of Φε on [−aε , L] × ω where aε is chosen in [−2ε, −ε] in such a way that ε−1 (L + aε ) is an integer (denoted nε ). Let us also extend any u ∈ Hb1 (Ωε ) by setting u = 0 on the new part {x1 ≤ 0}. We split the domain in nε parts by defining, for any i ∈ {1, . . . , nε }, e ε ([aε + (i − 1)ε, aε + iε] × ω) Ωiε := Φ



(48)



Defining hiε by hiε (x1 , x2 , x3 ) := (ε−1 (x1 − aε ) − (i − 1), x2 , x3 ), the application i [0, 1] × ω. An explicit hiε ◦ Φ−1 ε is a diffeormorphism from Ωε onto the cylinder p i −1 computation leads to k∇(Φε ◦ (hε ) − εId| ≤ εd τ 2 + ξ 2 + ρ2 where d is the diameter of ω. We can then apply corollary 1 and use the same Korn constant for every part Ωiε . Indeed, denoting K1 := K[0,1]×ω , we have for ε small enough and for any i ∈ {1, . . . , nε }, KΩiε ≤ 2K1 (49) i i+1 In the same way hiε ◦ Φ−1 onto the cylinder ε is a diffeormorphism from Ωε ∪ Ωε [0, 2] × ω and, denoting K2 := K[0,2]×ω , we have for ε small enough and for any i ∈ {1, . . . , nε − 1}, KΩi ∪Ωi+1 ≤ 2K2 (50) ε ε



R Let us introduce the mean rotation of each part rεi := −Ωi ∇a u and the piecewise ε Pnε i rε 1Ωiε . Korn inequality on each Ωiε ∪ Ωi+1 gives constant function r := i=1 ε ° °2 Z Z ° ° ° a a ° ∇ u° dx ≤ 4K22 ke(u)k2 dx °∇ u − − ° ° i ∪Ωi+1 i ∪Ωi+1 Ωiε ∪Ωi+1 Ω Ω ε ε ε ε ε



Z



Restricting the integral at the right hand side of this inequality to Ωiε , we get °2 Z ° Z Z ° ° ° a i a ° 2 |Ωε | − °∇ u − − ∇ u° dx ≤ 4K2 ke(u)k2 dx, ° Ωiε ° Ωiε ∪Ωi+1 Ωiε ∪Ωi+1 ε ε 12



which implies ° °



° |Ωiε | °rεi °



°2 Z ° ° ∇ u° ≤ 4K22 ke(u)k2 dx. i+1 i+1 ° i i Ωε ∪Ωε Ωε ∪Ωε



Z −−



a



In the same way: °2 ° Z Z ° ° a ° i+1 ° i+1 ke(u)k2 dx ∇ u° ≤ 4K22 |Ωε | °rε − − ° ° i ∪Ωi+1 Ω Ωiε ∪Ωi+1 ε ε ε From which we deduce (using the fact that for any i, |Ωiε | > ε3 |ω|/2) 2 Z ° ° i+1 °rε − rεi °2 ≤ 32K2 ke(u)k2 dx |ω|ε3 Ωiε ∪Ωi+1 ε Using the fact that u = 0 on Ω1ε and so that rε1 = 0, we get krεi k2



≤ (i − 1)



i−1 X



krεj+1 − rεj k2



j=1 i−1 Z 32K22 X ke(u)k2 dx |ω|ε3 j=1 Ωiε ∪Ωi+1 ε 2 Z 64K2 ≤ nε ke(u)k2 dx |ω|ε3 Ωε Z 128K22 ≤L ke(u)k2 dx |ω|ε4 Ωε



≤ nε



Thus (using the fact that for any i, |Ωiε | < 2ε3 |ω|) krkL2 (Ωε ) ≤



16K2 L ke(u)kL2 (Ωε ) ε



Korn inequality on each Ωiε reads Z Z ° a ° °∇ u − rεi °2 dx ≤ 4K12 Ωiε



(51)



ke(u)k2 dx,



Ωiε



and by summation we get k∇a u − rkL2 (Ωε ) ≤ 2K1 ke(u)kL2 (Ωε ) .



(52)



This inequality together with (51) gives k∇a ukL2 (Ωε ) ≤



K3 ke(u)kL2 (Ωε ) , ε



13



(53)



for any constant K3 > 16K2 L, and therefore µ ¶ K2 k∇uk2L2 (Ωε ) ≤ 1 + 23 ke(u)k2L2 (Ωε ) . ε



(54)



Let us finally check that the Poincar´e constant in Hb1 (Ωε ) is bounded. Indeed, let us use the change of variables Φε given by (3). The associated jacobian ε2 jε is given by (15). We have, for ε small enough, k∇Φε k ≤ 2 and



1 ≤ jε ≤ 2 2



and, as L is a clear upperbound for the Poincar´e constant on Hb1 (C), Z Z ku(Φε (x)k2 ε2 dx kuk2L2 (Ωε ) ≤ ku(Φε (x)k2 ε2 jε dx ≤ 2 C C Z Z 2 2 2 ≤ 2L ε k∇(u ◦ Φε )(x)k dx ≤ 8L2 ε2 k∇u(Φε (x))k2 dx C C Z 1 2 2 ≤ 8L ε k∇u(x)k2 2 dx −1 ε j (Φ ε (x) Ω ε Z ε ≤ 16L2 k∇u(x)k2 dx (55) Ωε



Hence



µ kuk2L2 (Ωε ) ≤ 16L2



¶ K32 + 1 ke(u)k2L2 (Ωε ) . ε2



The theorem is proved, choosing K > 4LK3 .



4



(56) u t



Proof of the main theorem



4.1



Compactness



First, let us extend (without changing the notations) the domain Ωε by considering a suitable extension of Φε on [−a, L] × ω (with a > 0) and extend any u ∈ Hb1 (Ωε ) by setting u = 0 on the new part {x1 ≤ 0}. It is clear that it is enough to consider in the proof of points (i) or (ii) of Theorem 1 only sequences (uε ) with bounded energy (Eε (uε ) ≤ M ). Moreover we can restrict our attention to a subsequence (still denote (uε )) such that lim inf Eε (uε ) = lim Eε (uε ). The statements will then be proved, when proved for some subsequence. It is well known that, for any matrix A, µkAk2 +



λ (tr(A)2 ≥ ηkAk2 2



14



where η := min{µ, 2µ+3λ } > 0. Therefore the asumption Eε (uε ) ≤ M implies 2 ke(uε )k2L2 (Ωε ) ≤ η −1 M ε4 ,



(57)



kuε k2H 1 (Ωε ) ≤ K 2 η −1 M ε2 ,



(58)



and owing to Theorem 2,



In order to work in the fixed functional space, let us use the change of variables Φε given by (3) and denote uε = uε ◦ Φ−1 ε . Computations similar to (55) , lead to kuε k2L2 (C) ≤ 2ε−2 kuε k2L2 (Ωε ) ≤ 2K 2 η −1 M, and



k∇uε k2L2 (C) ≤ 8ε−2 k∇uε k2L2 (Ωε ) ≤ 8K 2 η −1 M.



The sequence (uε ) is bounded in H 1 (C) and, up to a subsequence3 , converges weakly to some u0 in H 1 (C, IR3 ). Then (uε ) converges strongly to u0 in L2 (C), (¯ uε ) converges strongly to u ¯0 in L2 ([0, L]) and (¯ uε ) converges strongly to u := 0 −1 2 u ¯ ◦ ϕ in L (L). Point (i) is proved. u t



4.2



Lowerbound



From (15)-(16) it is easy to check that gε1 , (respectively εgε2 , εgε3 ) converges uniformly to t (resp. n, b) as ε tends to zero. We have the following strong convergences in L2 (C, IR) : uε1 → U1 ,



uε2 → U2 , ε



uε3 → U3 . ε



(59)



Let us denote eε := e(uε ) ◦ Φε the strain tensor field on C. From (57), we get



keε k2L2 (C) ≤ 2η −1 M ε2



(60)



Then, ε−1 eε converges weakly to some e0 . We have the following weak convergences in L2 (C, IR) : eε11 *E11 , ε eε22 *E22 , ε3



eε12 *E12 , ε2 eε23 *E23 , ε3



eε13 *E13 , ε2 eε33 *E33 . ε3



(61)



Let us study successively the consequences of these convergences upon the asymptotic structure of the sequence uε . 3 From



now on we omit to precise when we extract a subsequence.
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• From (19) we get eε11 =



∂uε1 uε2 uε3 − Γ1ε11 uε1 − εΓ2ε11 − εΓ3ε11 . ∂x1 ε ε



From (18) one can check that Γ1ε11 , (respectively εΓ2ε11 , εΓ3ε11 ) converges uniformly to 0 (resp. τ , ξ) as ε tends to zero. Passing to the limit in the previous equality leads to ∂U1 − τ U2 − ξU3 = 0. ∂x1



(62)



• From (19) we also get eε12 1 ∂uε1 1 ∂uε2 Γ1 uε2 uε3 = + − ε12 uε1 − Γ2ε12 − Γ3ε12 . ε 2ε ∂x2 2ε ∂x1 ε ε ε As ε−1 Γ1ε12 , (respectively Γ2ε12 , Γ3ε12 ) converges uniformly to −τ (resp. 0, ρ) as ε tends to zero, we get by passing to the limit, 1 ∂uε1 ∂U2 *− − 2τ U1 + 2ρU3 . ε ∂x2 ∂x1



(63)



• In the same way passing to the limit in the expression of ε−1 eε12 leads to 1 ∂uε1 ∂U3 *− + 2ξU1 + 2ρU2 . ε ∂x3 ∂x1



(64)



The two last convergences show first that U1 depends only on x1 . Then, using the Poincar´e-Wirtinger inequality on each section, they show that vε1 := ε−1 (uε1 − u ¯ε1 ) is bounded in L2 (C). So, vε1 converges weakly to 2 some V1 in L (C, IR) and we have ∂V1 ∂U2 =− − 2τ U1 + 2ρU3 , ∂x2 ∂x1 ∂V1 ∂U3 =− − 2ξU1 − 2ρU2 . ∂x3 ∂x1



(65)



• For i and j in {2, 3}, ε−2 eεij converges strongly to 0 while (58) implies only that µ ¶ ∂uε2 ∂uε3 −2 − rε := ε ∂x2 ∂x3 is bounded in L2 (C, IR): it converges weakly to some r in L2 (C, IR). The application of Poincar´e-Wirtinger inequality in each section shows that U2 and U3 depend only on x1 and that the functions vε2 := ε−2 (uε2 − u ¯ε2 ) and vε2 := ε−2 (uε2 − u ¯ε2 ) are bounded in L2 (C, IR). They converge respectively to V2 and V3 . 16



The application of Korn inequality in each section shows that rε − r¯ε converges strongly to 0. So r depends only on x1 and we have V2 = −r x3 ,



V3 = r x 2 .



(66)



As U2 and U3 depend only on x1 , equations (63)-(64) can be integrated: µ ¶ µ ¶ ∂U2 ∂U3 V1 = − − 2τ U1 + 2ρU3 x2 + − − 2ξU1 − 2ρU2 x3 . (67) ∂x1 ∂x1 The asymptotic behavior of the sequence (uε ) is described by equations (62), (66), (67) together with the fact that U1 , U2 , U3 and r depend only on x1 . As U1 , U2 and U3 depend only on x1 , it is easy to check that they coincide with the components u1 , u2 , u3 of u in the basis (t, n, b). Indeed, gε1 , εgε2 , εgε3 converge uniformly to t, n, b and so uε = uε1 gε1 + (ε−1 uε2 )εgε2 + (ε−1 uε3 )εgε3 converges, like u ¯ε , to U1 t + U2 n + U3 b. Now we are ready to estimate the limit energy. From (18) and (61) we get Gε11 eε11 *E11 , ε 12 Gε eε12 *0, ε Thus



Gε22 eε22 Gε33 eε33 *E22 , *E33 ε ε 13 23 Gε eε13 Gε eε23 *0, *0. ε ε



ε−1 Gεij eεij *E11 + E22 + E33 .



(68)



Let us drop momentarily the summation convention. We can check in (18) that there exists a constant c1 , such that, for ε small enough and for any i 6= j in {1, 2, 3}, q Gεij ≤ c1 ε Gεii Gεjj . Therefore, for any matrix e, any i, j, k, l in {1, 2, 3}, if i 6= k or j 6= l, ¡ ¢ 2Gεik Gεjl eij ekl ≥ −c1 ε Gεii Gεjj eij eij + Gεkk Gεll ekk ell . Thus



X



Gεik Gεjl eij ekl ≥ (1 − 45c1 ε)



X



Gεii Gεjj (eij )2 .



(69) (70)



i,j



i,j,k,l



Roughly speaking, one can forget in the matrix Gεij the non-diagonal terms. The diagonal terms are easy to minorize: ³ X Gεik Gεjl eij ekl ≥ (1 − c2 ε) (e11 )2 + ε−2 (e12 )2 + ε−2 (e13 )2 i,j,k,l



+ε−4 (e22 )2 + ε−4 (e23 )2 + ε−4 (e33 )2
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´



The convergences (61), (68) lead to Z λ lim inf Eε (uε ) ≥ [µkEk2 + (tr(E))2 ] dx 2 C



(71)



Noticing that, for any matrix E, µkEk2 +



λ 2µ + 3λ 2 2 2 (tr(E))2 ≥ µ E + 2µE12 + 2µE13 , 2 2µ + 2λ 11



we get



Z [



lim inf Eε (uε ) ≥ C



Y 2 2 2 E + 2µE12 + 2µE13 ] dx 2 11



(72)



We now need to study E11 , E12 , E13 . Let us begin by the two last ones. • We have eε12 ε2



1 ∂uε1 1 ∂uε2 Γ112 Γ212 Γ312 + − u − u − uε3 , ε1 ε2 2ε2 ∂x2 2ε2 ∂x1 ε2 ε2 ε2 1 ∂vε2 1 − jε Γ1 Γ2 uε2 = +τ u ¯ε1 − 12 vε1 − 12 2 ∂x1 εjε ε ε ε ρτ x2 u ¯ε3 − − Γ312 vε3 + hε3 . jε ε =



where



1 ∂u ¯ε2 1 ∂uε1 τ ρ + 2 + u ¯ε1 − 2 u ¯ε3 . (73) 2 2ε ∂x1 2ε ∂x2 ε ε As every other terms in this equality converge, then hε3 also converges weakly to some h3 and, passing to the limit, we get hε3 :=



1 E12 = − r0 x3 + τ (τ x2 + ξx3 )u1 + τ V1 + ρτ x3 u2 − ρτ x2 u3 − ρV3 + h3 . (74) 2 Using the relations (62) (66) and (66), E12 takes the form x3 k3 + `3 where 1 k3 := −τ (u03 + ξu1 + ρu2 ) − r0 , 2 ¡ ¢ `3 := h3 − x2 τ (u02 + τ u1 − ρu3 ) + ρr .



(75) (76)



• In the same way eε13 1 ∂vε3 1 − jε Γ113 = + ξ u ¯ − vε1 ε1 ε2 2 ∂x1 εjε ε ρξx3 u ¯ε2 Γ2 Γ3 uε3 − − 13 vε2 − 13 + hε2 . jε ε ε ε ε where hε2 :=



1 ∂u ¯ε3 1 ∂uε1 ξ ρ + 2 + u ¯ε1 + 2 u ¯ε2 . 2 2ε ∂x1 2ε ∂x3 ε ε 18



(77)



As every other terms in this equality converge, then hε2 also converges weakly to some h2 and, passing to the limit, we get E13 =



1 0 r x2 + ξ(τ x2 + ξx3 )u1 + ξV1 + ρξx3 u2 + ρV2 − ξρx2 u3 + h2 (78) 2



E13 takes the form x2 k2 + `2 where 1 k2 := ξ(−u02 − τ u1 + ρu3 ) + r0 , 2 ¡ ¢ `2 := h2 − x3 ξ(u03 + ξu1 + ρu2 ) + ρr .



(79) (80)



It is important to note that k2 and k3 depend only on x1 and that hε2 and hε3 are linked by ∂hε2 1 ∂ 2 uε1 ∂hε3 = 2 = . ∂x2 2ε ∂x2 ∂x3 ∂x3 So, in the sense of distributions,



∂h2 ∂x2



=



∂h3 ∂x3 ,



∂`3 ∂`2 = ∂x2 ∂x3 We obtain Z 2 2 (E12 + E13 ) dx



Z Z ≥



(82)



((x2 k2 + `2 )2 + (x2 k2 + `2 )2 ) dx2 dx3 ) dx1



( 0



and so



Z



L



=



C



(81)



ω L



G(k2 , k3 ) dx1 0



where G(k2 , k3 ) is the infimum, over all (`2 , `3 ) ∈ L2 (ω, IR2 ) satisfying (82), of ½Z ¾ 2 2 G(k2 , k3 ) := inf ((x2 k2 + `2 ) + (x2 k2 + `2 ) ) dx2 dx3 . (83) ω



¡ ¢2 2 It is easy to check that G(k2 , k3 ) = k3 −k G(1, −1). As ω is simply 2 connected, a density argument shows that G(1, −1) coincides with G defined by (9). Recognizing in k2 − k3 the quantity q1 defined by (24), we get Z Z 1 L 2 2 2µ(E12 + 2µE13 ) dx ≥ µ G q12 dx1 . (84) 2 0 C • Let us now focus on E11 . ³ eε11 ∂vε1 Γ1 τ ´ uε2 = − 11 uε1 − Γ211 − ε ∂x1 ε ε ε ¶ µ u ξ ε3 − εΓ211 vε2 − εΓ311 vε3 + hε1 , − Γ311 − ε ε 19



where hε1 :=



¯ε1 1 ∂u τ ξ − 2u ¯ε2 − 2 u ¯ε3 . ε ∂x1 ε ε



(85)



As every other terms in this equality converge then, hε1 also converges to some h1 and, passing to the limit, we have E11 =



´ ∂V1 ³ 0 + τ x2 + ξ 0 x3 + ρ(ξx2 − τ x3 ) u1 ∂x1 ³ ´ + ρ0 x3 + ρ2 x2 + τ 2 x2 + τ ξx3 u2 ³ ´ + − ρ0 x2 + ρ2 x3 + τ ξx2 + ξ 2 x3 u3 −τ V2 − ξV3 + h1



Then, using (62), (66) and (67), E11 takes the form −x2 q3 + x3 q2 + h1 where q2 and q3 , defined by (25) and (26), depend only on x1 (recall that ui coincides with Ui ). Owing to (2), we can write: Z ³ Z ´ 2 dx ≥ x22 ((q3 (x1 ))2 + x23 (q2 (x1 ))2 + (h1 (x1 ))2 dx E11 C



Z



C L



≥ Z



0 L



³Z ¡ ³



≥



ω



´ ¢ x22 ((q3 (x1 ))2 + x23 (q2 (x1 ))2 dx2 dx3 dx1



´ I3 (q3 (x1 ))2 + I2 (q2 (x1 ))2 dx1



(86)



0



Collecting (84) and (86) we find that 1 lim inf Eε (uε ) ≥ 2



Z



L 0



¡ ¢ µG q12 + Y I2 q22 + Y I3 q32 dx1



(87)



Finally, let us make some remarks: • Equation (62) impose the condition: u0 · t = 0



(88)



• The extension we invoked at the begining of this section, impose u1 = u2 = u3 = r = 0 when x1 < 0. So u = 0 and r = 0 when x1 < 0. • The fact that the right hand side of inequality (87) is bounded shows that Z 1 (A · (t ∧ u0 + rt)0 ) · (t ∧ u0 + rt)0 ) dH1 . 2 Ωε is bounded. As A is uniformly cercive, t ∧ u0 + rt belongs to H 1 (L, IR3 ). Hence u0 = (t ∧ u0 + rt) ∧ t belongs also to H 1 (L, IR3 ) and u and r belong respectively to H 2 (L, ρ3 ) and H 1 (L, IR). 20



• The two last remarks imply that u = u0 = 0 and r = 0 when x1 = 0. To conclude, the couple (u, r) belongs to the admissible space (Hb2 (L) × Hb1 (L)) and lim inf Eε (uε ) ≥ F(u, r) u t



4.3



Upperbound



As usual in Γ-convergence proofs, we restrict our attention when proving point e (iii) of Theorem 1 to a function u such that F(u) is finite: there exists r such e that F(u) = F(u, r). Using a density argument we restrict again our attention to regular functions u, r vanishing in a neighborhood of 0. As previously done, we associate to these functions the functions u1 , u2 , u3 , and r defined on [0, L] and the quantities q1 , q2 , q3 defined by (24)-(26). For a clearer expression of the approximating sequence, we first define on C the functions: v1 := x2 (−u02 − 2τ u1 + 2ρu3 ) + x3 (−u03 − 2ξu1 − 2ρu2 ), v2 := −rx3 , v3 := rx2 , w1 := x22 (ρr + τ u02 + τ 2 u1 − ρτ u3 ) + x23 (ρr + ξu03 + ξ 2 u1 + ρξu2 ), +x2 x3 (ξu02 + τ u03 + 2τ ξu1 + τ ρu2 − ξρu3 ) + q1 w, ˜ µ ¶ 2 2 λ x − x2 w2 := q3 3 + q2 x2 x3 , 2λ + 2µ 2 µ ¶ λ x23 − x22 w3 := q2 − q3 x2 x3 , 2λ + 2µ 2 where w ˜ is the solution of the minimisation problem (9) defining G. Then we define uε = uεi gεi on C by setting uε1 (x1 , x2 , x3 ) := u1 (x1 ) + εv1 (x1 , x2 , x3 ) + ε2 w1 (x1 , x2 , x3 ), uε2 (x1 , x2 , x3 ) := εu2 (x1 ) + ε2 v2 (x1 , x2 , x3 ) + ε3 w2 (x1 , x2 , x3 ), uε3 (x1 , x2 , x3 ) := εu3 (x1 ) + ε2 v3 (x1 , x2 , x3 ) + ε3 w3 (x1 , x2 , x3 ). It is clear that uε := uε ◦ Φ−1 belongs to H 1 (Ωε , IR3 ). The boundary conε ditions are also satisfied, owing to the asumptions we made on u, r. Then uε ¯ ε to u in L2 (L, IR3 ) is is admissible. The verification of the convergence of u straightforward. Let us study successively the asymptotic behavior of each component eεij (uε ) of the strain tensor associated to uε .
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• A quick computation shows that eε22 λ =− (x3 q2 − x2 q3 ) ε3 2λ + 2µ eε33 λ =− (x3 q2 − x2 q3 ) ε3 2λ + 2µ eε23 =0 ε3



(89) (90) (91)



• Computing eε11 is a bit longer. We have ³ eε11 1 ∂v1 Γ1 τ´ = (u01 − τ u2 − ξu3 ) + − ε11 u1 − Γ2ε11 − u2 ε ε ∂x1 ε ε ¶ µ ξ u3 − τ v2 − ξv3 + O(ε) (92) − Γ3ε11 − ε As F(u, r) is assumed to be finite, u0 · t = 0 and so u01 − τ u2 − ξu3 = 0. Terms of order ε−1 cancel on the right hand side of (92) and we get ³ ´ eε11 = − u002 − 2τ 0 u1 − 2τ (τ u2 + ξu3 ) + 2ρ0 u3 + 2ρu03 x2 ε ³ ´ + − u003 − 2ξ 0 u1 − 2ξ(τ u2 + ξu3 ) − 2ρ0 u2 − 2ρu02 x3 ³ ´ + x2 τ 0 + x3 ξ 0 + ρ(x2 ξ − x3 τ ) u1 ³ ´ + (x2 τ + x3 ξ)τ + ρ0 x3 + ρ2 x2 u2 ³ ´ + (x2 τ + x3 ξ)ξ − ρ0 x3 + ρ2 x3 u3 +τ rx3 − ξrx2 + O(ε) = x3 q2 − x2 q3 + O(ε)



(93)



• Computing eε12 and eε13 is still longer. We have µ ¶ eε12 1 ∂v1 1 ∂w1 1 ∂v2 0 = + u2 + 2τ u1 − 2ρu3 + + ε2 2ε ∂x2 2 ∂x2 2 ∂x1 +τ (x2 τ + ξ3 ξ)u1 + τ ρx3 u2 − τ ρx2 u3 + τ v1 − ρv3 + O(ε) µ ¶ eε12 q1 ∂ w ˜ = − x + O(ε) (94) 3 ε2 2 ∂x2 and eε13 ε2 eε13 ε2



µ ¶ 1 ∂v1 1 ∂w1 1 ∂v3 0 = + u3 + 2ξu1 + 2ρu2 + + 2ε ∂x3 2 ∂x3 2 ∂x1 +ξ(x2 τ + ξ3 ξ)u1 + ξρx3 u2 − ξρx2 u3 + ξv1 + ρv2 + O(ε) µ ¶ q1 ∂ w ˜ = + x2 + O(ε) (95) 2 ∂x3 22



Taking into acount the order of magnitude of the Gεij , for any α and β in {1, 2}, eε1j Gεj1 = eε11 + O(ε2 ), eε1j Gεjα = ε−2 eε1α + O(ε), eεαj Gεj1 = eεα1 + O(ε3 ), eεαj Gεjβ = ε−2 eεαβ + O(ε2 ), Hence, eε11 eε22 eε33 tr(εε (uε ) = + 2 + 2 + O(ε), ε ε ε ε µ = (x3 q2 − x2 q3 ) + O(ε), (96) λ+µ kεε (uε )k2 e2 e2 e2 e2 e2 e2 = ε11 + 2 ε12 + 2 ε13 + ε22 + ε33 + 2 ε23 + O(ε), 2 2 4 4 6 6 ε ε ε ε ε ε ε6 3λ2 + 2µ2 + 4λµ = (x3 q2 − x2 q3 )2 2(λ + µ)2 µ ¶ 2 ∂w ˜ ∂w ˜ q1 2 2 + ( + x2 ) + ( − x3 ) + O(ε). (97) ∂x3 ∂x2 2 As w ˜ is the solution of (9), and owing to (2), we finally obtain Z Y ∂w ˜ 2 ∂w ˜ 2 q12 lim Eε (uε ) = (x3 q2 − x2 q3 )2 + µ((x2 + ) + (x2 + ) ) dx ∂x3 ∂x3 2 C 2 Z L³ ´ 1 µGq12 + Y I2 q22 + Y I3 q32 dx1 = F (u, r). = 2 0 e lim Eε (uε ) = F(u, r) = F(u)



(98) u t
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In Vivo Measurement of Human Brain Elasticity Using a Light 

Apr 11, 2009 - Received in revised form 2 February 2009. Accepted 1 April ... ing 3 mm for the deep tumor margin) that mainly occurs during ... published studies to measure the mechanical properties of soft bio- .... Note that the practical con-.










 








Utilization of muscle elasticity in exercise 

-16. 1.73. 1.33. -23. 18. 29. +61. (0.59). (0.88). AZ. 0.53. 0.56. +6 1.19. 1.43. +20 459. 598 .... CAVAGNA, G. A., F. P. SAIBENE, AND R. MARGARIA. Mechanical.










 








Equations of Elasticity 

In general, the concept of normal strain is introduced and defined in the context of a uniaxial ... having original length L0 (the gauge length) is measured and the ...










 








a Lexicalised Grammar in the framework of Linear ... - Alain Lecomte 

a very simple correctness criterion â€” which states that objects we construct cor- .... the axiom links, and rules of propagation into the links of partial proof nets. ... notice this definition is coherent with our definition of labelled links: onl










 








ON THE CHAPMAN-ENSKOG ASYMPTOTICS FOR A MIXTURE OF 

equations) since the Knudsen number Kn (defined as the mean free path of a ..... Maxwellian, and with a rescaled cross section), which will play an important role ...... [4] M. Bisi, M. Groppi, G. Spiga, Kinetic Bhatnagarâ€“Grossâ€“Krook model for ..










 








Cohesive Constraints in a Beam Search Phrase-based Decoder 

Interruption Checks (Cherry, 2008) la Ã©lection prÃ©sidentielle commence demain des Ã‰tats Unis the presidential election begins tomorrow states united of the. 1.










 








different modes on tendon elasticity in vivo Influences of repetitive 

Effects of resistance and stretching training programmes on the viscoelastic properties of. [PDF] ..... materials such as metals and polymers (e.g., Ref. 20).










 








Stability of linear and non- linear systems 

)2s(. 8. 1. C. 2. 3. C. 3. 3. = ++. +. +. = +. +. = +. +. We want to know what value of Kc causes instability, i.e., at least one root of the above equation is positive.










 








Identification of skin elasticity through a two-layer ... - Rosario Toscano 

Sep 5, 2008 - The in vivo suction test [9] consists in applying a negative pressure to the ... aperture and forms a dome whose deflection M is measured for ...










 








In vivo measurement of the series elasticity release ... - Research 

and 31â€”57 J. These energy values are amply sufficient to enable the conservation of negative (eccentric) work into ..... Cambridge University Press, Cambridge.










 








"Elasticity, Rubber-like". In: Encyclopedia of Polymer Science and 

determine the bulk modulus K, Young's modulus E, and shear modulus G, respec- .... Table 2. Poisson's Ratio, Moduli, and Density of Metals, Ceramics, and ...










 








different modes on tendon elasticity in vivo Influences of ... .fr 

http://jap.physiology.org/cgi/content/full/91/1/277#BIBL. 3 other HighWire ... Effects of different duration isometric contractions on tendon elasticity in human. [PDF] ... Department of Life Science (Sports Sciences), University of Tokyo,. Komaba ..










 








Mathematical annex to “A Generalised Variable Elasticity of 

In terms of notation, superscript −1 indicates an inverse function, with the compositional price index ˜Pi defined as: ˜Pi = λ. Mi. (7). This price index ˜Pi can be ...










 








The filamentation of the laser beam as a labyrinth instability 

Jun 13, 2015 - arXiv:1506.04245v1 [physics.plasm-ph] 13 Jun 2015. The filamentation of the laser beam as a labyrinth instability. F. Spineanu and M. Vlad.










 








MODES OF LINEAR SYSTEMS 

Every linear system is characterized by special inputs that are invariant to the system,. i.e., inputs that ... The distributions of light in the transverse plane at the.










 








Adaptive Laser Beam Shaping with a Linearized 

... in free-space communications [2] and high-contrast imaging in astronomy [3]. ... is a matrix product that takes less than 0.02 seconds on a personal computer.










 








Composite Beam Design Using A Spreadsheet 

and shear webs for wood or composite beams. In the general spar design process, the loads (bending moments, shear force, and axial force) will be calculated.










 








Composite Beam Design Using A Spreadsheet - Size 

Lotus 1-2-3, Excel, etc., may require .... new or renewal membership card, you will find an application making it possible to join for a friend. Fill in your.










 








BEAM OPTICS 

They must satisfy the paraxial Helmholtz equation derived in Sec. 2.2C. ...... matrix of a SELFOC graded-index slab with quadratic refractive index (see Sec.










 








Large-excitability asymptotics for scroll waves in three-dimensional 

possible to find the left null eigenvectors of the relevant lin- .... The gradient operator in these coordinates is. â€œer r e. 1 r. tH and the Laplacian is. 2. 1 rh r rh.










 














×
Report Asymptotics of a non-planar beam in linear elasticity





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



