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Understanding the demographic history of populations and species is a central issue in evolutionary biology and molecular ecology. In this work, we develop a maximum-likelihood method for the inference of past changes in population size from microsatellite allelic data. Our method is based on importance sampling of gene genealogies, extended for new mutation models, notably the generalized stepwise mutation model (GSM). Using simulations, we test its performance to detect and characterize past reductions in population size. First, we test the estimation precision and confidence intervals coverage properties under ideal conditions, then we compare the accuracy of the estimation with another available method (MSVAR) and we finally test its robustness to misspecification of the mutational model and population structure. We show that our method is very competitive compared with alternative ones. Moreover, our implementation of a GSM allows more accurate analysis of microsatellite data, as we show that the violations of a single step mutation assumption induce very high bias toward false contraction detection rates. However, our simulation tests also showed some limits, which most importantly are large computation times for strong disequilibrium scenarios and a strong influence of some form of unaccounted population structure. This inference method is available in the latest implementation of the MIGRAINE software package. Key words: demographic inference, maximum likelihood, coalescent, importance sampling, microsatellites, bottleneck, population structure, mutation processes, population contraction.



Understanding the demographic history of populations and species is a central issue in evolutionary biology and molecular ecology, for example, for understanding the effects of environmental changes on the distribution of organisms. From a conservation perspective, a severe reduction in population size, often referred to as a “population bottleneck,” increases rate of inbreeding, loss of genetic variation, fixation of deleterious alleles, and thereby greatly reduces adaptive potential and increases the risk of extinction (Lande 1988; Keller and Waller 2002; Frankham et al. 2006; Reusch and Wood 2007). However, characterizing the demographic history of a species with direct demographic approaches requires the monitoring of census data, which can be extremely difficult and time consuming (Williams et al. 2002; Schwartz et al. 2007; Bonebrake et al. 2010). Moreover, direct approaches cannot give information about past demography from present-time data. A powerful alternative relies on population genetic approaches, which allow inferences on the past demography from the observed present distribution of genetic



polymorphism in natural populations (Schwartz et al. 2007; Lawton-Rauh 2008). Until recently, most indirect methods were based on testing whether a given summary statistic (computed from genetic data) deviates from its expected value under an equilibrium demographic model (Cornuet and Luikart 1996; Schneider and Excoffier 1999; Garza and Williamson 2001). Because of their simplicity, these methods have been widely used (see, e.g., Comps et al. 2001; Colautti et al. 2005, and the reviews of Spencer et al. 2000 and Peery et al. 2012). But they estimate neither the severity of the contraction nor its age or duration. Although much more mathematically difficult and computationally demanding, likelihood-based methods outperform these moment-based methods by considering all available information in the genetic data (see Felsenstein 1992; Griffiths and Tavar"e 1994a; Emerson et al. 2001, and the review of Marjoram and Tavar"e 2006). Among others, the software package MSVAR (Beaumont 1999; Storz and Beaumont 2002) has been increasingly used to infer past
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New Approaches Our goal is to obtain maximum-likelihood (ML) estimates for single population models with a past variation in population size as described in the next section. To this end, we describe hereafter the successive steps of the inference algorithm.



Demographic Model We consider a single isolated population with a unique past size change (fig. 1). The method and our implementation in 2



FIG. 1. Representation of the demographic model used in the study. N is the current population size, Nanc is the ancestral population size (before the demographic change), T is the time measured in generation since present, and " is the mutation rate of the marker used. Those four parameters are the canonical parameters of the model. !, D, and !anc are the inferred scaled parameters.



MIGRAINE are quite general, in the sense that discrete (i.e., sudden), linear or exponential population size contractions or expansions can be considered. However, in agreement with Girod et al. (2011), we found in preliminary tests that parameter inference is less precise for expansions, especially for the time parameter. For this reason, we focused on contraction scenarios to test our method on smallish data sets with reasonable computation times (but see the Discussion section and supplementary fig. S5, Supplementary Material online, for the analysis of an expansion scenario). We denote by N(t) the population size, expressed as the number of genes, t generations away from the sampling time t = 0. Population size at sampling time is N ! Nð0Þ. Then, going backward in time, the population size changes according to a deterministic function until reaching an ancestral population size Nanc at time t = T. Then, NðtÞ ¼ Nanc for all t 4 T. More precisely, 8 t > > < Nanc T ; if 0 < t < T; NðtÞ ¼ N N ð1Þ > > : Nanc ; if t % T:



ð Þ



To ensure identifiability, the parameters of interest are scaled as ! ! 2N"; !anc ! 2"Nanc , and D ! T=2N, where " is the mutation rate per locus per generation. We are often interested in an extra composite parameter Nratio ¼ !=!anc , which is useful to characterize the strength of the contraction. Finally, we also consider an alternative parametrization of the model using !, !anc , and D0 ! "T in a few situations, for comparison between these two possible parameterizations.



Computation of Coalescent-Based Likelihood with IS Because the precise genetic history of the sample is not observed, the coalescent-based likelihood at a given point of the parameter space is an integral over all possible histories, that is, genealogies with mutations, leading to the current genetic data. Following Stephens and Donnelly (2000) and de Iorio and Griffiths (2004a), the Monte Carlo scheme computing this integral is based here on IS. The set of possible past
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demographic changes. MSVAR assumes a demographic model consisting of a single isolated population, which has undergone a change in effective population size at some time in the past. It is dedicated to the analysis of microsatellite loci that are assumed to follow a strict stepwise mutation model (SMM, Ohta and Kimura 1973). In a recent study, Girod et al. (2011) evaluated the performance of MSVAR by simulation. They have shown that MSVAR clearly outperforms moment-based methods to detect past changes in population sizes, but appears only moderately robust to misspecification of the mutational model: Deviations from the SMM often induce “false” contraction detections on simulated samples from populations at equilibrium. Chikhi et al. (2010) also found a strong confounding effect of population structure on contraction detection using MSVAR. Thus, departures from the mutational and demographic assumptions of the model appear to complicate the inference of past population size changes from genetic data. This work extends the importance sampling (IS) class of algorithms (Stephens and Donnelly 2000; de Iorio and Griffiths 2004a, 2004b) to coalescent-based models of a single isolated population with a unique past change in population size. Such a model is rather simple compared with complex demographic scenarios occurring in natural populations but inferences based on it can easily be tested by simulation and compared with existing methods. Furthermore, we provide explicit formula for a generalized stepwise mutation model (GSM; Pritchard et al. 1999), following de Iorio et al. (2005). We have conducted three simulation studies to test the efficiency of our methodology on past contractions (i.e., bottlenecks) and its robustness against misspecifications of the model. The first study aims at showing the ability of the algorithm to detect contractions and to recover the parameters of the model (i.e., the severity of the population size change and its age) on a wide range of contraction scenarios. In the second study, we compared the accuracy of our IS implementation with the Monte Carlo Markov Chain (MCMC) approach implemented in MSVAR. The third study tests the robustness of our method against misspecification of the mutation model, and against the existence of a population structure not considered in the model. Finally, we have applied our methodology on the orangutan data set of Goossens et al. (2006) and compared our results with those obtained with MSVAR. All analyses in these studies were performed using the latest implementation of the MIGRAINE software package, available at http://kimura.univ-montp2.fr/~rousset/Migraine. htm (last accessed July 28, 2014).
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and the next event in the genealogy occurs at time Tkþ1 whose distribution has density # Zt $ P^ ðTkþ1 2 ½t; t þ dt)Þ ¼ GðtÞexp & GðuÞdu dt for Tk



t % Tk :



Apart from these modifications that follow from the work of Griffiths and Tavar"e (1994b), the outline of the IS scheme



from de Iorio and Griffiths (2004b) is preserved (see section A1 in the supplementary material, Supplementary Material online, for more details). We also develop specific algorithms to analyze data under the GSM, with infinite or finite number of alleles. This more realistic mutation model considers that multistep mutations occur and the number of steps involved for each mutation can be modeled using a geometric distribution with parameter p. The original algorithm of Stephens and Donnelly (2000) covers any finite mutation model but requires numerical matrix inversions to solve a system of linear equations, (see, e.g., eqs. 18 and 19 in Stephens and Donnelly 2000). Time inhomogeneity requires matrix inversions each time the genealogy is updated by the IS algorithm. To bypass this difficulty, de Iorio et al. (2005) have successfully replaced the matrix inversions with Fourier analysis when considering an SMM with an infinite allele range. We extended this Fourier analysis in the case of a GSM with an infinite allele range. However, contrarily to the SMM, the result of the Fourier analysis for the GSM is a very poor approximation if the range of allelic state is finite as soon as p is not very small (e.g., 200) leads to efficient computations as well as almost perfect coverage properties of confidence intervals as shown in this paper. The aim here is to extend the ⇡ ˆ computations to consider a generalized stepwise mutation model (GSM), in which each mutation event equally leads to the gain or the loss of X repeats, with X being geometrically distributed with parameter g (named p in the main text). Under these conditions, Pij = (1 g)g |i j| 1 /2 for |i j| = 6 0 and zero for i = j and Fourier transforms can also be used to solve the system for an infinite number of alleles (i.e., i 2 {..., 2, 1, 0, 1, 2, ...}) as in de Iorio et al. (2005). The characteristic function of the geometric distribution is u? (⇠) =



(1 1



g)(cos(⇠) g) . 2g cos(⇠) + g 2



Then equation (3.17) of de Iorio et al. (2005) for computation of the ⇡ ˆ under a two population model becomes here Z +⇡ h i 1 ⇡ ˆ (j |↵, n) = e ij⇠ |A(⇠)| 1 n q 1 + m + ✓(1 u? (⇠)) q↵ 1 n?↵ + m↵ q 1 n? d⇠. 2⇡ ⇡ (5) 140



where ↵ and



are indices representing the two populations, and  1 1 1 1 1 1 |A(⇠)| = . ? ⇢1 u (⇠) ✓ ⇢2 u? (⇠) 1 2 ✓ 11 21 6



141



Following de Iorio et al. (2005), we get ⇡ ˆ (j |↵, n) =



142



where ai (k, j) =



143



and



⇢



q↵



1



h



n q



1 I` (⇢) := 2⇡



144



Z



1



⇡ ⇡



+1  X a1 (k, j) ✓ 1



1 1



2



k= 1



i



1



+ m + ✓ n↵k + m↵ q cos(`⇠) d⇠ 1 ⇢u? (⇠)



n



k



Ik



1 J` (⇢) := 2⇡



and



a2 (k, j) , ✓ 2 ⇢



j (⇢i )



Z



⇡ ⇡



✓q↵ 1 n↵k Jk



j (⇢i )



u? (⇠) cos(`⇠) d⇠. 1 ⇢u? (⇠)
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We thus need to compute I` (⇢) and J` (⇢) integrals. For I` (⇢), we have 1



1 1 + g2 = ⇢u? (⇠) 1 + g 2 + ⇢g(1 g) 1 = 1 + g 2 + ⇢g(1



146



with R :=



147 148 149



g)



✓



2g cos ⇠ 2g + ⇢(1 g2



1+ 1 R cos ⇠



Since (1 g)2 (1 ⇢) > 0, we have 0 < (1 1 + g 2 + ⇢g(1 g), and thus R < 1. Using linearity of integration, and



in (6) yields I` (⇢) =



151







2g cos ⇠ 1 R cos ⇠



◆



,



2g + ⇢(1 g) . 1 + g 2 + ⇢g(1 g) g)2



⇢(1



2 cos ⇠ cos(`⇠) = cos((` + 1)⇠) + cos((` 150



g) cos ⇠



✓



2



(1 + g )c` (R)



g c`+1 (R) + c`



1 + g 2 + ⇢g(1



(7) g)2 , hence 2g + ⇢(1



1 (R)



g)



◆



.



(8)



with c` as previously defined (eq. 4). To compute J` (⇢), we have



(9)



Again, using 2 cos ⇠ cos(`⇠) = cos((` + 1)⇠) + cos((`
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g) 
 0.125, Fig. S3 for ✓anc = 400.0 and D = 1.25). However, compared to Migraine’s estimations, MsVar gives slightly lower ✓anc estimates with CIs that more often do not contain the simulated value. Both methods also give similar results for inference of ✓ in terms of point estimates and upper bounds of CIs (e.g. Fig. S2 with D = 1.25), but MsVar sometimes infer lower CIs bounds that are well below those obtained with Migraine (e.g. data sets #2 and #4).
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Figure S1: Comparison of the results obtained with Migraine (black) and MsVar (gray) for the analyses of the 20 contraction data sets from Girod et al. (2011) with ✓ = 0.4, ✓anc = 4.0 and D = {0.025; 0.125; 0.25; 1.25} (see Table S2). Horizontal lines indicate the parameter value used for the simulation. For each data set numbered from 1 to 5, point estimates are represented by a square and Migraine confidence intervals and MsVar credibility intervals are represented by vertical lines. Dotted lines indicate an infinite bound for Migraine confidence intervals. BDR: bottleneck detection rate, FEDR: expansion detection rate. NC: proportion of data sets for which MsVar did not converge after 3 months. See Girod et al. (2011) for details about MsVar analyses.
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Figure S2: Comparison of the results obtained with Migraine (black) and MsVar (gray) for the analyses of the 20 contraction data sets from Girod et al. (2011) with ✓ = 0.4, ✓anc = 40.0 and D = {0.025; 0.125; 0.25; 1.25} (see Table S2).
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Figure S3: Comparison of the results obtained with Migraine (black) and MsVar (gray) for the analyses of the 20 contraction data sets from Girod et al. (2011) with ✓ = 0.4, ✓anc = 400.0 and D = {0.025; 0.125; 0.25; 1.25} (see Table S2).
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C. Additional results on the influence of population structure and sampling scale Table S3: Results of additional simulations on the e↵ects of an island population structure on the



detection of false contraction or expansion signals in constant-size populations under a SMM. This table is a supplement to Table 5. Samples are simulated from a stable island model with nd demes, ✓ = 2nd Nd µ and scaled migration rate M ⌘ 2Nd m. Sampling scales correspond to the number of sampled demes. FCDR and FEDR are respectively false contraction or false expansion detection rates. NA means Not Applicable because there are not enough demes to allow sampling one lineage per deme while keeping a sample size of 100 genes. When considering nd = 100 instead of 10 for case[53]), deme size and migration rate values are the same than those used for nd = 10 (Nd = 1000 and m = 0.005) but we used µ = 0.0001 mutations per generation per locus to get ✓ = 20.See the Methods section in the main text for more details.



Mutational and demographic settings



SMM



228



nd =10; ✓ = 20 nd =10; ✓ = 20 nd =100; ✓ = 20



M = 1.0 M = 100.0 M = 1.0



case



small 1 island FCDR / FEDR



[51] [52] [53]



1.0 / 0.0 0.385 / 0.0 1.0 / 0.0
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sampling scale large very large 3 islands all 10 islands FCDR / FEDR FCDR / FEDR 0.995 / 0.0 0.125 / 0.015 1.0 / 0.0



0.745 / 0.0 0.065 / 0.025 1.0 / 0.0



one gene per deme FCDR / FEDR NA NA 0.02 / 0.1
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case



[54] [55] [56]



[57]



Gene flow level



M = 1.0



M = 100



OGPD



Sampling scale small very large OGPD 0.26



p rel. bias 2.1 0.33 -0.0017 0.88



RRMSE 2.3 0.77 0.64 0.23



KS < 10 12 1.4 · 10 7 0.004 0.24



✓ rel. bias -0.56 -0.91 17.1 0.72



RRMSE 0.76 0.92 21 0.10



KS 9.7 · 10 11 < 10 12 < 10 12 0.06



D rel. bias 0.03 -0.50 -0.73 0.51



RRMSE 1.6 0.50 0.97 0.21



KS 0.0001 < 10 12 < 10 12



0.25



1.2



✓anc rel. bias RRMSE -0.99 0.99 -0.21 0.48 0.21 0.66



0.45



KS < 10 12 1.1 · 10 6 0.085



Samples are simulated from an 100-island model in which each sub-population has undergone a past contraction, with ✓ ⌘ 2dNd µ = 0.4, D ⌘ T /(2dNd ) = 1.25 and ✓anc ⌘ 2dNd,anc µ = 40.0, and scaled migration rate M ⌘ 2Nd m. To consider nd = 100 instead of 10 as done for the simulation presented in the main text in Table 6, and to keep constant ✓, M , D and ✓anc values, deme size and migration rate values are the same than those used for nd = 10 (Nd = 20 and m = 0.0025) but we used µ = 0.0001 mutations per generation per locus to get ✓ = 0.4 and ✓anc = 40, and T = 5000 generations to get D = 1.25. Mean relative bias and Relative Root Mean Square Error (RRMSE) are reported as well as the contraction detection rate (CDR) and the false expansion detection rate (FEDR). Sampling scale corresponds to the number of sampled demes: (i) small for one sampled deme, (ii) large for 3 sampled demes, (iii) very large for 10 sampled demes, and (iv) OGPD for ”one gene per deme” (i.e. 100 sampled demes). KS indicate the P value of the Kolmogorov-Smirnov test for departure of ECDF of LRT P values from uniformity. See the Methods section in the main text for more details.



contraction. This table is a supplement to Table 6.



Table S4: Results of additional simulations on the e↵ects of an island population structure on the detection and characterization of a past



0.98 (0)



CDR (FEDR) 0.02 (0.055) 1.0 (0.0) 0.68 (0.0)
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D. Details of the orangutan data set analysis
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D.1. Details on the data set analyzed and on Migraine parameterization



232 233 234 235 236 237 238 239 240 241 242 243 244



245 246 247 248



249 250



251 252 253 254



255 256 257 258 259 260 261 262 263



The sample we analyzed is the one from Goossens et al. (2006), except that we discarded subsample S7 because of its low sample size (7 individuals). The data set analyzed here is thus composed of 390 gene copies corresponding to 195 diploid individuals sampled in 2001 at 8 di↵erence sites (sites S1, S2, S3, S4, S5, S6, S8, S9 described in Goossens et al. 2005) in the Lower Kinabatangan food plain in Eastern Sabah, Malaysia, and genotyped at 14 microsatellite loci (namely D5S1457, D5S1470, D1S550, D2S1326, D3S2459, D4S1627, D4S2408, D5S1505, D6S501, D13S321, D13S765, D12S375, D2S141 and D16S420). Migraine was run on each subsample separately and on three larger data sets obtained by pooling some subsamples together: (i) RS1 is the pool of subsamples coming from the south side of the Kinabatangan river (i.e. S1+S3+S6+S8); (ii) RS2 the pool of subsamples from the north of the river (S2+S4+S5+S9), and (iii) RS1+RS2 is the total sample from both sides of the river. After preliminary analyses, all data sets were analyzed with the following parameters: • All loci, except D6S501, D2S141 and D16S420, are tetra-nucleotides and were considered as evolving according to a SMM with 400 allelic states. For D6S501, D2S141 and D16S420, which are di-nucleotides, we choose a GSM with 40 possible allelic states. • the demographic model considered is similar to the one described in the main text, i.e. with an exponential population size change. • The analysis was done in 3 successive iterations, by estimating the likelihood at np = 2, 400 parameter points using nH = 2, 000 ancestral histories. Initial parameter range values were set to [0.01 0.8] for p, [10 5 5.0] on a log scale for ✓, [0.01 2.0] on a log scale for D, and [1.0 20.0] for ✓anc . Comparison with other runs considering di↵erent point number (e.g. 2 to 3 iterations with np varying in {600; 2, 400; 3, 500}) and di↵erent number of trees (nh = 200, 2, 000, 20, 000 and 200, 000) shows that our analyses is robust to this parameter tuning (results not shown). Analyses considering that all markers were evolving according to a GSM with 40 possible allelic states also show similar results, except that that all profiles show a flatter surface with potential multiple peaks in the axis of the GSM parameter p (results not shown). This is probably due to the mixing of di↵erent likelihood surface regarding this parameter for the di↵erent markers. However, it does not really change other parameters inference nor the overall conclusions.
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Figure S4: Two-dimensional profile likelihood ratios for the orangutan data sets. The likelihood surface is shown only for parameter combinations that fell within the envelope of parameter points for which likelihoods were estimated. The cross denotes the maximum.
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Table S5: Point estimates and CIs obtained from the analyses of all subsamples from the orangutan data set.



Sample (size) S1 (27) S2 (26) S3 (22) S4 (20) S5 (27) S6 (33) S8 (24) S9 (16)



p 0.28 [0 0.58] 0.38 [0 0.72] 0.13 [0 0.45] 0.38 [0.10 0.64] 0.41 [0.15 0.68] 0.30 [0.02 0.59] 0.41 [0.17 0.64] 0.44 [0.3 0.54]



✓ 0.0027 [10 5 0.55] 0.00046 [10 5 0.75] 0.0058 [10 5 0.44] 0.0030 [10 5 0.67] 0.0072 [10 5 0.73] 0.00075 [10 5 0.27] 0.0015 [10 5 0.43] 0.00043 [10 5 2.3]



D 0.47 [0.18 1.25] 0.48 [0.17 1.1] 0.56 [0.30 1.8] 0.48 [0.22 0.92] 0.32 [0.16 1.0] 0.70 [0.24 1.4] 0.50 [0.22 1.2] 0.28 [0.034 1.0]
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✓anc 5.6 [3.7 9.4] 5.4 [3.4 9.5] 6.0 [3.8 11.8] 8.0 [5.0 13.45] 5.9 [3.7 8.6] 7.8 [4.8 13.3] 7.0 [4.3 10.8] 5.7 [3.7 6.1]



Nratio 0.00049 [10 6 0.11] 8.5 · 10 5 [10 6 0.00048] 9.7 · 10 4 [9.1 · 10 7 0.091] 0.00037 [7.7 · 10 7 0.091] 0.0012 [10 6 0.14] 9.6 · 10 5 [7.4 · 10 7 0.039] 0.00021 [8.5 · 10 7 0.069] 7.5 · 10 5 [10 6 1.5]
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In the entire manuscript, we focussed on testing our inference method for the detection and characterization of past contractions only. However, as mentioned in the ’Demographic model’ section, the method can also consider past expansion. Here, we give a simple illustration of an expansion analysis. All parameters, except the fact we considered ✓ = 20.0, D = 0.025, ✓anc = 2.0 and a sample of 50 loci for the expansion scenario, are similar to one used for the baseline contraction scenario and detailed in the Methods section in the main text (e.g. sample size is 100 genes, µ = 0.001, 200 simulated data sets analyzed, ...). This example of an expansion analysis essentially shows in Fig. S5 that our method can efficiently characterize expansion scenarios but that parameter inference is less precise than for contractions with identical sample size and locus number (comparison with Table 1).
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E. Illustration of the analysis of an expansion scenario
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Figure S5: Examples of typical two-dimensional profile likelihood ratios and cumulative distributions of P values of likelihood ratio tests for an analysis under an expansion scenario with ✓ = 20.0, D = 0.025, ✓anc = 2.0. The likelihood surface is inferred from a total of 3,720 points in three iterative steps as described in A.3. The likelihood surface is shown only for parameter combinations that fell within the envelope of parameter points for which likelihoods were estimated. The cross denotes the maximum. Mean relative bias and relative root mean square error (RRMSE) are reported as well as the expansion detection rate (DR) and false contraction detection rate (FCDR) in parenthesis after DR. KS indicate the P value of the KolmogorovSmirnov test for departure of LRT P values distributions from uniformity. Rel. bias is the relative bias; Rel. RMSE is the relative root mean square error; and ECDF is the empirical cumulative density function.
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