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Types de bases de données



„



Données transversales, (d’enquête, cross-section)



„



Données longitudinales: les données de panel.



„



Séries temporelles de données transversales (cross section - time series)



„



Séries temporelles



„



Données longitudinales groupées (pseudo-panels)
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Types de données, données données transversales (enquête)



„



Chaque observation est une nouvelle unité (personne, (personne entreprise, entreprise pays…) avec des informations associées à un point de temps.



„



Les données sont supposées aléatoires sinon il faut corriger (biais de sélection). sélection)
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Types de données: données transversales (enquête)
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Types de données, données de panel



„



„ „



Le même individu (l (l’unité unité d’observation) d observation) est observé pendant un certain temps (5-10 ans). Le plus souvent il s’agit de données aléatoires (d’enquête) Problèmes d’attrition!
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Types de données: données de panel
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T Types de d données: d é série é i temporelle ll de d données d é d’enquête d’ ê



‰



‰



‰



On peut “empiler” les données (enquêtes, séries temporelles) transversales réalisées à des périodes différentes. Intéressant quand il y a d variables des i bl communes. Le fichier ainsi rassemblé peut être traité comme des données transversales classique, avec la prise en compte de la dimension de temps. Les série temporelles de données d’observation sont souvent aussi appelées les panels (éco inter)
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Types de données: série temporelle de données d’enquête
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Types yp de données,, séries temporelles p



„



Les séries temporelles se caractérisent par la structure de type: une observation = une période de temps (année, mois, semaine, jour…)



„



Les séries temporelles ne sont pas des échantillons aléatoires – certains problèmes particuliers apparaissent.



„



Leurs spécificité c’est l’analyse des tendances, des variations saisonnières, de la volatilité, de la persistance, de la dynamique.
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Types de données, série temporelle



A22



Types de données: pseudo pseudo-panels: panels: structure identique aux panels, mais les individus sont regroupés.



Outline



Introduction to Panel data methods Introduction Pooled OLS Least Squares Dummy Variable regression First-difference Within estimator Between estimator Focus on Between and Within The Random effects GLS estimator
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Structure of panel datasets I



Individual observations ranked by time : 1 to T



I



Then individuals are all stacked up : 1 to N



I



Variables are written yi,t with i individual and t time period



i 1 1 1 1 2 2 2 2 .. .



t 1 2 3 4 1 2 3 4 .. .



y



x



y1,1 y1,2 y1,3 y1,4 y2,1 y2,2 y2,3 y2,4 .. .



x1,1 x1,2 x1,3 x1,4 x2,1 x2,2 x2,3 x2,4 .. . 6/53



Panel data



I



Panel data are repeated observations for the same individuals



I



Ex : the Panel Study on Income Dynamics, with 5,000 US families followed since 1968 (University of Michigan)



I



This kind of data provides more information than cross-sections and repeated cross-sections



I



We could pool all the observations and apply basic OLS techniques



I



However, there are better ways to take advantage of the data : the specific panel data techniques
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lwage 5.56068 5.72031 5.99645 5.99645 6.06146 6.17379 6.24417 6.16331 6.21461 6.2634 6.54391 6.69703 6.79122 6.81564 5.65249 6.43615 6.54822 6.60259 6.6958 6.77878 6.86066 6.15698



id 1 1 1 1 1 1 1 2 2 2 2 2 2 2 3 3 3 3 3 3 3 4



t 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1



experience weeks workedk occupation 3 32 0 4 43 0 5 40 0 6 39 0 7 42 0 8 35 0 9 32 0 30 34 1 31 27 1 32 33 1 33 30 1 34 30 1 35 37 1 36 30 1 6 50 1 7 51 1 8 50 1 9 52 1 10 52 1 11 52 1 12 46 1 31 52 1



industry 0 0 0 0 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0



south 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



education 9 9 9 9 9 9 9 11 11 11 11 11 11 11 12 12 12 12 12 12 12 10



marital status sexe (fem=1) 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 0 0 0 0 1



Advantages of panel data I



An important problem in econometric estimation is usually individual unobserved heterogeneity (the error term u in the model y = Xb + u)



I



This heterogeneity is usually correlated with individual characteristics X



I



This makes estimators inconsistent, so no way to estimate the true effect of X on y unless we use IV



I



If repeated observations are available for the same individuals and if we assume that individual heterogeneity is somewhat constant for each person, then it is easy to transform the data and take each person’s first difference



I



The problem would then be removed



I



More generally, since we have both an individual and a time dimension, it is possible to compute various estimates (e.g. within and between estimator), to test various hypotheses (fixed vs. random effects) so as to find the best model
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And the slope that will be estimated is BB rather than AA Note that the slope of BB is the same for each individual Only the constant varies 60



A



50



40 Individual 1 Individual 2 Individual 3 Individual 4



30



Linear (Individual 1) Linear (Individual 3) Linear (Individual 2) Linear (Individual 4) 20



B 10



B



A 0



-5 5



0



5



10



15



20



17



Possible Combinations of Slopes and Intercepts The fixed effects ff t model d l Constant slopes Varying intercepts



Unlikely to occur



Varying slopes Constant intercept



Separate regression for each individual Varying slopes Varying intercepts



The assumptions required for this model are unlikely to hold



Constant slopes Constant intercept



18



 



The error components model Assume we have N individuals observed on a time span of length T . For any individual i at time t, a very general model could be : I



0 yi,t = Xi,t b + ui,t (k,1) (1,k)



I



With ui,t = αi + βt + εi,t



I



αi would capture individual-specific heterogeneity (time-invariant )



I



βt would capture time-specific heterogeneity (individual-invariant)



I



εi,t would capture other, totally random heterogeneity (the usual well-behaved error term)



I



All these components would be independent from each other



I



This would account for all the possible sources of heterogeneity 8/53



The error components model : a usual simplification



I



Usually N is very large with respect to T , so that the time-specific components tend to be perfectly known (computed on a large number of individuals)



I



As a consequence, we rather put in the model time-specific constants ct , i.e. one dummy for each time period



I



The model then simplifies to :



I



0 yi,t = Xi,t b + ui,t (k,1) (1,k)



I



With ui,t = αi + εi,t



I



And time-specific constants belong to variables X



I



This is the error-component model commonly used
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More on the error term I



αi is considered random, as an error term specific to each individual



I



We assume it has been randomly sampled once, but its value never changes with time



I



We make it explicit in this framework, but even in the simple model (OLS), it was implicitly considered when we said that the error term comprised unobserved individual heterogeneity



I



As usual, we wish that all of ui,t (including αi ) is uncorrelated to the X variables (exogeneity), otherwise estimators are usually inconsistent



I



We assume that individuals are uncorrelated : E (ui,t ui 0 ,t 0 ) = cov (ui,t , ui 0 ,t 0 ) = 0 if i 6= i 0
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The variance of error terms



I



ui,t = αi + εi,t



I



We assume that αi is the only element capturing individual heterogeneity and that εi,t is a totally random error term



I



These two are thus uncorrelated



I



V (ui,t ) = V (αi ) + V (εi,t )



I



We also assume that αi and εi,t each have a constant variance



I



Calling σα2 the variance of α and σε2 the variance of ε



I



V (ui,t ) = σα2 + σε2
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Variance matrix of error terms (1)



For each individual, the variance-covariance matrix of error terms takes into account all the time periods in question sorted by order of appearance 



σα2 + σε2 σα2 ···  2 2 2 σα + σε · · ·  σα V (ui ) =  .. .. ..  . . .  2 2 σα σα ···



σα2 σα2 .. . σα2 + σε2



     



(1)



Which is the same matrix for everyone. Let’s call it Σ. It is a (T , T ) matrix.
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Variance matrix of error terms (2) We know that all individuals are stacked up, so the variance matrix of error terms for the whole model is a block-diagonal matrix (remember that Σ is itself a matrix) : 



Σ 0 ···  0 Σ · · · V (u) =  ..  .. .. . . . 0 0 ···







0 0  ..   .



(2)



Σ



This can be rewritten, using the Kronecker product of matrices : V (u) = IN ⊗ Σ. It is a (NT , NT ) matrix. We see that we are not any more in the baseline case where V (u) was a diagonal of constants.
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The covariance between error terms



cov (ui,t , ui,t 0 ) = cov (αi + εi,t , αi + εi,t 0 )



= cov (αi , αi ) + cov (αi , εi,t 0 ) + cov (εi,t , αi ) + cov (εi,t , ε = cov (αi , αi ) + cov (εi,t , εi,t 0 )



To sum up : I



cov (ui,t , ui,t 0 ) = V (αi ) = σα2 if t 6= t 0



I



cov (ui,t , ui,t 0 ) = V (αi ) + V (εi,t ) = σα2 + σε2 if t = t 0



I



cov (ui,t , ui 0 ,t 0 ) = 0 if i 6= i 0
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Could basic pooled OLS accommodate this ? (1)



I



0 yi,t = Xi,t b + ui,t , with ui,t = αi + εi,t (k,1) (1,k)



I



We can be either in the random effects (RE) case, i.e. individual effects αi are supposed to be uncorrelated to X ...



I



... or in the fixed effects (FE) case, i.e. individual effects αi could be correlated to the X variables



I



We’ll see later how to test for correlation of αi with explanatory variables to decide between RE and FE framework
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Could basic pooled OLS accommodate this ? (2)



I



If we are in the RE case, then error term ui,t is uncorrelated to the X variables



I



OLS is thus unbiased and consistent, given that no variables are omitted (e.g. dummies for each time period)



I



Only inference needs to be corrected for, using FGLS, because ui,t are correlated for the same individual



I



If we are in the FE case, then error term ui,t is correlated to the X variables because of αi and we need other ways to estimate the model
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Pooled OLS (2)



I



Pooled OLS do not work in the FE case



I



Conversely, in the RE case, OLS will be consistent



I



For OLS to provide correct inference, we would need V (u) = INT σ 2 , while in our framework it equals IN ⊗ Σ



I



The solution is easy : FGLS



I



We only need to estimate Σ, and thus σα2 and σε2



I



This can be estimated simply by using the residuals from the OLS regression, with the usual FGLS method we know



I



This would provide an efficient estimator, since we know that FGLS correction for OLS estimators brings it back to the baseline case which is BLUE
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Panel Study of Income Dynamics (since 1968) variable name label variable label ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------exp years of full-time work experience wks weeks worked occ occupation; occ==1 if in a blue-collar occupation ind industry; ind==1 if working in a manufacturing industry south residence; south==1 if in the South area smsa smsa==1 if in the Standard metropolitan statistical area ms marital status fem female or male union if wage set be a union contract ed years of education blk black lwage log wage id identification number t year (1-7) tdum1 t== 1.0000 tdum2 t== 2.0000 tdum3 t== 3.0000 tdum4 t== 4.0000 tdum5 t== 5.0000 tdum6 t== 6.0000 tdum7 t== 7.0000



panel



Monday March 11 16:31:35 2013



Page 1 ___ ____ ____ ____ ____(R) /__ / ____/ / ____/ ___/ / /___/ / /___/ Statistics/Data Analysis User: variance structure



1 . xtsum id t lwage ed exp exp2 wks south tdum1 Variable



Mean



Std. Dev.



Min



Max



Observations



id



overall between within



298



171.7821 171.906 0



1 1 298



595 595 298



N = n = T =



4165 595 7



t



overall between within



4



2.00024 0 2.00024



1 4 1



7 4 7



N = n = T =



4165 595 7



lwage



overall between within



6.676346



.4615122 .3942387 .2404023



4.60517 5.3364 4.781808



8.537 7.813596 8.621092



N = n = T =



4165 595 7



ed



overall between within



12.84538



2.787995 2.790006 0



4 4 12.84538



17 17 12.84538



N = n = T =



4165 595 7



exp



overall between within



19.85378



10.96637 10.79018 2.00024



1 4 16.85378



51 48 22.85378



N = n = T =



4165 595 7



exp2



overall between within



514.405



496.9962 489.0495 90.44581



1 20 231.405



2601 2308 807.405



N = n = T =



4165 595 7



wks



overall between within



46.81152



5.129098 3.284016 3.941881



5 31.57143 12.2401



52 51.57143 63.66867



N = n = T =



4165 595 7



south



overall between within



.2902761



.4539442 .4489462 .0693042



0 0 -.5668667



1 1 1.147419



N = n = T =



4165 595 7



tdum1



overall between within



.1428571



.3499691 0 .3499691



0 .1428571 0



1 .1428571 1



N = n = T =



4165 595 7



2 . end of do-file



First-difference estimator (1)



I



As mentioned before, it is easy to get rid of αi by differencing, using two observations for the same individual



I



Say we take observations at times t and t + 1, and substract (2) from (1)



I



yi,t+1 = Xi,t+1 b + αi + εi,t+1 (1)



I



yi,t = Xi,t b + αi + εi,t (2)



I



yi,t+1 − yi,t = (Xi,t+1 − Xi,t )b + εi,t+1 − εi,t



I



In short : ∆y = ∆Xb + ∆ε



I



This new error term has the same (convenient) properties as ε



I



We would then be using simple OLS on this newly created data, now that the cause of endogeneity is gone
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Fixed-effects or Within estimator (1)



I



To get rid of individual effect αi , there is another option, using averages and substracting (2) from (1) :



I



yi,t = Xi,t b + αi + εi,t (1)



I



yi = Xi b + αi + εi (2)



I



yi,t − yi = (Xi,t − Xi )b + (εi,t − εi )



I



Same as before : unwanted αi has disappeared and we focus on within variation



I



But the estimator is more efficient because it makes use of all available information (see plot)
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Fixed-effects or Within estimator (2) I



We could run this by hand (we would get correct estimates)



I



However all tests would be wrong because OLS would use N ∗ T − k degrees of freedom in the regression



I



The correct degrees of freedom is N ∗ (T − 1) − k : we used up N degrees of freedom by time-demeaning



I



Stata dedicated command : xtreg



I



The fact that it is called fixed-effects is confusing : it is called this way only to contrast it with the random effects model, that assumes that individual effects αi are totally random and uncorrelated to the X variables



I



So basically, assuming fixed-effects simply means we allow αi to be correlated to X 28/53



The Random effects Between estimator I



We just computed a within estimator that only takes into account within-person variability



I



Why not compute a between estimator too, to take into account between-person variability ?



I



The between estimator does a complementary job with respect to the within estimator



I



It is the OLS estimator, computed on individual means



I



yi = Xi b + αi + εi



I



Since the αi is still there, this estimator is consistent only if there is no correlation between individual effect αi and X



I



Rmk : if it is the case, then basic OLS would work very well (no endogeneity), using more observations



I



It is a kind of random effects estimator since it works only if αi are considered totally random, uncorrelated to X 30/53



tableau . . estimates table OLS_rob FD BE FE_rob RE_rob, se stats (N r2 r2_o r2_b r2_w sigma_u sigma_e rho) b (%7.4f) ---------------------------------------------------------------Variable | OLS_rob FD BE FE_rob RE_rob -------------+-------------------------------------------------exp | 0.0447 0.0382 0.1138 0.0889 | 0.0054 0.0057 0.0040 0.0029 exp2 | -0.0007 -0.0006 -0.0004 -0.0008 | 0.0001 0.0001 0.0001 0.0001 wks | 0.0058 0.0131 0.0008 0.0010 | 0.0019 0.0041 0.0009 0.0009 ed | 0.0760 0.0738 0.0000 0.1117 | 0.0052 0.0049 0.0000 0.0063 D.exp | 0.1171 | 0.0041 D.exp2 | -0.0005 | 0.0001 D.wks | -0.0003 | 0.0012 D.ed | 0.0000 | 0.0000 _cons | 4.9080 4.6830 4.5964 3.8294 | 0.1400 0.2101 0.0601 0.1039 -------------+-------------------------------------------------N | 4165 3570 4165 4165 4165 r2 | 0.2836 0.2209 0.3264 0.6566 r2_o | 0.2723 0.0476 0.1830 r2_b | 0.3264 0.0276 0.1716 r2_w | 0.1357 0.6566 0.6340 sigma_u | 1.0362 0.3195 sigma_e | 0.1522 0.1522 rho | 0.9789 0.8151 ---------------------------------------------------------------legend: b/se . end of do-file
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Three ways to estimate β yit = β ' xit + ε it



yit − yi. = β ' ( xit − xi. ) + ε it − ε i. yi. = β ' xi. + ε i.



overall within between



The overall estimator is a weighted average of the “within” and “between” estimators. It will only be efficient if these weights are correct. The random effects estimator uses the correct weights. 22



The between operator



To write it with matrices, we need a matrix that computes averages. For each individual, matrix JTT is a good candidate : 



1 1 ···  JT 1 1 1 · · · =  . . .. T T  .  .. .. 1 1 ···







1 1  ..   .



(3)



1



And the matrix that would compute averages for the whole model would be matrix B = IN ⊗ JTT , which is called the between operator
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The within operator



To write it with matrices, we need a matrix that would demean data. For each individual, matrix KT is a good candidate : 



1 1 ···   1 1 1 ··· KT = IT −  . . .. T  .  .. .. 1 1 ···







1 1  JT ..   = IT − T . 1



(4)



And the matrix that would compute differences with averages for the whole model would be matrix W = IN ⊗ KT , which is called the within operator
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How do within and between operators relate (1)



I



These two operators can be used to provide two complementary pieces of information



I



The between operator will enable us to compare how individuals differ on average



I



The within operator will enable us to compare how individuals evolve with time, without taking into consideration their initial differences



I



Notice that B and W are symmetric and idempotent (projection matrices)



I



We also have : BW = WB = 0 and B + W = I
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How do within and between operators relate (2) I



I I I



I



I



I



I



They can be useful to split the variance of the outcome in a between and within part Remembering that B + W = I and that BW = 0, we get : V (y ) = V ((B + W )y ) = V (By + Wy ) = V (By ) + V (Wy ) Indeed, By and Wy are orthogonal to each other (they are projection matrices that project on two orthogonal vector spaces) Total variance of outcome can thus be decomposed into the sum of a between and a within variance It can be useful to compute them on the data so as to understand the main source of variance in the data It is common in micro data to find that 80% of total variance comes from between-individual differences It means that even if we have a 10-year panel with 200 firms, we don’t really have 2000 independent observations, rather 200 observations, each (almost) replicated 10 times
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The Between estimator (1)



I



It amounts to OLS computed on individual averages



I



The model y = Xb + u is multiplied on the left handside by B ˜ by BX So y is replaced by y˜ = By and X



I I



Notice that u is replaced by u˜ = Bu so that the individual effect αi stays there (see before)



I



The estimate is thus : ˜ 0X ˜ )−1 X ˜ 0 y˜ = (X 0 B 0 BX )−1 X 0 B 0 By bˆB = (X



I



Notice that B is symmetric and idempotent (it is a projection matrix), so that bˆB = (X 0 BX )−1 X 0 By
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The Between estimator (2)



I



Rmk 1 : this is a convenient way of putting things, but it would mean that in the estimated model, each person’s average is replicated T times, which does not change anything as for parameter values, but of course the software will use only one value for each individual



I



Rmk 2 : Since variables X are averaged in the expression, we need all the X to be uncorrelated to all the u, not only contemporaneous ones (this is called strong exogeneity )



I



With OLS, only simple exogeneity was required (contemporaneous X and u should be uncorrelated)
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The Within estimator I



It amounts to OLS computed on individual demeaned data



I



The model y = Xb + u is multiplied on the left handside by W ˜ by WX So y is replaced by y˜ = Wy and X



I I



Notice that u is replaced by u˜ = Wu so that the individual effect αi disappears (see before)



I



The estimate is thus : ˜ 0X ˜ )−1 X ˜ 0 y˜ = (X 0 W 0 WX )−1 X 0 W 0 Wy bˆW = (X



I



Notice that W is symmetric and idempotent (it is a projection matrix), so that bˆW = (X 0 WX )−1 X 0 Wy



I



Again, since variables X are averaged in the expression, we need all the X to be uncorrelated to all the u, not only contemporaneous ones (this is called strong exogeneity ) 38/53



General properties (1)



I



bˆW and bˆB are just OLS estimates computed on transformed data, so they share the same general properties with OLS



I



They are asymptotically normal



I



Since B and W are orthogonal, then bˆW and bˆB have covariance 0 bˆW and bˆB are thus independent because they are normal



I I



The purpose of each estimator is to identify b, but bˆW uses only the within variation and bˆB uses only the between variation
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General properties (2)



I I I I



In the RE case : Both bˆW and bˆB are consistent In the FE case : Only bˆW is consistent



I



An easy way to test if we are in the FE or RE case is testing the difference between bˆW and bˆB



I



This will be the purpose of the Hausman test, that we used before to test for endogeneity by testing the difference between OLS and IV estimators (efficient vs. consistent)



I



But before, we need to find a better RE estimator (the between one is a bit too simple)
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The Random effects GLS estimator I



Remember that if the (strong) assumptions of the RE hold (αi uncorrelated to X ), then OLS do work as seen before, through the use of FGLS



I



This would make use of all the information available (unlike the between estimator )



I



It can be shown that the GLS estimate is equal to a weighted average of the within and between estimators



I



The weight on the within estimator will be larger if in the total variance of observations, the within variance is the greatest component



I



And conversely, the weight on the between estimator will be larger if in the total variance of observations, the between variance is the greatest component



I



So this estimator adapts itself to the structure of the data 42/53



Reminder : the variance matrix of error terms For each individual, the variance-covariance matrix of error terms takes into account all the time periods in question sorted by order of appearance 



σα2 + σε2 σα2 ···  2 2 σα + σε2 · · ·  σα V (ui ) =  .. .. ..  . . .  σα2 σα2 ···



σα2 σα2 .. . σα2 + σε2



     



(5)



We could also write : V (ui ) = σα2 JT + σε2 IT , where IT is the identity matrix of size (T , T ) with only ones on the main diagonal and zero otherwise, and JT is the (T , T ) matrix with only ones inside.
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FGLS process (1)



I



We could rewrite V (u) as V (u) = (σε2 + T σα2 )B + σε2 W



I



B and W are the between and within operators seen before



I



We only need the proof for V (ui ), using only the first block diagonal matrix which is JTT for B and IT − JTT for W , and then get to V (u)



I



The key is to develop (σε2 + T σα2 ) JTT + σε2 (IT −



JT T



)
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FGLS process (2)



I



To run FGLS, remember that we need to reweight the model using the inverse of V (u) = Ω that appeared in the FGLS estimator



I



Here, V (u) = Ω = (σε2 + T σα2 )B + σε2 W = σε2 (W +



I



Where θ2 =



I



So Ω−1 =



I



θ then needs to be estimated : it is in fact the ratio of the estimated variance of error terms of the within regression and the variance of error terms of the between regression



1 B) θ2



σε2 2 σε2 +T σα



1 (W σε2



+ θ2 B)
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How are data transformed



I



With FGLS, the data will be transformed : yi,t − θyi. = b0 (1 − θ) + b1 (xi,t − θxi. ) + ... + (ui,t − θui. )



I



Where yi. is individual i’s average over time and θ ∈ [0, 1]



I



If θ = 1 then we are in the pure fixed effect case



I



If θ = 0 then this is pooled OLS



I



We see this is a mixture of within and between estimators : if the RE assumption holds, this estimator is consistent and increases efficiency with respect to pure OLS or pure between estimators



I



If the RE assumption does not hold, then it is biased, but the bias will be small if σα2  σε2
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How do all these estimators relate



I



The initial model is y = Xb + u



I



I



Running FGLS means that we will use the following transformed model instead : Ω−1/2 y = Ω−1/2 Xb + Ω−1/2 u So that bˆgls = (X 0 Ω−1 X )−1 X 0 Ω−1 y



I



With Ω−1 =



I



Developing this expression, one can prove that bˆgls is in fact a weighted sum of bˆW and bˆB



1 (W σε2



+ θ2 B)



bˆgls = µbˆW + (I − µ)bˆB Where µ = (X 0 WX + θ2 X 0 BX )−1 X 0 WX
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Remark 1



I



bˆgls is thus a weighted sum of bˆW and bˆB , where the most accurate one gets a higher weight



I



This expression can be useful to describe the link between more estimators



I



I



In the previous expression, notice that if µ = I, then the estimator amounts to bˆW If µ = 0, then the estimator amounts to bˆB



I



If µ = (X 0 X )−1 X 0 WX , then the estimator amounts to bˆols
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Remark 2 I



Let’s get back to bˆgls



I



Notice that if the between variance (X 0 BX ) is the major source of variance in the model, then µ will be close to 0 and GLS, OLS and Between will give almost the same result



I



And if the within variance (X 0 WX ) is the major source of variance in the model, then µ will be close to 1 and GLS, OLS and Within will give almost the same result



I



Notice that it will be the case only because of the variance structure of the data, and has nothing to do with the consistency of estimators



I



So before running any regression, make sure to analyze the variance of the data first : does the within or the between variance dominate ? This will help to interpret results. 49/53



Summary of estimators (2)



I



OLS : exploits both within and between dimensions but not efficiently ; consistent only if individual effect αi is uncorrelated to X ; only needs X and u to be contemporaneously uncorrelated



I



GLS : exploits both within and between dimensions efficiently ; consistent only if individual effect αi is uncorrelated to X (notice that if T → ∞ then θ → 0 and the GLS estimator becomes the within estimator) ; needs X strictly exogenous



The within estimator is called the fixed effects estimator, and the GLS is called the random effects estimator, because each one is the best one in each case.
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How to choose ? I



I



I



I



I I



If the random effects assumption holds, all estimators are consistent, otherwise only the within estimator works Basically, we need to consider whether the random effects or fixed effects is the correct assumption on our data This can be tested with the Hausman test, just like IV vs. OLS : if estimates differ, then the random effects assumption does not hold We would then test the fixed effects estimator (always consistent) against the random effects estimator (efficient but consistent only if the RE assumption holds) In surveys, the random effects assumption is almost never met The story could be different if considering levels or growth rates : with growth rates, it makes little sense running a within estimation (it would mean handling differences in differences), and the individual-specific component might have already disappeared with the computation of growth rates, so a random effects estimator could be appropriate
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Summary of estimators (1)



I



Between : focuses on differences between individuals ; consistent only if individual effect αi is uncorrelated to X ; needs X strictly exogenous



I



Within : focuses on differences within individual observations ; consistent even if individual effect αi is correlated to X , but won’t handle time-constant X variables ; needs X strictly exogenous



Notice that a trick to keep time-invariant variables in the within estimation is interact them with time-varying variables to (at least) get to know how their effect varies over time
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1 . xtreg lwage exp exp2 wks ed, re vce (cluster id) theta Random-effects GLS regression Group variable: id R-sq:



within = between = overall =



Number of obs = Number of groups



0.6340 0.1716 0.1830



Random effects u_i ~ corr(u_i, X) = theta =



Gaussian 0 (assumed) .82280511



Coef.



4165 595 7 7.0 7



Obs per group: min = avg = max = Wald chi2( 4) Prob > chi2



Robust Std. Err.



z 22.22 -8.62 1.04 13.31 28.71



P>|z| 0.000 0.000 0.297 0.000 0.000



= =



1598.50 0.0000



595 clusters in id)



(Std. Err. adjusted for



lwage



=



[95% Conf. Interval]



exp exp2 wks ed _cons



.0888609 -.0007726 .0009658 .1117099 3.829366



.0039992 .0000896 .0009259 .0083954 .1333931



.0810227 -.0009481 -.000849 .0952552 3.567921



sigma_u sigma_e rho



.31951859 .15220316 .81505521



(fraction of variance due to u_i)



.0966992 -.000597 .0027806 .1281647 4.090812



tableau . . estimates table OLS_rob FD BE FE_rob RE_rob, se stats (N r2 r2_o r2_b r2_w sigma_u sigma_e rho) b (%7.4f) ---------------------------------------------------------------Variable | OLS_rob FD BE FE_rob RE_rob -------------+-------------------------------------------------exp | 0.0447 0.0382 0.1138 0.0889 | 0.0054 0.0057 0.0040 0.0029 exp2 | -0.0007 -0.0006 -0.0004 -0.0008 | 0.0001 0.0001 0.0001 0.0001 wks | 0.0058 0.0131 0.0008 0.0010 | 0.0019 0.0041 0.0009 0.0009 ed | 0.0760 0.0738 0.0000 0.1117 | 0.0052 0.0049 0.0000 0.0063 D.exp | 0.1171 | 0.0041 D.exp2 | -0.0005 | 0.0001 D.wks | -0.0003 | 0.0012 D.ed | 0.0000 | 0.0000 _cons | 4.9080 4.6830 4.5964 3.8294 | 0.1400 0.2101 0.0601 0.1039 -------------+-------------------------------------------------N | 4165 3570 4165 4165 4165 r2 | 0.2836 0.2209 0.3264 0.6566 r2_o | 0.2723 0.0476 0.1830 r2_b | 0.3264 0.0276 0.1716 r2_w | 0.1357 0.6566 0.6340 sigma_u | 1.0362 0.3195 sigma_e | 0.1522 0.1522 rho | 0.9789 0.8151 ---------------------------------------------------------------legend: b/se . end of do-file
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1 . hausman FE RE, sigmamore Coefficients (b) (B) FE RE exp exp2 wks



.1137879 -.0004244 .0008359



.0888609 -.0007726 .0009658



(b-B) Difference .0249269 .0003482 -.0001299



sqrt(diag(V_b-V_B)) S.E. .0012778 .0000285 .0001108



b = consistent under Ho and Ha; obtained from xtreg B = inconsistent under Ha, efficient under Ho; obtained from xtreg Test:



Ho:



difference in coefficients not systematic chi2(3) = (b-B)'[(V_b-V_B)^(-1)](b-B) = 1513.02 Prob>chi2 = 0.0000



Concluding remarks



I



So far, we disregarded the possibility that ε could itself be correlated to X : in that case, all estimators are wrong



I



This could happen for example if random shocks affect both variables y and X



I



What to do : use panel IV estimation (xtivreg), with past values as instruments



I



There are many options with panel data : dynamic panels, binary outcomes with panel, etc



I



In this lecture, we focused only on the basic linear panel techniques, the other ones are generalizations
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Intuition



I



OLS on the original model y = X .b + u are inconsistent because variables X are correlated to u



I



To get rid of this correlation, we keep only the part of information from X that is uncorrelated to the error terms



I



Algebraically, we project the model on subspace L(Z ), that is spanned by the Z variables, that are both exogenous and correlated to X



I



The more the Z are correlated to the X (and the more numerous the Z ’s are), the more precise the estimator is
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Instrumental variables Intuition (from



Cameron , Trivedi, Microeconometrics)



How to run IV estimation



I



Stata : "ivregress" command



I



This amounts to running two-stage least squares



I



Intuition : first, regress the y and X 0 s on variables Z , then use the predictions in the model instead of the original values
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Two-stage least squares (1)



I



Run k + 1 regression, to get PZ y and PZ X



I



Estimate OLS on the transformed model PZ y = PZ yb + u We thus get bˆiv = (X 0 PZ X )−1 X 0 PZ y



I I



The first k + 1 regressions can be used to assess the conveniency of instruments (they have to be correlated enough to the X 0 s)



I



Remark : this yields the same values if we do not replace y by PZ y
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Two-stage least squares (2)



I



Warning : if we do this procedure "by hand", running 2 OLS regressions, instead of running the convenient procedure with the software, the s.e.’s of the second regression cannot be used for tests on the coefficients



I



Reason : in the second stage equation, residuals are computed as : uˆ = PZ y − PZ X bˆiv Whereas they should be computed as uˆ = y − X bˆiv



I
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Remark



I



Exogenous X 0 s can be used as instruments



I



In that case, 2SLS amounts to regressing the potentially endogenous explanatory variables (say, x1 to xj ) onto the exogenous explanatory variables (say, xj+1 to xk ) and instruments Z
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Exogeneity test I



We test H0 : E (X 0 u) = 0



I



This is called the "Hausman test" or "Durbin-Wu-Hausman test", but in softwares it can be found under the "hausman" command



I



If H0 is true, then both OLS and IV estimators are consistent



I



If H0 is false, only the IV estimator is consistent The test is based on the difference between bˆiv and bˆols



I I



They are asymptotically normal : if we compute the difference between the two, take its quadratic form and "divide" it by its variance matrix, we will get a χ2 distribution, of parameter the number of variables tested (the ones that are potentially endogenous)
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A convenient auxiliary regression



I



Consider model y = Xb + u, where a subset of variables belonging to X might be endogenous : x



I



Let’s call Z the instruments, some belonging to X (in fact the X without the x ) and some not



I



Consider the augmented model : y = Xb + MZ xc + ε



I



MZ x are the residuals of the regression of x on Z The bˆ of this "augmented" regression is equal to the IV estimator of the original model



I



I



Testing c = 0 amounts to testing exogeneity of the x (it is equivalent to the Hausman test)
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Proofs



I



bˆaug = bˆiv and equivalence of tests : using the Frish-Waugh theorem



I



Remark : this augmented model has no theoretical meaning, the estimation is led only for our purpose
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Selecting convenient instruments I



Sargan test : H0 : E (Z 0 u) = 0



I



Also called : test of overidentifying restrictions (Stata : overid command)



Under H0 : uˆ0 PZ uˆ → χ2p−k s2 with uˆ = y − X bˆiv and s 2 =



u ˆ0 u ˆ N .



uˆ0 PZ uˆ is the sum of the predicted value of the regression of uˆ on Z , squared. Remark : when p = k, the statistic is always zero so we cannot run the test because bˆiv = (Z 0 X )−1 Z 0 y and Z 0 uˆ = 0 68/75



The problem with weak instruments I



If instruments are too weakly correlated to the X 0 s, even if we increase the number of observations, there can be an important bias in estimations



I



Plus, the estimator has a nonnormal sampling distribution which makes statistical inference meaningless



I



The weak instrument problem is exacerbated with many instruments, so drop the weakest ones and use the most relevant ones



I



A way to measure how instruments are correlated to potentially endogenous variables is to run the regression explaining the former by the latter and check its goodness of fit



I



A criterion can be the global F statistic : if F s(ms, lag (0,2)) twostep vce(robust) endogenous(union, lag(0,2)) artests(3)  



the total for that =11



dynamic ------------------------------------------------------------------------------------. * Dynamic panel models . * 1. 2SLS (or one step GMM Pure time series model for Ar(2) model with no other > regressors . . . * y(i,t)= f (const, dy(i, t-1), dy(i, t-2) with t= 4,5,6,7 . . * at t=4 there are 2 instruments available y(i, t-1) and y(i, t-2) . * at t=5 there are 3 instruments available y(i, t-1), y(i, t-2) and y(i, t-3) . * at t=6 there are 4 instruments available y(i, t-1), y(i, t-2), y(i, t-3) and y( > i, t-4) . * at t=7 there are 5 instruments available y(i, t-1), y(i, t-2), y(i, t-3), y(i, > t-4) and y(i, t-5) . * plus constant for itself . . . use mus08psidextract, clear (PSID wage data 1976-82 from Baltagi and Khanti-Akom (1990)) . describe Contains data from mus08psidextract.dta obs: 4,165 Baltagi



PSID wage data 1976-82 from



and Khanti-Akom (1990) vars: 22 26 Nov 2008 17:15 size: 295,715 (97.2% of memory free) (_dta has notes) ------------------------------------------------------------------------------------storage display value variable name type format label variable label ------------------------------------------------------------------------------------exp float %9.0g years of full-time work experience wks float %9.0g weeks worked occ float %9.0g occupation; occ==1 if in a blue-collar occupation ind float %9.0g industry; ind==1 if working in a manufacturing industry south float %9.0g residence; south==1 if in the South area smsa float %9.0g smsa==1 if in the Standard metropolitan statistical area ms float %9.0g marital status fem float %9.0g female or male union float %9.0g if wage set be a union contract ed float %9.0g years of education blk float %9.0g black lwage float %9.0g log wage id float %9.0g t float %9.0g tdum1 byte %8.0g t== 1.0000 tdum2 byte %8.0g t== 2.0000 tdum3 byte %8.0g t== 3.0000 tdum4 byte %8.0g t== 4.0000 tdum5 byte %8.0g t== 5.0000 tdum6 byte %8.0g t== 6.0000 tdum7 byte %8.0g t== 7.0000 Pge p



dynamic exp2 float %9.0g ------------------------------------------------------------------------------------Sorted by: id t . xtabond lwage, lags(2) vce(robust) Arellano-Bond dynamic panel-data estimation Group variable: id Time variable: t



Number of obs Number of groups Obs per group:



Number of instruments =



15



Wald chi2(2) Prob > chi2



= =



2380 595



min = avg = max =



4 4 4



= =



1253.03 0.0000



One-step results (Std. Err. adjusted for clustering on id) -----------------------------------------------------------------------------| Robust lwage | Coef. Std. Err. z P>|z| [95% Conf. Interval] -------------+---------------------------------------------------------------lwage | L1. | .5707517 .0333941 17.09 0.000 .5053005 .6362029 L2. | .2675649 .0242641 11.03 0.000 .2200082 .3151216 | _cons | 1.203588 .164496 7.32 0.000 .8811814 1.525994 -----------------------------------------------------------------------------Instruments for differenced equation GMM-type: L(2/.).lwage Instruments for level equation Standard: _cons . . *2. Dynamic panel models . * Two step GMM Pure time series model for regressors . . xtabond lwage, lags(2) twostep vce(robust) Arellano-Bond dynamic panel-data estimation Group variable: id Time variable: t



Ar(2) model with no other



Number of obs Number of groups Obs per group:



Number of instruments =



15



Wald chi2(2) Prob > chi2



= =



2380 595



min = avg = max =



4 4 4



= =



1974.40 0.0000



Two-step results (Std. Err. adjusted for clustering on id) -----------------------------------------------------------------------------| WC-Robust lwage | Coef. Std. Err. z P>|z| [95% Conf. Interval] -------------+---------------------------------------------------------------lwage | L1. | .6095931 .0330542 18.44 0.000 .544808 .6743782 L2. | .2708335 .0279226 9.70 0.000 .2161061 .3255608 | _cons | .9182262 .1339978 6.85 0.000 .6555952 1.180857 -----------------------------------------------------------------------------Instruments for differenced equation GMM-type: L(2/.).lwage Instruments for level equation Standard: _cons . . * small difference in efficiency between both one step and two step methods Pge p



dynamic . . . *3 the same case with limited number of instruments in the case of the large T (lo > ng time periods) . * twostep GMM pure time series for AR(2) model, we use only first available lag (yi, > t-2) for each period maximal number of instruments= 5) . . *at t=4 there is 1 instrument: y(i,2) . *at t=5 there is 1 instrument: y(i,3) . *at t=6 there is 1 instrument: y(i,4) . *at t=7 there is 1 instrument: y(i,5) . * plus intercept . xtabond lwage, lags(2) twostep vce(robust) maxldep(1) Arellano-Bond dynamic panel-data estimation Group variable: id Time variable: t



Number of obs Number of groups Obs per group:



Number of instruments =



5



Wald chi2(2) Prob > chi2



= =



2380 595



min = avg = max =



4 4 4



= =



1505.16 0.0000



Two-step results (Std. Err. adjusted for clustering on id) -----------------------------------------------------------------------------| WC-Robust lwage | Coef. Std. Err. z P>|z| [95% Conf. Interval] -------------+---------------------------------------------------------------lwage | L1. | .4881009 .2071965 2.36 0.018 .0820033 .8941985 L2. | .3716262 .1852204 2.01 0.045 .008601 .7346514 | _cons | 1.069578 .2210474 4.84 0.000 .6363334 1.502823 -----------------------------------------------------------------------------Instruments for differenced equation GMM-type: L(2/2).lwage Instruments for level equation Standard: _cons . xtabond lwage, lags(2)



vce(robust) maxldep(1)



Arellano-Bond dynamic panel-data estimation Group variable: id Time variable: t



Number of obs Number of groups Obs per group:



Number of instruments =



5



Wald chi2(2) Prob > chi2



= =



2380 595



min = avg = max =



4 4 4



= =



1372.33 0.0000



One-step results (Std. Err. adjusted for clustering on id) -----------------------------------------------------------------------------| Robust lwage | Coef. Std. Err. z P>|z| [95% Conf. Interval] -------------+---------------------------------------------------------------lwage | L1. | .4863642 .1919353 2.53 0.011 .110178 .8625505 L2. | .3647456 .1661008 2.20 0.028 .039194 .6902973 | _cons | 1.127609 .2429357 4.64 0.000 .6514633 1.603754 -----------------------------------------------------------------------------Instruments for differenced equation GMM-type: L(2/2).lwage Instruments for level equation Pge p



dynamic . . . *3 the same case with limited number of instruments in the case of the large T (lo > ng time periods) . * twostep GMM pure time series for AR(2) model, we use only first available lag (yi, > t-2) for each period maximal number of instruments= 5) . . *at t=4 there is 1 instrument: y(i,2) . *at t=5 there is 1 instrument: y(i,3) . *at t=6 there is 1 instrument: y(i,4) . *at t=7 there is 1 instrument: y(i,5) . * plus intercept . xtabond lwage, lags(2) twostep vce(robust) maxldep(1) Arellano-Bond dynamic panel-data estimation Group variable: id Time variable: t



Number of obs Number of groups Obs per group:



Number of instruments =



5



Wald chi2(2) Prob > chi2



= =



2380 595



min = avg = max =



4 4 4



= =



1505.16 0.0000



Two-step results (Std. Err. adjusted for clustering on id) -----------------------------------------------------------------------------| WC-Robust lwage | Coef. Std. Err. z P>|z| [95% Conf. Interval] -------------+---------------------------------------------------------------lwage | L1. | .4881009 .2071965 2.36 0.018 .0820033 .8941985 L2. | .3716262 .1852204 2.01 0.045 .008601 .7346514 | _cons | 1.069578 .2210474 4.84 0.000 .6363334 1.502823 -----------------------------------------------------------------------------Instruments for differenced equation GMM-type: L(2/2).lwage Instruments for level equation Standard: _cons . xtabond lwage, lags(2)



vce(robust) maxldep(1)



Arellano-Bond dynamic panel-data estimation Group variable: id Time variable: t



Number of obs Number of groups Obs per group:



Number of instruments =



5



Wald chi2(2) Prob > chi2



= =



2380 595



min = avg = max =



4 4 4



= =



1372.33 0.0000



One-step results (Std. Err. adjusted for clustering on id) -----------------------------------------------------------------------------| Robust lwage | Coef. Std. Err. z P>|z| [95% Conf. Interval] -------------+---------------------------------------------------------------lwage | L1. | .4863642 .1919353 2.53 0.011 .110178 .8625505 L2. | .3647456 .1661008 2.20 0.028 .039194 .6902973 | _cons | 1.127609 .2429357 4.64 0.000 .6514633 1.603754 -----------------------------------------------------------------------------Instruments for differenced equation GMM-type: L(2/2).lwage Instruments for level equation Pge p



dynamic Standard: _cons . . * 4. Two step GMM for dynamic model with additional regressors . * Similar to Hausman- Taylor estimator for IV . * we have several situations: . * time invariant regessors =blk , fem (dropped because of first differentiatin > g) . * strictly exogenous regressors occ, south, smsa, ind . * predetermined regressors: current and lagged values of the regressors are u > ncorrelated to time-varying errors . * wks, lag (1,2) . * endogenous regressors (ms, lag(0,2), endogenous (union lag (0,2) . * the number of instruments: . * L2 = 3 regressors (lwage (-2), lwage (-3), lwage (-4) for periods 5,6,7 and 2 (lw > age (-2), lwage (-3)) for t=4) . * the total for that =11 . * L1.L.wks =8 regressors . * * L2.ms =8 regressors . * L2.union =8 regressors . * exogenous plus constant=5 regressors . * total 40 instruments . . xtabond lwage occ south smsa ind, lags(2) maxldep(3) pre(wks, lag(1,2)) endogenou > s(ms, lag (0,2)) twostep vce(robust) endogenous(union, lag(0,2)) artests(3) Arellano-Bond dynamic panel-data estimation Group variable: id Time variable: t



Number of obs Number of groups Obs per group:



Number of instruments =



40



Wald chi2(10) Prob > chi2



= =



2380 595



min = avg = max =



4 4 4



= =



1287.77 0.0000



Two-step results (Std. Err. adjusted for clustering on id) -----------------------------------------------------------------------------| WC-Robust lwage | Coef. Std. Err. z P>|z| [95% Conf. Interval] -------------+---------------------------------------------------------------lwage | L1. | .611753 .0373491 16.38 0.000 .5385501 .6849559 L2. | .2409058 .0319939 7.53 0.000 .1781989 .3036127 | wks | --. | -.0159751 .0082523 -1.94 0.053 -.0321493 .000199 L1. | .0039944 .0027425 1.46 0.145 -.0013807 .0093695 | ms | .1859324 .144458 1.29 0.198 -.0972 .4690649 union | -.1531329 .1677842 -0.91 0.361 -.4819839 .1757181 occ | -.0357509 .0347705 -1.03 0.304 -.1038999 .032398 south | -.0250368 .2150806 -0.12 0.907 -.446587 .3965134 smsa | -.0848223 .0525243 -1.61 0.106 -.187768 .0181235 ind | .0227008 .0424207 0.54 0.593 -.0604422 .1058437 _cons | 1.639999 .4981019 3.29 0.001 .6637377 2.616261 -----------------------------------------------------------------------------Instruments for differenced equation GMM-type: L(2/4).lwage L(1/2).L.wks L(2/3).ms L(2/3).union Standard: D.occ D.south D.smsa D.ind Instruments for level equation Standard: _cons . Pge p



dynamic ------------------------------------------------------------------------------------. * Dynamic panel models . * 1. 2SLS (or one step GMM Pure time series model for Ar(2) model with no other > regressors . . . * y(i,t)= f (const, dy(i, t-1), dy(i, t-2) with t= 4,5,6,7 . . * at t=4 there are 2 instruments available y(i, t-1) and y(i, t-2) . * at t=5 there are 3 instruments available y(i, t-1), y(i, t-2) and y(i, t-3) . * at t=6 there are 4 instruments available y(i, t-1), y(i, t-2), y(i, t-3) and y( > i, t-4) . * at t=7 there are 5 instruments available y(i, t-1), y(i, t-2), y(i, t-3), y(i, > t-4) and y(i, t-5) . * plus constant for itself . . . use mus08psidextract, clear (PSID wage data 1976-82 from Baltagi and Khanti-Akom (1990)) . describe Contains data from mus08psidextract.dta obs: 4,165 Baltagi



PSID wage data 1976-82 from



and Khanti-Akom (1990) vars: 22 26 Nov 2008 17:15 size: 295,715 (97.2% of memory free) (_dta has notes) ------------------------------------------------------------------------------------storage display value variable name type format label variable label ------------------------------------------------------------------------------------exp float %9.0g years of full-time work experience wks float %9.0g weeks worked occ float %9.0g occupation; occ==1 if in a blue-collar occupation ind float %9.0g industry; ind==1 if working in a manufacturing industry south float %9.0g residence; south==1 if in the South area smsa float %9.0g smsa==1 if in the Standard metropolitan statistical area ms float %9.0g marital status fem float %9.0g female or male union float %9.0g if wage set be a union contract ed float %9.0g years of education blk float %9.0g black lwage float %9.0g log wage id float %9.0g t float %9.0g tdum1 byte %8.0g t== 1.0000 tdum2 byte %8.0g t== 2.0000 tdum3 byte %8.0g t== 3.0000 tdum4 byte %8.0g t== 4.0000 tdum5 byte %8.0g t== 5.0000 tdum6 byte %8.0g t== 6.0000 tdum7 byte %8.0g t== 7.0000 Pge p



dynamic Standard: _cons . . * 4. Two step GMM for dynamic model with additional regressors . * Similar to Hausman- Taylor estimator for IV . * we have several situations: . * time invariant regessors =blk , fem (dropped because of first differentiatin > g) . * strictly exogenous regressors occ, south, smsa, ind . * predetermined regressors: current and lagged values of the regressors are u > ncorrelated to time-varying errors . * wks, lag (1,2) . * endogenous regressors (ms, lag(0,2), endogenous (union lag (0,2) . * the number of instruments: . * L2 = 3 regressors (lwage (-2), lwage (-3), lwage (-4) for periods 5,6,7 and 2 (lw > age (-2), lwage (-3)) for t=4) . * the total for that =11 . * L1.L.wks =8 regressors . * * L2.ms =8 regressors . * L2.union =8 regressors . * exogenous plus constant=5 regressors . * total 40 instruments . . xtabond lwage occ south smsa ind, lags(2) maxldep(3) pre(wks, lag(1,2)) endogenou > s(ms, lag (0,2)) twostep vce(robust) endogenous(union, lag(0,2)) artests(3) Arellano-Bond dynamic panel-data estimation Group variable: id Time variable: t



Number of obs Number of groups Obs per group:



Number of instruments =



40



Wald chi2(10) Prob > chi2



= =



2380 595



min = avg = max =



4 4 4



= =



1287.77 0.0000



Two-step results (Std. Err. adjusted for clustering on id) -----------------------------------------------------------------------------| WC-Robust lwage | Coef. Std. Err. z P>|z| [95% Conf. Interval] -------------+---------------------------------------------------------------lwage | L1. | .611753 .0373491 16.38 0.000 .5385501 .6849559 L2. | .2409058 .0319939 7.53 0.000 .1781989 .3036127 | wks | --. | -.0159751 .0082523 -1.94 0.053 -.0321493 .000199 L1. | .0039944 .0027425 1.46 0.145 -.0013807 .0093695 | ms | .1859324 .144458 1.29 0.198 -.0972 .4690649 union | -.1531329 .1677842 -0.91 0.361 -.4819839 .1757181 occ | -.0357509 .0347705 -1.03 0.304 -.1038999 .032398 south | -.0250368 .2150806 -0.12 0.907 -.446587 .3965134 smsa | -.0848223 .0525243 -1.61 0.106 -.187768 .0181235 ind | .0227008 .0424207 0.54 0.593 -.0604422 .1058437 _cons | 1.639999 .4981019 3.29 0.001 .6637377 2.616261 -----------------------------------------------------------------------------Instruments for differenced equation GMM-type: L(2/4).lwage L(1/2).L.wks L(2/3).ms L(2/3).union Standard: D.occ D.south D.smsa D.ind Instruments for level equation Standard: _cons . Pge p



dynamic . * the addition of extra regressors do not change the parameters considetrably, but > increases the errors (week instruments) . . . * test for autocorralation . * If epsilon (i,t) is serrialy uncorrelated we expect to reject the hypothesis at t > he first order of differenciating, but not at the higher levels . . estat abond Arellano-Bond test for zero autocorrelation in first-differenced errors +-----------------------+ |Order | z Prob > z| |------+----------------| | 1 |-4.5244 0.0000 | | 2 |-1.6041 0.1087 | | 3 | .35729 0.7209 | +-----------------------+ H0: no autocorrelation . . * we reject at order 1, but not at order 2, 3. conclusion: there is no serial corre > lation in the original error. . . * Sargan test for overidentifying restrictions: we have 11 parameters and 40 instru > ments = 29 overidentifying restrictions . *we should use the estimation without robust option . . xtabond lwage occ south smsa ind, lags(2) maxldep(3) pre(wks, lag(1,2)) endogenous( > ms, lag (0,2)) twostep endogenous(union, lag(0,2)) artests(3) Arellano-Bond dynamic panel-data estimation Group variable: id Time variable: t



Number of obs Number of groups Obs per group:



Number of instruments =



40



Wald chi2(10) Prob > chi2



= =



2380 595



min = avg = max =



4 4 4



= =



1640.91 0.0000



Two-step results -----------------------------------------------------------------------------lwage | Coef. Std. Err. z P>|z| [95% Conf. Interval] -------------+---------------------------------------------------------------lwage | L1. | .611753 .0251464 24.33 0.000 .562467 .661039 L2. | .2409058 .0217815 11.06 0.000 .198215 .2835967 | wks | --. | -.0159751 .0067113 -2.38 0.017 -.029129 -.0028212 L1. | .0039944 .0020621 1.94 0.053 -.0000472 .008036 | ms | .1859324 .1263155 1.47 0.141 -.0616413 .4335062 union | -.1531329 .1345067 -1.14 0.255 -.4167613 .1104955 occ | -.0357509 .0303114 -1.18 0.238 -.0951602 .0236583 south | -.0250368 .1537619 -0.16 0.871 -.3264046 .2763309 smsa | -.0848223 .0477614 -1.78 0.076 -.1784329 .0087884 ind | .0227008 .03597 0.63 0.528 -.0477991 .0932006 _cons | 1.639999 .3656413 4.49 0.000 .9233556 2.356643 -----------------------------------------------------------------------------Warning: gmm two-step standard errors are biased; robust standard errors are recommended. Instruments for differenced equation Pge p



dynamic . * the addition of extra regressors do not change the parameters considetrably, but > increases the errors (week instruments) . . . * test for autocorralation . * If epsilon (i,t) is serrialy uncorrelated we expect to reject the hypothesis at t > he first order of differenciating, but not at the higher levels . . estat abond Arellano-Bond test for zero autocorrelation in first-differenced errors +-----------------------+ |Order | z Prob > z| |------+----------------| | 1 |-4.5244 0.0000 | | 2 |-1.6041 0.1087 | | 3 | .35729 0.7209 | +-----------------------+ H0: no autocorrelation . . * we reject at order 1, but not at order 2, 3. conclusion: there is no serial corre > lation in the original error. . . * Sargan test for overidentifying restrictions: we have 11 parameters and 40 instru > ments = 29 overidentifying restrictions . *we should use the estimation without robust option . . xtabond lwage occ south smsa ind, lags(2) maxldep(3) pre(wks, lag(1,2)) endogenous( > ms, lag (0,2)) twostep endogenous(union, lag(0,2)) artests(3) Arellano-Bond dynamic panel-data estimation Group variable: id Time variable: t



Number of obs Number of groups Obs per group:



Number of instruments =



40



Wald chi2(10) Prob > chi2



= =



2380 595



min = avg = max =



4 4 4



= =



1640.91 0.0000



Two-step results -----------------------------------------------------------------------------lwage | Coef. Std. Err. z P>|z| [95% Conf. Interval] -------------+---------------------------------------------------------------lwage | L1. | .611753 .0251464 24.33 0.000 .562467 .661039 L2. | .2409058 .0217815 11.06 0.000 .198215 .2835967 | wks | --. | -.0159751 .0067113 -2.38 0.017 -.029129 -.0028212 L1. | .0039944 .0020621 1.94 0.053 -.0000472 .008036 | ms | .1859324 .1263155 1.47 0.141 -.0616413 .4335062 union | -.1531329 .1345067 -1.14 0.255 -.4167613 .1104955 occ | -.0357509 .0303114 -1.18 0.238 -.0951602 .0236583 south | -.0250368 .1537619 -0.16 0.871 -.3264046 .2763309 smsa | -.0848223 .0477614 -1.78 0.076 -.1784329 .0087884 ind | .0227008 .03597 0.63 0.528 -.0477991 .0932006 _cons | 1.639999 .3656413 4.49 0.000 .9233556 2.356643 -----------------------------------------------------------------------------Warning: gmm two-step standard errors are biased; robust standard errors are recommended. Instruments for differenced equation Pge p



dynamic GMM-type: L(2/4).lwage L(1/2).L.wks L(2/3).ms L(2/3).union Standard: D.occ D.south D.smsa D.ind Instruments for level equation Standard: _cons . . estat sargan Sargan test of overidentifying restrictions H0: overidentifying restrictions are valid chi2(29) Prob > chi2



= =



39.87571 0.0860
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