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Appendix B SUBSPACE C O R R E C T I O N M E T H O D S AND M U L T I G R I D T H E O R Y Peter Oswald



Bell Laboratories, Lucent Technologies, RM 2C-403, 600 Mountain Avenue, Murray Hill, NJ 07974, USA



This is an introduction to the modern theory of iterative subspace correction methods for solving symmetric positive definite variational problems in a Hilbert space. The basics of stable space splittings and the convergence properties of additive and multiplicative Schwarz methods are given in the form of a discussion rather than a rigorous mathematical treatment. The standard applications to multigrid algorithms and domain decomposition schemes are covered. The examples are based on finite difference discretizations of Poisson’s equation, and are adapted to the main material of the book which is oriented towards a more practically oriented user of multigrid methods in large-scale applications in the engineering sciences. B. I INTRODUCTION



This monograph concentrates on the efficient parallel implementation of multigrid methods for PDE discretizations and emphasizes quantitative multigrid theory. The present appendix is complementary, and provides a bridge to the state-of-the-art qualitative multigrid theory. By qualitative we mean the analysis of optimality of multigrid algorithms and other methods used in scientific computing in the asymptotic range, i.e. if the mesh parameter h in the discretization of the problem tends to 0 and, consequently, the number of equations tends to infinity. Even though we believe that the distinction between quantitative and qualitative multigrid theories is more of a philosophical nature, both appear to have their merits and shortcomings. Using the qualitative theory, the optimal O ( N ) operation count of a FMGcycle to solve a finite difference or finite element discretization of a second-order elliptic PDE problem within discretization error can be rigorously justified under conditions that are much more general than those required by the quantitative theory. Nonuniform grids and nested refinement can easily be treated. However, no specification of the size of the constants 533



534



MULTlGRlD



in the O ( N ) estimate can be given. Neither approach can give a satisfactory treatment of the robustness problem at large, they do not provide reliable performance estimates for problems with strongly varying coefficients or predominantly nonsymmetric or indefinite behavior such as convection-diffusion problems or Helmholtz equations. Some recent developments in the qualitative theory have led to a unified treatment of seemingly different types of iterative solution methods for operator equations, including multigrid algorithms, domain decomposition methods, fictitious domain methods, but also “old-fashioned’ block-iterative solvers. A simplified version of this modern theory of subspace correction methods will be outlined below, together with examples for multigrid and domain decomposition algorithms. The basic idea of subspace correction methods consists in the following (in later places, we will replace the matrix notation used at this moment by an operator notation which will make it easier to see connections with other concepts, e.g. from applied Fourier analysis). Given a linear system Lu = f



(B.l.1)



of large dimension N , in a subspace correction method we use a finite number of auxiliary problems I



L J. 6J. -- f



j ,



j=l,...,J,



(B.1.2)



+



of usually smaller dimension N j (N1 . . . + N J N ) . Note that in some applications the L j are just diagonal submatrices of L and the 6 j subvectors of u which has led to the synonym subproblems or subspace problems for (B. 1.2). However, the main implicit assumption is that any of the i j is invertible, and that the auxiliary problems (B.1.2) can be solved fast, typically, in O ( N j ) operations. Finally, simple prolongation matrices Pj of dimension N x N j and restriction matrices Rj of dimension N j x N are necessary to link the subproblems (B. 1.2) to the original system (B. 1.1). In analogy with classical iterative methods such as Jacobi and Gauss-Seidel iterations, we can now define the two prototypes of algorithms for the solution of (B.1.2) based on the subproblems (B. 1.2) and the given set of prolongation and restriction matrices. Additive subspace (AS) correction method uk+’ = AS(@,u k , L , f ;i j , P j , R,,) Residual computation Compute rk = f - L U ~ . Restriction and solution of independent subspace problems For j = 1 , . . . , J , compute? i = i T 1 R j r k . J J Prolongation and update Compute uk+l = uk + w P~c:.



c!=,



The error iteration matrix for this AS iteration becomes .I



MAS = I - w B L ,



B =



PjL;‘Rj, j=l



(B.1.3)
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where B can be considered as preconditioner for L associated with the given choice of subspace problems (B.1.2), more precisely, with the choice of { L j , P j , Rj: j = 1, . . . , J ) . The relaxation parameter w is introduced for convenience, it could be replaced by individual relaxation parameters wj ,j = 1, . . . , J , and can be interpreted as a way of correctly scaling the subspace problems (B.I.2) with respect to the original system (B.1 .I). Formally, the multiplication by B looks very suitable for parallelization, however, the parallel efficiency truly depends on the choices for L j , Pj , R j . Obviously, the iteration AS as detailed above generalizes the w-Jacobi relaxation (for details, see Section B.3). As it may be anticipated from its description, the AS method is usually not very fast. A more efficient way to use the subproblems to compose an iterative method for (B.l.l) seems to be the following analog of a SOR relaxation.



Multiplicativesubspace(MS)correctionmethod u k f l = M S ( w , u k , L , f ; L j , P j , R j ) (1) Initialization Set v 1 = u k . (2) Loop through subspace problems for j = 1, . . . , J , Compute r J = f - L v J . Restrict and solve a subspace problem V JJ = LJ' R j r j . Compute prolongation and update (3) Exit Set uk+l = uJ+1.



uj+l = v j



+ w Pi 6:.



The error iteration matrix for the MS method possesses a product representation as follows: M M S = (I - w P j L J ' R j L ) . . . ( I



-



o P ~LF' R1L).



(B. 1.4)



At first glance, the sequential nature of the MS iteration and the computation of residuals involving L in each step of the inner loop seem to make the algorithm less attractive for parallel implementations. However, a closer look at the implementation of the MS method reveals that such a statement is again dependent on the particular setting. The MS algorithm can be modified in several important directions, most importantly, the ordering of the subspace problems now matters (this is analogous with differences between GS-LEX and GS-RB) and subspaces can be used repeatedly in one loop. Some of these variations will be mentioned in Section B.3. In Sections B.2 and B.3, we will present the abstract theory of subspace correction methods for the case of symmetric positive dejinite systems (B. 1.1). This "soft" theory requires only knowledge about the basics of Hilbert spaces and classical numerical linear algebra. We provide examples, partly with finite element background, that should help readers to understand the concepts and the results. In Section B.4, we examplify the application of this theory to multigrid methods by deriving a qualitative V-cycle convergence result for the finite difference discretization of the Poisson equation. Domain decomposition methods, the other mainstream application of the theory of subspace correction methods, are considered in Section B.5.
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Since this appendix is, in a certain sense, complementary to the main contents of this book, the presentation is kept on an informal level. The reader interested in more mathematical details and recent developments is recommended to consult the literature cited below. The same comment applies to the absence of information on the history of the theory presented below. Since the idea of transforming and splitting a large problem into a number of similar (sub-)problems is so obvious, analogous algorithms and attempts to formalize and treat them have been around in most areas of applied and numerical mathematics, e.g., in applied harmonic analysis and optimization. We specifically recommend the survey articles and books [54, 102, 117, 134, 176, 180, 298, 362,425,4351 for further reading. B.2 SPACE SPLITTINGS



In this section, we change our notation slightly. Let V denote a finite-dimensional Hilbert space, with scalar product ( u , u)v and norm IIu 11 v = d m , u , u E V. For simplicity, everything is assumed to be real-valued. A function C = l ( u , u ) with arguments u , u E V and values in R is called V-elliptic if it is linear in each argument (thus, representing a bilinear form on V) and satisfies the inequalities



The first inequality is also called the continuity or boundedness of the bilinear form l , the second the stability or coercivity of l . The best possible values of the positive constants 0 E (B.2.1) u ( x , y ) = o , (x, y ) E r, where f " is a given function. Suppose that (B.2.1) possesses a (sufficiently smooth) solution u (x, y). Formally, by multiplying the differential equation by any (sufficiently smooth) function v(x, y) that vanishes on the boundary r, integrating over Q, and applying Green's formula, we have



=



s,



V u ( x ,Y ) . Vv(x, Y>dx dy



where V denotes the gradient operator. The integral with respect to since v(x, y) = 0 on r. Thus, if we denote [ ( u , v) = ( u , v)1



=



s,



r has been dropped



Vu(x, y ) . Vv(x, y ) dx d y ,



then necessarily



for all sufficiently smooth v ( x , y) vanishing on r . The derivation of this so-called variational formulation (B.2.2) associated with (B.2.1) can be made mathematically precise, if we introduce the concept of weak solutions of (B.2.1) in the Sobolev space Hi(Q2) [89, 1791. For the purpose of this informal introduction into subspace correction methods, it suffices to switch immediately to Galerkin methods based on (B.2.2). Let us take any finite-dimensional space V (dim V = N ) of functions on Q that vanish on r and such that both (., .)I and (., .)o make sense as scalar product on V (this essentially reduces to requiring that = (v, v)k = 0 and v E V implies u = 0 for either k = 0 or k = 1). With this assumption, it is clear that [ ( u , v) when considered as a bilinear form on that V is symmetric and V-elliptic with respect to either of the two scalar products (if V is equipped with the scalar product (., .)I then the ellipticity constants are simply y = p = 1, in the other case their ratio K ( [ ) = p / y is typically very large). In the following, we will sometimes use the more explicit notation {V; (., . ) v }to indicate which scalar product is meant. For instance, if l is a symmetric V-elliptic form then { V ;l } itself is a possible choice.



Ilvlli
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As a consequence, the finite-dimensional variational problem of finding u such that l ( u , v) = f ( v )



vuEv



E



V



(B.2.3)



has a unique solution which is a minimizer of the energyfunctional J ( u ) = l ( u , u) - 2f(u) associated with (B.2.3). This solution is, roughly speaking, a projection of the exact solution of (B.2.1) into the N-dimensional space V . There is a well-understood procedure to estimate the discretization error associated with this Galerkin projection which we will not go into. To find the solution u E V of it computationally, typically a basis @ = {cp" i = 1, . . . , N} in V will be chosen, and (B.2.3) turns into an equivalent system of linear equations (B.l.I), where coefficient matrix and right-hand side are given by m



N



= (lm,n = [ ( w ~ w, ) ) m , n = l ,



f



= ( f m = f ( ~ ~ ) > ~ .(B.2.4)



The matrix L is necessarily symmetric positive definite: its properties are sensitive to both the bilinear form l and the choice of the basis @ in V . Here is the finite element example we wish to discuss. Assume for simplicity that R is a polygonal domain and equipped with a quasi-uniform and regular triangulation 7 (this means that all triangles are well-shaped (i.e. the smallest angle is bounded from below by a fixed value) and have approximately the same diameter M h , and that neighboring triangles share a common vertex or a common edge). Figure B.l(a) shows a typical triangulation. The space V = V ( I )of linearjnite elements associated with 7 consists of all continuous functions on R that vanish on r and are linear (i.e. take the form u ( x , y ) = a bx cy for some a , b , c E R)when restricted to any of the triangles in 7.Any function u E V ( 7 ) is uniquely determined by its values u iat the interior vertices or nodal points P i = ( x i , yi) of 7,and can be recovered by linear interpolation on each triangle (clearly, values at boundary vertices are set to 0). The dimension N of V ( 7 )coincides with the number of nodal points, and due to the assumptions on 7 ,satisfies N x hP2. The standard basis functions q i , known as the nodal bases or simply hat functions, are defined as the Lagrange functions for this local, piecewise linear interpolation scheme, i.e. p i E V ( 7 ) , i = 1, . . . , N, is given



+ +



Figure B. I. (a) Triangulation; (b) linear finite element nodal basis function.
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by requiring



The support of any pi is very small: it consists of the union of triangles adjacent to Pi. Figure B.l(b) shows a typical nodal basis function. Let us mention in passing that under some assumptions on C2 and f " (which are weaker than the corresponding conditions for finite difference schemes), this choice of V as finite-dimensional space in the Galerkin formulation (B.2.3) leads to a discretization error of O ( h 2 )in the 11 . 110 norm and of O ( h ) in the )I . 11 1 norm, respectively. The associated matrix L is sparse, with x N % hK2 nonzero entries, but has a deteriorating condition number K ( L ) % h K 2 if h + 0. A drawback of the finite element approach is that the computation of the scalar products in the formula for lm,n and f m (see (B.2.4)) requires numerical integration, and generally leads to more work in the assembly process of the linear system. A



Example B.2.3 If Q is a rectangle (or composed of several rectangles), partitions R into rectangles can be used instead of triangulations, and a completely similar setup leads to the space of bilinear Jinite elements V ( R ) with analogous properties of the associated Galerkin formulation (B.2.3) resp. (B.2.4). Clearly, the restriction of any u E V(R) to any subrectangle of the partition will be a bilinear function: u ( x , y) = a + bx cy dxy. A



+ +



There are many other choices (higher order finite element and spectral element spaces, wavelet spaces, linear combinations of radial basis functions or Gaussians) that appear in connection with data approximation and the solution of various operator equations and can be used within a Galerkin scheme. However, for the purpose of this appendix we will restrict ourselves to the above examples. We will now introduce the notion of stable space splittings which allows us to give a unified treatment of subspace correction methods as methods based on properly representing Hilbert spaces by sums of other Hilbert spaces. The notation is chosen such that the analogy with the introduction becomes obvious. Fix the N-dimensional Hilbert space V, and consider the problem (B.2.3) where C is a symmetric V-elliptic bilinear form. For j = 1, . . . , J , let vj be a Nj-dimensional Hilbert space and i j symmetric Vj-elliptic bilinear forms. We do not assume that Pj c V, instead we require that a link between v j and V is established by linear mappings (embeddings or prolongations) Pj : vj -+ V.



Definition B.2.1 We call the formal decomposition



c J



{ V ; C) "=



Pj{Vj; i j ]



(B.2.5)



j=1



a stable space splitting of { V; C) using the spaces (Vj; i j } and the embeddings Pj, j = 1, . . . , J , if any u E V admits at least one representation



(B.2.6) j=I
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and



(B.2.7)



satisfies a two-sided inequality



with positive constants q , i j . The infimum in (B.2.7) is taken with respect to all admissible representations (B.2.6). The optimal constants q , i j in (B.2.8) are called lower and upper stability constants of the splitting (B.2.5), respectively, their ratio K = q / q is the condition of the splitting. Note that in the finite-dimensional setting described here, the assumption (B.2.6) automatically implies (B.2.8). The definition can be extended to countably many spaces ?j ( J = a), and V as well as ?j could be separable Hilbert spaces. Then (B.2.8) becomes a real assumption. This extension is useful to connect the discrete theory outlined here with general recipes from approximation theory and the theory of function spaces. The importance of Definition B.2.1 will become clear in Section B.3, let us just mention that keeping the size of K small and independent of J will be critical for the fast convergence of subspace correction methods. We now present some examples of stable splittings which illustrate the flexibility of the abstract concepts and are a preparation for the subsequent sections of this appendix.



Example B.2.4 This example is related to classical block-iterative solvers for (B.l.l). Consider the situation of Example B.2.1. Split the index~setA = { 1, . . . , N ] into painvise disjoint nonempty sets A j and set N; = # A j . Without loss of generality, assume A1 = (1, . . . , N l ] , A2 = {N1 1 , . . . , N1 N z } , and so on. By L j we denote the (symmetric positive definite) submatrices of L of dimension N j corresponding to A j . Set



+



+



and introduce the prolongations Pi : RNj + RN by



j = I , . . . , J . This gives a stable space splitting since (B.2.6) holds for exactly one choice of 6;:
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Thus, the infimum in (B.2.7) can be dropped, and it is easy to see that



where L = diag(L1, . . . , L J ) is a block-diagonal matrix of dimension N consisting of the diagonal submatrices of L corresponding to the index sets A j . The stability constants of the splitting and its condition coincide with the extremal eigenvalues and the spectral condition number of the matrix L - l L , respectively. An extremal case occurs if we choose one-element sets A j = { j ) ,j = 1, . . . , N . Then N j = 1 and J = N . The L j are of size 1 and given by the diagonal entry l j , j of L. Thus, L = diag(L), and the space splitting has to do with diagonalpreconditioning. In the general case, the splitting is associated with block-diagonalpreconditioning. Since the other, trivial extremal case would be to choose J = 1 and A 1 = A (then k ’ L is just the identity matrix) there arises the interesting design problem of finding the right balance between the size of the submatrices N j and their overall number J . Figure B.2 shows the grid points associated with several choices of index sets A j , j = 1,2, for the Model Problem I, the five-point discretization of the Dirichlet problem for Laplace’s equation on a uniform square grid. In each case, we could have further split the two index sets. While the first two examples are related to smoothers with red-black-ordering and line smoothing (the condition of the associated splitting is % h-* and of the same order as for diagonal preconditioning and the condition number of L itself), the last one relates to the domain decomposition approach which will be discussed in Section B.5. In the latter case, the condition of the associated splitting is % h-’ H-’ where H > h is the stepsize parameter of the underlying choice of A j . The reader is encouraged to establish these bounds, the extremal vectors that give the order of the constants q and ij in (B.2.8) are unit vectors, on the one hand, and vectors associated with the grid values of “smooth” functions such as on the other. There are many useful generalizations of this example: the sets A j may overlap and the matrices L j need not be the corresponding diagonal submatrices of L . The examples below (even though they are cast in a different language) are of this type. a



cpi”,



I



I



I



I



I



I



Figure B.2. Choices of { A j )for the five-point discretization.



I



I



I
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Figure 8.3. Meshes for the fictitious space example.



Example B.2.5 Here is an example related to thejctitious space method. Consider three finite difference meshes of mesh size x h on three different domains s2 % h c h as shown schematically in Fig. B.3. The first mesh which is not a square partition is assumed to be a slight distortion of the square partition of the L-shaped domain h shown in the center. We assume that there is a discrete one-to-one mapping between the grid points of the two meshes which is close to a linear mapping restricted to this set (such meshes are sometimes called topologically equivalent). The third mesh is a square mesh of a unit square h which contains the mesh of the L-shaped domain (the further details shown in the right-hand side picture will be explained below). Suppose that we have to solve a linear problem (B. 1.1) associated with a finite difference or finite element discretization of (B.2.1) on the first domain and mesh (although this has not been detailed in this monograph, there are standard methods to derive finite difference approximations on unstructured meshes). By i and L we will denote the stiffness matrices of the finite difference discretization of (B.2.1) with respect to the meshes on h and f2, respectively. Note that i is a submatrix of L. Set V = ? = RN and = Rfi where N and I? > N denote the number of interior grid points of the meshes for h and h, respectively. Define the bilinear forms t , i,and e" as in Example B.2.1. With proper assumptions on the discretization on the first mesh and on its one-to-one mapping onto the second mesh, we have



v



l ( u ,u)



%



i ( u , u ) = h-2



lAeuI2



(B.2.9)



e



for all vectors u E RN,where the summation is with respect to all interior edges of the meshes on s2 resp. 6,and A,u is the difference of the values of the grid function associated with u at the endpoints of e. A similar relationship holds fore".Let R : RN + RN correspond to the natural extension-by-zero operator of grid functions on the first two meshes (which can be identified by assumption) to the larger square mesh, and P = RT : RN + RN the natural restriction operator. Then ( V ;l } 2:



{?;i} 2 P { V ; Z}



(B.2.10)



can be viewed as stable space splittings with J = 1. The condition of the first splitting is bounded, independently of h , as follows from the spectral equivalence of L and i expressed by (B.2.9).
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Let us show that the condition of the second splitting is of the order % h-’ as h + 0 (this behavior can be improved if a better R and P = RT based on discrete harmonic extension are used). Consider any ii E RN such that u = Pi.By (B.2.9) we have Q U , U ) % i ( u , U ) = h-2



C I A , U II ~ hp2 C I A , R U I = ~ &RU,



RU),



eciz



ech



since Ru = u on f2 and Ru = 0 on f2\6 by definition of R . Thus, since P R u = u we obtain



I I I U I I I= ~ inf



&i, U> I & ~



u ~,



u =)i ( u , u )



u : u=PU



for some i j > 0. On the other hand, fix an arbitrary u u = Pi.Then



E



5 ije(u, u )



RN and consider any



U



E



RN such that



The second term in the last expression (the Euclidean norm of the subvector of ii corresponding to the grid points on the boundary af2 of the L-shaped domain f2) is bounded 1- - from above by Ch- l ( u , u ) . For our example, this discrete Poincare-type estimate can be verified as follows. Observe that we can connect each of those Ps with a grid point Ps‘on the boundary of fi on a separate set E S of 5 Ch-’ interior edges from the mesh on f2 (see the dashed lines in Fig. B.3). Since ii(xs’, y”’) = 0, we have



Ps



Summation with respect to s (recall that the sets E S are pairwise disjoint) gives the above bound. Altogether, we have



i(u, u ) 5 (1



+ 3 C h - ’ ) l ( i , i)



for all ii satisfying u = Pi.It remains to take the infimum with respect to ii which yields [ ( u , u ) x i ( u , u ) 5 1/r]lllul112



(r]



= (1



+C h - y



x h).



Thus, we have proved the upper bound O(h-’) for the condition, that it cannot be improved is clear from looking at unit vectors u , on the one hand, and a u obtained from the grid function cp”; by restricting it to f2,on the other. A
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Example B.2.6 This example introduces to the multilevel splittings ofjinite element spaces which are central for the applications to multigrid theory. A more complete account of the underlying concepts and their roots in spline approximation and function space theory, has been given in [298]. The standard setting is to start with a sequence of partitions of a polyhedral domain in Rd obtained by some sort of regular refinement, and such that a fixed type of finite element construction leads to an increasing sequence



{q}



of finite element spaces on these partitions. Not all finite element constructions share this property but there are a number of worked examples. For instance, linear finite element spaces on triangulations and tetrahedral partitions in two and three dimensions, respectively, which are of importance for the numerical solution of second-order elliptic boundary value problems satisfy the above nestedness assumption. For simplicity, let R be the unit square. Consider a sequence of uniform triangulations of diameter 2 J ,j = 1 , 2 , . . . ,as shown in Fig. B.4. Note that I J + 1 is obtained from by subdividing all triangles into four (equal) subtriangles. This procedure is called regular dyadic rejinement. Note that the triangulation shown in Fig. B.l(a) is an example of a triangulation on a polygonal domain obtained by two regular dyadic refinements from an initial, coarse triangulation into five triangles. More general refinement procedures are possible (bisection algorithms, nested local refinement) but will not be discussed here. Let v j = V ( q ) be the corresponding finite element spaces of Example B.2.2, and set i j ( i j , i ? j ) = 2 2 j ( i j , V j ) o . Note that vj is a proper subspace of v j + l , with scalar products that are identical up to a constant scaling factor, and that the dimensions N j = dim ?; x 22J grow exponentially with j . Denote by Z;+' : vj + v;+l the natural



IJ



IJ



. . . I!+', j < J , be their iterates. Assume now embedding operators, and let Z/ = J that we have to solve (B.2.2) with respect to the space VJ = V ( ~ J Therefore, ). we set



A



7,



7 2



7 3



Figure B.4. Dyadically refined triangulations for Example B.2.6.



SUBSPACE CORRECTION METHODS AND MULTlGRlD THEORY



545



Theorem B.2.1 The space splitting



c J



{ V J ;e J ) E



Z/{.,;



(B.2.11)



ij}



j=1



is stable, with stability constants q J , i j J and condition dently of J :



0 < q i 0.1 i i j j 5 i j < m,



KJ



that remain bounded, indepen=ij/q.



KJ



(B.2.12)



Proofs of this result can be found in the literature cited in Section B.1. There are many variations connected with it. For instance, if



iij = is the unique representation of space vj then



Uj



p"qI? Nj



.



.



J



J



i=l with respect to the nodal basis @ j in the finite element Ni



N;



(B.2.13) i=l i=l To see this so-called L2-stability of the nodal basis @ j , use the fact that for a function u which is linear on a triangle A and takes values a, ,9, y at its three vertices, we have u ( x , yI2 d x dy



= lAl(a2 + P2 + y 2 )



with constants independent of A (as usual, lAl denotes the area of A). Application to the piecewise linear function iij and each triangle in leads to (B.2.13). This relationship allows us to conclude that the splitting into one-dimensional spaces vj associated with the basis functions q$



IJ



I



N,



j=1 j=l is also stable, with stability constants and condition again satisfying (B.2.12) (with possibly different values for q , ij). The only requirement on ?; is



p. J (qi., J cpf ) x 1,



(B.2.15)



uniformly in j and i , which is satisfied for choosing it as the restriction of either e J or i j to vj. To obtain the necessary estimates for the triple bar norm associated with (B.2.14), take the corresponding result for the splitting (B.2.1 l), substitute (B.2.13), together with the scaling assumption (B.2.15) on ?. (note that ii; E fj means that ii; can be written as J . a scalar multiple of the basis function @.). J
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We conclude with some general statements on stable space splittings. First, let us mention the following equivalent formulation of (B.2.2) if a stable splitting (B.2.5) is available. Define linear operators T; : V -+ and elements $; E j = 1, . . . , J , by requiring



v;



v;,



~ ; ( T ; u V, j ) = [(u,P;V;)



V 5; E



V;,



(B.2.16)



and



i;($;, 6;) = f(P;G;) vv; For any given u operator



E V,



E



v;.



(B.2.17)



these are well-defined Galerkin formulations on the spaces



c;. The



J



(B.2.18)



P=CPjT;: V-t V ;=l



is called the additive Schwarz operator associated with (B.2.5). Also, define q5 = p;$;.



c;=,



Theorem B.2.2 Assume that the space splitting (B.2.5) is stable. Then P is symmetric positive dejinite with respect to ( V ;e), its spectral condition number coincides with the condition of the splitting, and its extremal eigenvalues with the values q-' and q-'. The operator equation (B.2.19)



P u = q5, has the same solution as the variational problem (B.2.2).



For the elementary proof, see [298, Section 4.11. In some cases, P can be written explicitly. For instance, in Example B.2.4, we have P = k l L . The additive Schwarz operator associated with the splitting (B.2.14) takes the form (B.2.20) To see this, note that the problems (B.2.16) are one-dimensional and, therefore, can be solved explicitly, and that the prolongations are given by natural embeddings which are omitted in the above formula. The formula (B.2.20) has a very familiar appearance, it reminds us of the Fourier series representation (with the difference that the system



r;'



J



CD



=



U Q; ;=I



= {@.: i = 1, . . . , N ; , j = 1, . . . , J} J



(B.2.21)



is neither orthogonal nor a basis in V). This connection is very useful, especially for proving the stability of certain space splittings by using known results from applied harmonic analysis and function space theory [298] but also to see the benefits and drawbacks of emerging wavelet algorithms for solving PDE discretizations [ 1161.
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The last remark is about verifying the stability of a given splitting. The upper bound for 11 lull l 2 requires us to find a good decomposition of arbitrary elements u E V with components V j E fj such that u = C j Pj U j . If there is only one admissible representation (B.2.6) then we have no choice but to consider this decomposition (thus, to “guess” a good set of auxiliary spaces ?j is the important part of proving anything about the splitting). Otherwise, we have some choice in (B.2.6), and suitable decompositions are constructed by using various projections onto the spaces f;. For instance, when deriving Theorem B.2.1, one often relies on the L2-orthoprojection operators Q; : L2(R) -+ Vj given by (Qju, Vj)o = (u,V;)o j



(B.2.22)



V V j E Vj,



> 1. For them, the two-sided inequality J ( U J , ~ J ) Ix



IIQI~JII;+~~~~IIQ~.J



-



2 Q.j-iu~II0 V U JE



VJ,



(B.2.23)



;=2 can be proved (e.g., using approximation-theoretic and elliptic regularity results), again with constants uniformly bounded with respect to J . Let us show that (B.2.23) implies Theorem B.2.1. - By setting U j = Q;u J - Qj-1 u J for j = 2, . . . , J , and U l = Ql u J , we have U; E V; and u~ = c j J= l U ; . This implies the upper bound for the stability of the splitting (B.2.11): .I



J



5



IIQI~JII~



2 + C22iIIQjU~ - Q;-iu~llo ;=2



i C ( U J U, J ) I = C ~ J ( UUJJ ,) . On the other hand, for an arbitrary decomposition (B.2.6), using the fact that the spaces V j form an increasing sequence and that the Q j are linear projections, we have



and
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An analogous estimation works for 11 Qlu J .;1



Thus,



Taking the infimum with respect to all admissible representations (B.2.6), we see the lower bound for the stability of the splitting (B.2.11). Speaking in practical terms, the orthoprojections Q j are still too involved (the solution of (B.2.22) is not straightforward), and one would like to replace them by more explicit constructions. Finite element interpolation operators Zju : C(fi) + fj defined by requiring the interpolation condition ( Z j u ) ( x i ,y’) = u ( x i ,y i ) at all (boundary and interior) vertices of come to mind but do not necessarily lead to the “optimal” decomposition to prove Theorem B.2.1, more recently, quasi-interpolants have been proposed. A simple set of quasi-interpolant operators which could be used for the above linear finite element spaces is given by



IJ



(B.2.24) Although these Q j are not projections onto fj, they at least reproduce constant functions locally in the interior of the triangulation which is often enough (local preservation of polynomials of a certain degree is one of the characteristics of quasi-interpolant operators). More importantly, the Q j are well-defined and uniformly bounded with respect to L2(!2), and they can be computed by fast algorithms. The typical method to establish the lower bound in the stability requirement (B.2.8) of a splitting (B.2.5) is the proof of so-called strengthened Cauchy-Schwarz inequalities [425, 4351. The simplest version is as follows: introduce a matrix E = ( ( ~ j , i ) ) ; ~ - ~where the entries are defined as the positive constants for which



IJ



3



“PjVj, PlV1)2 5 Ej,lij(Vj, Vj)il(Vl, V l )



vVj



E vj, Vl E



4.



Without loss of generality, we may assume that E is symmetric. Let h,,,(E) largest eigenvalue of the matrix E .



-



(B.2.25) denote the



Lemma B.2.1 For an arbitrary space splitting (B.2.5)we have Q u , u ) 5 ~rnax(E)Ill~11I2v u E



v,



(B.2.26)



where the matrix E is determined from the strengthened Cauchy-Schwarz inequalities (B.2.25)as described above.
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The proof of this lemma is straightforward. Considering an arbitrary admissible representation (B.2.6), we obtain



(c c J ) c J



e(u, u ) =



e



j=1



J



P.ii



Pjij,



j=1



'



=



Q P j i i j , Pliil)



j,l=l



Since the representation was arbitrary, we arrive at (B.2.26). By properly scaling the auxiliary bilinear forms j j we can ensure that ej.j = 1. As a consequence, we have 0 5 e;,l 5 1 for all nondiagonal entries. This implies 1 5 h,a,(E) 5 J , both extremes are possible. Going through the above examples, we see that q = 1 in Example B.2.4 because in this case E can be chosen as the identity matrix. For examples where J is small (such as Example B.2.5), we can use the trivial bound hmax( E ) 5 J maxej,j. A nontrivial situation arises in Example B.2.6. By carefully applying Green's formula on each triangle of the underlying triangulations, one can show that



Thus, we can choose E = ((C21j-11/2));,1=,, and because of the exponential decay of the E j , l away from the diagonal, we obtain hmax(E) 5 C for some absolute constant C , independently of J . Example B.2.7 We conclude with an appendix to Example B.2.6. Depending on the application, it may happen that the same spaces V and cj are equipped with different choices of bilinear forms. For example, if the Poisson problem (B.2.1) is modified by adding a source term q . u ( x , y ) , where, for simplicity, q > 0 is a constant, then the appropriate bilinear form takes the form @ ( u , v) = ( u , v)1



+ q ( u , v)o



v u , 21 E



v.



For large q , one should definitely take into consideration the term associated with the L2scalar product. Therefore, if we again take the finite element spaces of Example B.2.6 then the following results are of interest. A Lemma B.2.2 (a) The splitting



(B.2.28)
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is stable and has condition K = J . The following stability bounds for (B.2.28) are sharp:



(b) The splitting



is stable with condition K = O(l), independently of q > 0 and J i f J 0 = Jo(q) is chosen according to the following rules: i f q 5 1 or q > 22J then JO = 1 or JO = J , respectively, while in the intermediate range 1 < q < 22J the choice JO = [log2 q/2] 1 is appropriate.



+



Proo$ Since by definition of the orthoprojections Q; we have



the upper bound in (B.2.29) is obvious (set Jo = 1 and look at the definition of 11 Iu J 11 I for the splitting (B.2.28)). The lower bound follows from Lemma B.2.1 in conjunction with the trivial estimate hmax(E)5 J. That the bounds cannot be improved follows by considering special u J . For example, take any u J # 0 which belongs to the La-orthogonal complement space W J = VJ 8 V J - ~ . By applying Q J - Q ~ - 1to any admissible representation u J = C;=,tl;,weobtainu~ = ( Q J - Q j - l ) t l ~ , m d s i n c eQ J - QJ-1 isanorthoprojection onto W J ,we obtain



which leads to IIu J 1; 5 11 Iu J 11 l2 for such u J , and to the sharpness of the upper bound. Concerning the lower bound, pick U J = p; E f1 c VJ, and look at the admissible representation given by 6; = J - ' u J , j = 1, . . . , J . Then



This establishes the sharpness of the lower bound. As to the stability of (B.2.30), we will concentrate on the intermediate range 1 < q < 22J (the reader will be able to deal with the remaining cases). By definition of Jo, we have
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22(JO-1) 5 q < 22J0. Thus, by (B.2.23) and (B.2.31) we can estimate @(uJ, uJ)



J



+ C



(Z2; +22Jo)IIQ;u~ - Q;-iu~llo



j=JO+l



This gives the upper stability estimate for the splitting (B.2.30), with a constant ij 5 C. For the lower estimate, we complement the Cauchy-Schwarz inequalities (B.2.27) by their trivial counterparts for the L2-scalar product



(V;,



Vl)O < - 2-(j+l)(2jIIV;Ilo)(2~I1V~llo)



Multiplying here by q e q c j ,Vl)



FZ



v uj E



v j , V l E vl.



22J0, and adding the result to (B.2.27) we obtain



5 c(21;-l1/2 +2-(;+~-2J~))(2;Iluj11o)(2~11Vl110)v 6; E



v;, Vl E el,



for all JO 5 j , 1 5 J . Obviously, in this range of j , 1 , the first term 215’-‘1/2 dominates the second, therefore, again hm,,(E) 5 C , independently on q , and J . Applying Lemma B.2. I 0 concludes the proof of Lemma B.2.2.



B.3 CONVERGENCE THEORY After this extended introduction to the concept of stable space splittings, we now derive the convergence theory for the associated subspace correction methods. Let us briefly link the notation of the previous section to the AS and MS methods as defined in the introduction. All we have to do is to fix basis systems in the spaces involved, and to identify elements of these spaces with coefficient vectors, and operators between them with matrices. Even though this might temporarily lead to some confusion, we will use the same notation for elements and vectors as well as for operators and matrices, respectively. Thus, P; will denote an operator from into V , and, at the same time, a rectangular N x N; matrix representing this operator with respect to the bases chosen in and V , respectively. Assuming that (B.2.5) is stable, we will use the notation L and L; for the matrices associated with l



v;



v;
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(i.e. l ( u , u ) = ( L u , u ) ) and 1.Thus, the matrix representation of the operators Tj can be derived from (B.2.16): (LjTjU, V j ) = t j ( T j U , V j ) = t ( u , PjVj) = ( L u , PjVj) = ( P Tj L u , V j ) . I



I



This gives Tj = L J ' P ; L , and J



P



=



C P ~ L J ' P T L= B L ,



J



B=



j=1



C pjLj1p;.



(B.3.1)



j=1



Thus, if we fix the restriction operators as the adjoint operators (transposed matrices) of the prolongations, i.e.



R~=P;,



j = 1 , ...,J ,



(B.3.2)



then everything falls into place. The additive subspace correction method defined in Section B. 1 is simply the extrapolated Richardson method (or o-Richardson relaxation) applied to the reformulation (B.2.19) of the original variational problem (B.2.2). The assumption (B.3.2) is more or less natural since we are restricted to symmetric positive definite L and L j ; it ensures that the preconditioner B is also symmetric positive definite. As a by-product, the preconditioned conjugate gradient (PCG) method with preconditioner B can be applied for solving (B.l.1), and the design of stable space splittings for { V ; l } with small condition can be viewed as a method of constructing good preconditioners B in a systematic way. We will give this PCG-method the descriptive name AS-CG. Here is another useful representation which leads to a unified treatment of AS and MS methods in terms of classical iterative methods for a so-called extended semidejinite problem. Set L j , l = L J ' P T L P ! , j , 1 = 1, . . . , J , and I? = N j . Define the fi x I? matrix p as a J x J block matrix whose entries are the N j x N1 matrices L j , l . We will use the notation



c;'=,



F=L+ljtU



(B.3.3)



for the standard decomposition of the block matrix into lower triangular, diagonal, and upper triangular block matrices. Let V = (61, . . . , V J ) be ~ the corresponding block representation of RWN-vectors. Set $ = ( $ 1 , . . . , $ J ) ~ where , the $ j are determined in (B.2.17). Lemma B.3.1 Assume that a stable space splitting (B.2.5) is given, and that (B.3.2)holds. (a) lf ii is a solution of the semidejinite problem



pi;= $,



(B.3.4)



then u = P U = PjUj is the (unique) solution of (B.2.2) and its reformulation (B.2.19). (b) For any B e d fi x N matrix B, we consider the linear iteration jp+l = i;k



+ &j - +i;k),



k ? 0,



(B.3.5)
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with a starting vector io given. The iteration (B.3.5) generates an iteration in V by the formula uk = P i k , k 2 0. I f r ? = BAS = w f , where 2is the I? x N identity matrix, then (B.3.5) generates the additive subspace correction method AS associated with the splitting. Analogously, if r? = &s = (w-'f then (B.3.5) generates the multiplicative subspace correction method MS associated with the splitting.



+ z)-',



Proo$ Part (a) can be seen from applying 17 to both sides of (B.3.4) resulting in



j=11=1 Now compare with Theorem B.2.2. Analogously, applying p to bo@ sides of the iteration (B.3.5) and using the relationship uk = p i k ,we obtain



uk+l = uk + P B (" L - 1 ~P,T , . . . , L r ' P T ) T r k



(B.3.6)



Here the explicit form of the L j , l and $ j = L- - 1j PjT f has been utilized (for the latter formula, compare (B.2.17)). Thus, setting r? = BAS,we immediately arrive at uk+' = uk + BASLrk which coincides with the AS iteration. To see the result for the MS method, some algebraic transformations are necessary. For --I P T convenience, denote Bj = w P . L . . Consider one loop of the MS method. Denote J j J u = u k , r = f - Luk. By induction, we obtain



v 2 = u + Blr, v3 = u v4 = u



+ ((B1 + B2)



-



B~LBI)~,



+ ((B1 + B2 + B3)



-



(B3LB1



+ B2LBl + B3LB2) + B ~ L B ~ L B I ) ~ ,



...



BjLBl+...+(-l)J+'B~LB~-lL ... B2LB1 j=l



lsl 1. For, simplicity, we will call (B.4.1) thejnite difference method (FDM) problem of level j . Our concern will be to construct a multigrid algorithm for the solution of any of these systems, say, of the FDM problem of level J . Thus, we set VJ = RNJand ~ J ( U J V, J ) = ( L J U J V, J ) , as before. The simple key to making a "qualified" guess for a suitable space



Figure B.5. Grids V j , j 5 3, for FDM problems.
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splitting is the following observation: the FDM matrices L; of level j and the Galerkin stiffness matrix (B.2.4) of the bilinear form



t ( u ,v ) =



pu.



Vvdxdy



with respect to the finite element nodal basis @; in ?; coincide up to the forefactor 22; (= h P 2 )in L;. Just compute the few different values of t(cp7, in (B.2.4) (only basis functions with nontrivial intersection of supports have to be considered). This is incidental, and does not generalize to more general domains, grids, differential operators or to the 3D case. Note, however, that spectral equivalence of the FDM problem of level J with a corresponding FEM problem would be enough to derive useful results in essentially the same way as detailed below. All notation is explained in Example B.2.6 or will be introduced below. Denote the transfer operator between finite element functions in V ( I , ) and vectors in V; (grid functions on V ; ) by i j , and set i/ = i J Z / for all 1 5 j 5 J . With the proper enumeration of the nodal basis functions in Q;, the matrix representation of I; is the identity matrix, and we will omit this in future. Note that the prolongations P; = i/ have a simple meaning. Given any linear finite element function ii; E ? j , the vector Pjii; represents the values of ii; on the finest grid V J .In other words, P; corresponds to consecutive linear interpolation of grid functions from Vi onto Vi+1 along the edges of the triangulation q,1 = j , . . . , J - 1. As a consequence of Theorem B.2.1 and (B.2.14), we have.



yj”)



Theorem B.4.1 Thefollowing splittings are stable, with uniformly bounded stability constants and condition if J + 00 (compare (B.2.12)): (B.4.2)



where t;(ii;, 6 ; ) = 2*J(il;, 6;)0, and ?; satisJies (B.2.15). The MS method associated with the second splitting represents a V-cycle multigrid method for solving the FDM discretization (B.4.1) of level J while the AS method leads to a multilevel preconditioner. Both methods can be implemented with O ( N J ) operations per iteration and converge at rates 5 p < 1, where p does not depend on J . According to the material of Section B.3, the additive and multiplicative subspace correction methods based on the splittings in (B.4.2) should possess convergence rates P;,*S



5 PT < 1,



P;,m I P2* < 1.



Recall that the stronger estimate (B.3.9) of Theorem B.3.1 can be applied since strengthened Cauchy-Schwarz inequalities are available for the underlying finite element splitting. Provided that the relaxation parameter is well chosen, the iteration count to reach a given error reduction should therefore not grow with J in any significant way. Alternatively,
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PCG-methods such as AS-CG can be used, thereby avoiding the problem of choosing an appropriate o. Let us derive the details of the algorithms using the second splitting of (B.4.2). We will show that the MS method (applied in reverse ordering) is indeed equivalent to a standard V-cycle multigrid method, with one Jacobi relaxation as the presmoothing step and no postsmoothing step. The AS method is simpler but still reveals the structure of a V-cycle. Recall that f! = f ~ l , ". .-. ~ I!+' and that the matrix representations of the ij are identity J matrices andcan be omitted. The stencil notation of the finite element restriction operators (with respect to the finite element nodal bases) is as follows: I;+1 =



1/2 1 1/2



z;+l: 1/2



1/2 1/2].



These restrictions are intermediate to the F W and HW restriction operators discussed in Section 2.3.3. Finally, the scaling of the 8; is fixed by setting _. . . ("(pt.,pE.) = ($2, = 4. J J J J J The inversion of Li.on the one-dimensional ? corresponds to a scalar multiplication J J by 1/4. We start with the AS method. According to (B.1.3) and (B.3.1), it suffices to describe the matrix-vector multiplication for the preconditioner B J associated with the splitting. From (B.3.1) (compare also (B.2.20)) we conclude that



cl;-I J



B~ = 2-25-2



j+l



'"I,j



('j



j+l T



J



) "'(IJ-1)



T



.



j=1



The factor 2-2J comes from the forefactor 22J in the splitting while an additional 1/4 comes from the inversion of the L i (see the above scaling for p.).We will incorporate a J factor 1/2 into each I,"-1.Thus, we set



fJ+' = 2- I Ijj+1 , J



Ij ^J = I J I^ J -.,I. . . f;",



i j = diag(L. J ) - 22j+21.



(B.4.3) The second splitting in (B.4.2) can be written in the equivalent form .I



(B.4.4) j=l



where i j ( i i j , V j ) = ( i j i i j , Vj) = 22j+2(iij, 6 . j ) for all i i j , ijj result, we can simplify the formula for B J to



E



v j , j = 1, . . . , J . As a
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used as a smoother on all levels. Denote the error propagation matrix for this V-cycle for the FDM problem of level j by M j = I -C,L,,



j = 1, . . . , J,



By Theorem 2.4.1 with ul = 1, u2 = 0, and y = 1, we have



To start, set formally Mo = 0 or, directly, M I = S1 = I - w i r ’ L i 1 = L 1. From this, a recurrence for C j can be derived:



j=1,



..., J - 1 ,



(B.4.8)



where Co = 0 resp. C1 = wi;’. In this relation, multiply by left and by and L j :



(i,‘=:)’



1. In our particular case,



fJ”-l . . . jJI’++; from the



. . . (iJ”-l)T from the right, and recall the above expressions for K j



Obviously, K1 = K1 and K J = C J .From this relation, we see that I



-



LJKj+l = ( I



-



LJKj)(I - LjKj+l),



j = 1 , . . . , J - 1,



which results in I -LJCJ =I



-



LJKJ =(I



-



L j K i ) ( Z - L J K ~ ) . . . (I LJKJ).



We have shown that the defect iteration of the MS method (B.4.7) and of the above V(1,O) multigrid cycle are identical, which implies that the two iterations are also identical. More importantly, according to Theorem B.4.1 we have proved the optimality of this algorithm (that each iteration requires only O ( N J ) = 0(22J) operations was shown for general multigrid cycles). Thus, for any 0 < w < 2, convergence is guaranteed and the convergence rate will be bounded away from 1, independently of J. The same holds true for the AS method (with small enough w ) and the AS-CG algorithm. To a certain extent, we have obtained a strong result, since it guarantees optimality for the simplest multigrid V-cycle algorithm making the optimality of more advanced V-cycle and W-cycle algorithms highly probable (one could argue that the AS method is a yet simpler V-cycle method, see the following remarks). The only, but important, difference between the AS and MS methods in the multigrid context can be seen from comparing the recursions for Bj (B.4.5) and for C j (B.4.8). In a multiplicative algorithm, additional smoothing operations involving the coarse grid
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matrices L j on all levels are incorporated, whereas in the additive method the matrices L j ( j < J ) are not even required. The recursion for C j “degenerates” to the recursion for B j if we set L j = 0, j = 1, . . . , J . Thus, both algorithms can be implemented in essentially the same way. This observation is helpful if a multigrid method is used as preconditioner for L J in a Krylov space iteration. The reader is recommended to derive the details for the SMS method which leads (in contrast to the above MS method) to a symmetric multigrid preconditioner C j . The reader is encouraged to check the few changes that are necessary to adapt the above considerations to Example B.2.7. This example reveals one possibility of modifying the standard multigrid V-cycle to obtain a robust solution method for the linear problems that arise at each time step when parabolic problems such as the heat equation are solved by implicit schemes with variable time steps. As can be concluded from the above derivation, the abstract theory of subspace correction methods covers only a certain part of multigrid theory. In particular, the coarse grid matrices L j have to satisfy (B.4.6), i.e. they are defined from L J by Galerkin projection and depend on the set of prolongationhestriction operators. If we change the above interpolation scheme inherited from the natural embeddings of the linear finite element spaces to F W (bilinear interpolation) than the associated Galerkin coarse grid matrices (B .4.6) would be defined by compact nine-point stencils, and depend on the difference J - j . The matrices L j resp. the bilinear forms i j which describe the auxiliary problems on the spaces yj of the splitting are essentially responsible for the smoothers. Here, we have restricted our attention to symmetric positive definite smoothers and, of course, to symmetric positive definite problems (B. 1.1) from the very beginning. Extensions to cover a broader spectrum of multigrid applications are discussed in [54], see also [180, 425, 4351. For treatments which emphasize multilevel preconditioning, (i.e. the AS method in a multigrid context) in connection with finite element and wavelet space decompositions for operator equations, see [116, 117, 2981.



8.5 A DOMAIN DECOMPOSITION EXAMPLE



We will sketch some of the basic algorithmic ideas and the convergence theory, again using the Poisson equation (B.2.1) on the unit square 52 discretized by a five-point FDM scheme or, equivalently, by linear finite elements. For simplicity, we fix a grid UJof dyadic stepsize h = 2-J as our computational grid U and, correspondingly, I = 7~as the triangulation of the finite element space. Consider the linear system (B. 1.I), where L = L J is the FDM matrix of level J . The basic idea of a domain decomposition method is illustrated in Fig. B.6, where (a) shows a decomposition into four nonoverlapping domains and an integace r while (b) shows a decomposition into two overlapping domains. On each of the domains, local problems are defined, e.g. by restricting the partial differential equation to the subdomain and complementing it by some boundary conditions. Solving (in parallel) the local problems and gluing them together leads to an approximation of the global problem on 52. Obviously, this procedure defines a preconditioner (i.e. an approximative inverse) for L , and represents one



562



MULTIG RID



Figure 8.6. (a) Nonoverlapping; and (b) overlapping domain decompositions.



step of an iterative domain decomposition method. Since it is based on defining subproblems, it should fit into the framework of subspace correction methods and allow for the same modifications as the abstract methods (e.g. CG-accelerations and multiplicative versions are possible). The reader can imagine that in realistic applications much more general subdomain patterns than shown in Fig. B.6 can arise, and that the design of suitable decompositions is subject to many side conditions (e.g. the physical nature of the underlying problem, load balancing, and minimization of communication are typical issues). Decompositions into strips, where any grid point belongs to at most two subdomains, are somewhat easier to handle, and reduce essentially to the situation of two subdomains (such as shown for the overlapping case in Fig. B.6(b)). Interior vertices, as in Fig. B.6(a), where more than two subdomains touch each other, cause theoretical and practical problems. For both basic versions, subdomains are denoted by h,, m = 1, . . . , M . We introduce the subgrids V, as the part of V interior to hm,analogously, Tmdenotes the restriction of 'T to h,. The sets of all grid functions on V and V m (or, equivalently, linear finite element functions on T and will be denoted by V and respectively. To avoid confusion with the notation used in the previous subsection, we will not make any notational difference between spaces, matrices, and operators for grid functions and finite element functions of different levels j = 1, . . . , J , assuming that the reader is aware of the identification process and the formal differences. In particular, we will consistently use V;, Vt, l , , ,ti.v j , vj, e";, f?. for the J J J spaces and bilinear forms defined above. The same applies to the prolongations As auxiliary problems on we will consider five-point FDM discretizations of the same Poisson problem (B.2.1) with respect to the domains h m instead of a.In particular, homogeneous Dirichlet boundary conditions are assumed along ah, (there are a lot of variations such as imposing Neumann or Robin boundary conditions which have been used successfully [ 102, 3621 but we will not discuss them here). Thus, L , is the submatrix of L



v,)



vm,



vrn



';I.
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associated with the grid points in V,, the associated bilinear form will be denoted by In the nonoverlapping case, where



im.



we also need to create an auxiliary problem for the unknowns associated with the interface r . This so-called interface problem should approximate the Schur complement matrix M



(B.5.1) m=l



which represents the stiffness matrix for the reduced problem with respect to Vr , the set of grid functions on Vr (the finite element counterpart of Vr is the trace space of V onto the interface which consists of linear spline functions interpolating the grid functions defined on Vr).In (B.5. l), the notation comes from rewriting the linear system Lx = f in a block form related to the subgrids Vm:



Thus, im = i,'(fm - L,,rxr), m = 1 , . . . , M , and



m=l



represents the reduced problem for determining the grid values x y on Vr . The solution of (B. 1.1) can formally be written as



Since Sr represents a dense matrix, the explicit computation and storage of which should be avoided, we look for an approximate substitute Sr the inverse of which is easy to compute, i.e. we look for a symmetric positive definite preconditioner Br = 3,' M SF'. We introduce the associated bilinear forms by



sr(xr, y r > = (Srxr, y r > ,



.:r(xr, Yr>= (Srxr, y r ) .



As the above formulas reveal, the extension Pr of grid functions on Vr to V needs special attention.



564



MULTIG RID



We will briefly discuss choices for the components and the stability question of the resulting splitting



{ v ;t~



M



C pm{Vm;LI+ PrIVr; +I,



(B.5.2)



m=l



where the rectangular matrices P, correspond to the extension-by-zero of grid functions on to V (consequently, P', represents the natural restriction of grid functions on V to For interpretation of later results, note that the choices



vm vm).



(B.5.3) would give rise to a tight splitting in (B.5.2), with q = ij = K = 1 (Zr is the identity matrix in the subspace V r ) .This fact is expressed by the identity



m=l



m=l



Clearly, (B.5.5) m=l



In the case of overlapping domain decompositions, the introduction of a special interface problem can be avoided, and one directly looks at



(B.5.6) m=l



As we will see, in both cases the results may depend on the number of domains M. For obtaining M-independent convergence results, a so-called course grid problem has to be included into the definition of Br resp. into the splitting (B.5.6). Another question is the systematic replacement of i;' by inexact solves, both for the solution of the subproblems associated with the subdomains f i m , and in the application of Pr, see (B.5.3). This becomes particularly important if the dimension of the subproblems ,?i = dim is large, and makes the use of direct solvers prohibitive. We will now derive a realization of the above concepts by applying Theorem B.2.1 resp. Theorem B.4.1 following essentially [296, 2981. Although the assumptions of this derivation are a little restrictive, the results are typical and can be used as a guideline in other, more realistic situations. In addition, since the only thing we will do is to regroup the one-dimensional spaces V i forming the multigrid splittings of Theorem B.4.1 with respect to the subdomains 52, and the interface r, the resulting domain decomposition algorithms could be viewed as a specific way to parallelize a multigrid method. This provides another link between the basic theme of this monograph and domain decomposition methods.



v,
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Fix some integer J* = 1, . . . , J - 1, and let the domains fim,m = 1, . . . , 22J*, form a uniform partition of the unit square R into squares of side length H = 2-J*. Fig. B.6(a) corresponds to the case J* = 1. The interjiuce r consists of the horizontal and vertical grid lines associated with VJ*. To start with, let us assume that the linear systems with the coefficient matrices 2, can be solved by a direct method, i.e. we assume that 2 ;' is available (e.g. in the form of a LU-factorization). This means, that of all components in the representation (B.5.5) only S r ' needs an easy replacement (in other words, we look for a preconditioner for Sr ). We will provide this preconditioner by regrouping the components of the multilevel splittings mentioned above. From the definition of Sr, we have



( S r u r ,u r ) =



inf



u : ur=ulr



l ( u ,u),



we leave this as an exercise to the reader. From Theorem B.4.1 we have Qu, u )



=



inf u=I;*uJ*+c;=J*+, I /



+



c



c,



l J * ( U J * , UJ*)



u;



.I



j=J*+l



Ce;(u;,u;,,



u E



v.



(B.5.7)



i



To prove (B.5.7), use the stability estimate for the first splitting in (B.4.2) with J replaced by J* to substitute back ~ J * ( u J * U, J * ) for the components with j < J* in the second splitting of (B.4.2). Together this gives



ui.) 2 0, the infimum will not change if we omit all those terms for which Since li.(ui., J J J qiJ Ir = 0 (for j z J* this is equivalent to supp pj c fim for some m). For convenience, for each j = J * , . . . , J we denote by c V j the set of all



cj



ips lr#O



i:q$ I r #O



Note that VJ* = V J * .Obviously, any such ilj is uniquely determined by its values on r (more precisely, by the grid values ci.at the points in V r = V j n r),and can be recovered J .I from its trace i i j Ir by the discrete extension-by-zero operator E j : V r = Vj Ir + c Vj J of level j defined by



cj



As before, in all these definitions we identify grid functions on Vj and V,: with the corresponding linear finite element functions on R and r, respectively. Observe finally that



(B.5.8)
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(the notation (., .)o,r resp. 11 . Ilo,r stands for the scalar product resp. the norm in L 2 ( r ) ) . Taking all this into consideration, we can continue with .I



J



x



inf u r = u J * /r+C:,p+l



~ j * ( u j *u ,j * >



+ C



~ ~ I I U ~ I I ~ .



j=J*+l



u,'



The constants in the above two-sided inequalities are independent of J* and J. The last relationship simply represents the stability assertion of a splitting for the Schur complement problem (Vr ; sr 1 with respect to the hierarchy of spaces VF* c . . . c VF = V r . To follow the mathematical formalities, introduce L y ( u y , v r ) = 2j(uy, v;)o,r as the J auxiliary scalar products on VJr , j = J* 1, . . . , J , and denote the natural restriction of :Z to the interface r by ZJ'r. Formally, we can write = fJ3' E j : V: + V r , where



+



f!'1r



= ( r o. :Z



This proves the following theorem.



Theorem B.5.1 Under the above restrictions on {Qm), the space splitting (B.5.9) for the Schur complement problem governed by Sr is stable, with stability constants and condition that remain bounded, independently of J* and J . It is straightforward to realize that the resulting AS and MS methods based on (B.5.9) represent modified multigrid V-cycles for the levels J*, . . . , J if the bilinear forms L y (., .) are discretized using the L2 (T)-stability of the basis [p;. Ir } expressed by the second relation in (B.5.8). The first modification in comparison with the V-cycles of Section B.5 consists in the coarse grid problem associated with ( V J * ;L J * ) which requires the solution of a FDM discretization of level J*. The second difference is that the prolongationhestriction operations are now performed only with respect to the values on r . Therefore, the operation count of the preconditioning step (without multiplication by Sr and costs for solving the coarse grid problem) will be proportional to the number of unknowns on r which is x 2J+J* The coarse grid problem which arose naturally in the above derivation from the components with j 5 J* of the multilevel splitting (B.4.2) represents a bottleneck in the parallelization of a domain decomposition code. Historically, the first algorithms that used decompositions with many domains did not include a coarse grid problem, at the cost of reduced convergence rates. In our derivation, the no-coarse-grid-problemcase can be mimicked as follows: instead of starting from (B.5.7), we could have dropped all components
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with j < J * in (B.4.2), and considered the reduced splitting J



J



as the starting point. This modification leads to a deterioration of the upper stability constant from x 1 for the splittings in (B.4.2) to 22J*for (B.5.10). Indeed, going back to the finite element interpretation, for any u E V = VJ, by definition of the triple bar norm for (B.4.2), there are u; E Vj such that J ;=l



J ;=l



To simplify notation, we have dropped the natural embeddings 1:. Setting u J * = we have by an application of the Cauchy-Schwarz inequality



J*



j= I u;,



which results in



j=J*+l



;=l



Thus, the deterioration is no more than by a factor % 22J*. To see that this factor can be attained, consider a function from V1 such as u = ‘p: which has norms l ( u , u ) X IIu 1; X 1 but is not well represented with respect to the functions u j , j > J * , allowed in the reduced splittings. The lower bound will remain w 1. The reader will easily verify these facts. If we now proceed as before, we will arrive at a splitting of the form



This splitting does not involve a coarse grid problem, in exchange it inherits the worse condition number K % 22J* = H P 2 from (B.5.10). If J* and J increase, the dimension of the interface problem may become fairly large. For this (and other) reasons, many attempts have been made to further enhance parallelization. A very popular idea is to extend the domain decomposition principle to the interface problem,
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and to decompose r into “subdomains” of its own. The first thing which comes to mind is a decomposition



r = C rm,,,



rm,,= aamn aan.



m,n



where the summation extends over all rn, n for which rm,n# 8. In our example, the rm,,are edges associated with the grid V J *which leads to the name edge spaces for the sets of grid functions V,’, = Vrlrm,n to be introduced as additional auxiliary spaces. The appealing part of this choice is that potential subproblems associated with these local interfaces are truly one-dimensional and all similar to each other. Problems should be expected at the interior vertices of the domain decomposition which has triggered the introduction of additional vertex spaces. The reader who has followed our considerations to this point will be able to introduce local problems on the respective r-components by further regrouping the subspaces V; associated with appearing in the above derivation of Theorem B.5.1. This will lead to potentially better parallelizable Sr -preconditioners (compare [362, p. 1401). See [ 1021 for a more comprehensive and systematic discussion of the interface problems arising in connection with nonoverlapping domain decompositions, and [362] for numerical support. We have left out many other aspects such as the definition of infinite-dimensional trace spaces, the construction of approximate harmonic extension operators (replacements for Pr), and the connection with boundary integral equations and boundary element methods. As mentioned before, it is often prohibitive to solve the subproblems Lmilm = f m , rn = 1, . . . , M , by a direct method (or by an iterative method within machine accuracy). Instead, one would like to replace the action of in’by a simpler preconditioner and use inexact solves. However, this is by no means a trivial task since the L;’ enter both Sr and Pr in a complicated way (see [102, Section 51 and [362, Section 4.41). Some specific proposals, however, can easily be found if one reviews our derivation for Theorem B.5.1 carefully. Let us begin with an rearrangement of the splitting associated with (B.5.7):



.I



j=J*+l



The stability constants of these splittings are uniformly bounded, independently of J* and J . The replacement of the last group of components is admissible due to the properties
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of the extension operators E j as discussed above. This last group (considered together with the coarse grid problem) is the exact counterpart of the splitting (B.5.9). The groups of components associated with the subdomains hm represent a replacement of {f,; & ) by a local multigrid splitting. If the AS method associated with the above splitting are considered then this results in a replacement of L;' by the corresponding local multilevel preconditioner based on an application of Theorem B.4.1 on f i m . Analogously, Pr SF1PF is replaced by some multilevel preconditioner associated with the values on r which is similar in structure to the above preconditioner for Sr but also involves the extension operators E j and their transposes E T . As a result, the exact solution of subproblems with L,, i.e. the multiplication by L;l,'is avoided by replacing it with one iteration step of a multilevel preconditioned iterative method for the subproblem on f2.The reader is encouraged to work out the details. After this discussion of the nonoverlapping case, we will present the standard result for the overlapping case in an analogous setting. In addition to 1 5 J * < J , let us fix another integer j such that J * 5 j 5 J . Set 6 = 2-', and define the fi, m = 1, . . . , 22J*,by extending the dyadic squares of side length H = 2-J* used above by a corridor of width 6 in both coordinate directions in the interior of S2. Thus, any two neighboring fi, overlap in a small strip of width 26. All other specifications are the same as in the nonoverlapping case. Theorem B.5.2 For the overlapping decomposition stants and condition of the space splitting



(arn} just dejined, the stability con(B.5.12)



m=l



behave like (B.5.13) The constants in these estimates are independent of J * , j , and J . Before we sketch the proof of Theorem B.5.2, we will comment on its practical consequences. From (B.5.13) we see that only suficient overlap, i.e. when the overlap parameter S becomes proportional to H , and the inclusion of the coarse grid problem lead to the optimal preconditioning effect ( K = O( 1)). Clearly, this means more work per local problem (if 6 = H then a local problem is up to nine times larger, and the solution of all subproblems would take at least tenfold the time needed for the subproblems associated with a comparable nonoverlapping domain partition). However, as a practical observation, already a small overlap 6 x 2h . . .4h often leads to reasonably good convergence rates, at little extra cost. For the splitting (B.5.6) which does not contain a coarse grid problem, the condition number may further increase, at most by a factor = H P 2 . In an overlapping environment, the replacement of the direct solves (involving LA1) by inexact solves on the subdomains is not an obstacle. Any spectral equivalent replacement B , = i;' would suffice. A drawback is the increased amount of data communication between neighboring subdomains.
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To avoid unnecessary technicalities, let us sketch the argument for the finite element version of Theorem B.5.2. We will again omit the mappings Z;. The proof of (B.5.13) relies on two essential observations. First.



{ V r n ; i m=}



c c J



{vj;l;}



(B.5.14)



j = J * .1 : supp (0; C b m



is stable with 0 < c 5 q 5 ij 5 C < 00 with c, C independent of all parameters. For the domains d, under consideration, this is a rather standard consequence of the basic results of Theorem B.4.1 which gives the same result for the domain ‘2. The reduction is by observing that (B.5.14) can be viewed as the trivial localization of the splitting



(B.5.15) to the subdomain d,, where trivial means that all components of the splitting with support at least partially outside d, are omitted. One should be aware that trivial localization of multilevel splittings to a general subdomain may lead to very poorly conditioned splittings (the above subdomains are among the “nice” ones in this respect). Since, by the same Theorem B.4.1,



j=l



i



with uniform bounds for the stability constants, we can substitute these splittings for the components of the splitting (B.5.12). This results in the splitting J*



J



(BS.17) j=l



i



j = J * .1 : supp (0;



cb,



which should have essentially the same stability constants and condition number as (B.5.12). These simple manipulations with stable splittings have been introduced and analyzed in [298, p. 82-83] under the names rejnement and clustering of stable splittings. Thus, it suffices to find estimates for the stability constants of (B.5.17). This can be done by comparing the triple bar norms of the splittings (B.5.17) and (B.5.15) with each other. Let us denote them by 11 Iu 11 lmod and 11 Iu 11 1, respectively. Analogous notation is introduced for the stability constants. The differences between the two splittings are as follows. On the one hand, some of the components { V i ; li.}occur several times (but no more than five times) in J J (B.5.17). On the other, (B.5.17) represents a subsplitting of (B.5.15), i.e. all components in (B.5.17) are also contained in (B.5.15), the latter splitting contains some more components for J* < j < .f associated with the interface r which is defined as in the nonoverlapping
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case. This immediately gives 2



5111ulllmod ?



2



IIIuIII ? Ve(u, u ) 3 Vmod 2



V 5.



However, in the other direction, we can only prove IIIuIII$od



5 c2j-J*/I1412 5 C2'-J*ie(u9 u ) .



Although this is technically involved, we will try to convey the idea. Take any close-tooptimal decomposition of u E V with respect to the splitting (B.5.15), J u =c u j



J



J



= ;$!+.'pi.:



j=l



j=l



J J



~ ~ ; 2 q u ; l l ;I CIIlulf, ;=1



i



i



and modify it such that it matches the decompositions admissible in the splitting (B.5.17). The only problematic terms are those for which 'pf Ir # 0 and J* < j < j (there is nothing to prove in the cases of sufficient overlap j = J * or j = J * 1). Summing all these terms with the same j , we define functions G j E F j , J * < j < j,associated with r (see the definition before (B.5.8)). Obviously,



+



2 IIGjIlO> II"j



Setting i



2



-



2



GjIlo I Cllujllo.



= 0, we will recursively define



$ .j --G . j



+ij>



j = J*



ij+l



+ 1,. .., j



= Ej+i($j)lr, u j + l = $ j -;;+I, - 1.



Note that the functions u j E Vj as well as Cij E V j are linear combinations of terms admissible in (B.5.17), and that G J * + l + . . . + G j P l = u J*+2 + . . . + u j + ij.Thus,



is an admissible decomposition in the definition of the triple bar norm associated with (B.5.17) which yields J IIIuIII;od



J



5 c22hJII; j=1



If we can show that



j=J*+2



5



C-p2jIIUjII:,+ j=l



c j



j=J*+l



22~IlujII:,+22'IlijIl:,.
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This yields



the estimate for the last term is Since ij = !j(Gjp1 Ir) and, thus, IlijIIi 5 CllGj-l the same. This finishes the derivation of the upper bound -



vmod



< c2J-J*79



and Theorem B.5.2, (B.5.13), follows from the uniform bounds for Theorem B.4.1.



v, ij



obtained in



























des documents recommandant







[image: alt]





Appendix B Complex Numbers .fr 

The ability to manipulate complex numbers is very handy in circuit anal- ysis and in electrical engineering in general. Complex numbers are par- ticularly useful ...










 


[image: alt]





APPENDIX B 

Sep 10, 2007 - Page 25 / 33 condition of firmware update of BT using our Firmware Downloader tool. EX. HOST â†’ BT : AT+BTDFUâ†µ. BT â†’ HOST : âˆ OKâˆ .










 


[image: alt]





Appendix B: Grid Configurations 

Â©1999 CRC Press LLC. Page 2. Â©1999 CRC Press LLC. Page 3. Â©1999 CRC Press LLC. Page 4. Â©1999 CRC Press LLC. Page 5. Â©1999 CRC Press LLC ...










 


[image: alt]





APPENDIX B: Preferences ... - trueSpace 

The Preferences Panel is accessed from the File menu: File:Preferences. ..... Tip: If you unselect all objects (choose None in the name drop-down box), the ...










 


[image: alt]





Appendix B: Index of Notation 

Computational Statistics Handbook with MATLAB. Cumulative ... Nearest neighbor event-event cdf. K-function. Kernel. L-function. Likelihood function. Likelihood ...










 


[image: alt]





Appendix Useful Formulas .fr 

The indices a, b correspond to the quark color and run from 1 to 3; the indices ..... In addition to the quark-boson and and lepton-boson couplings given above,.










 


[image: alt]





Appendix B. Color Characteristics of Scanners and Recorders ... .fr 

Scanning and recording color negative film, however,. raises the question ... 20/02/2006 http://www.arri.com/prod/digital/digital_systems/DIcompanion/apb.html ...










 


[image: alt]





service bulletin appendix .fr 

Mar 20, 1998 - Pricing and Availability. 1. Special Pricing - To encourage use of these new products, major components. (blades, hubs, clamps, clamp ...










 


[image: alt]





Appendix C .fr 

Very high efficiency has been attained by multigrid solvers for some types of ... fully efficient and highly parallelizable methods for time-accurate integrations.










 


[image: alt]





Appendix C Format Descriptions .fr 

On an unreversion event, the following actions take place: 1. ..... outputs.) Format 92. Dolby SR 2-Track Printmaster. Short name: Dolby SR (6-Ch In) ... ca d e m y. M o n o. O p tica l. O p tic a l in. L t +. R t su m m e d to c e n te. r w ith. A c










 


[image: alt]





Structural Scheme Design Guide Appendix B 

Appendix B â€“ Analysis formulae (1/8). THIS DOCUMENT IS COPYRIGHT AND IS ... B.4 Vibration. Typically for most structures Where: f is in cycles per second.










 


[image: alt]





Appendix G: Data Sets .fr 

medical decision making,â€� New England Journal of Medicine, 293: pp. 211-215. Meeker, William and Luis Escobar. 1998. Statistical Methods for Reliability Data, ...










 


[image: alt]





Appendix Vergiliana: nova disputatio .fr 

Ce faisant, le style s'Ã©lÃ¨ve, de l'humble, au moyen puis au sublime. Virgile mourut avant d'achever sa derniÃ¨re Å“uvre, en 19 avant J.-C. Virgile n'aurait-il Ã©crit ...










 


[image: alt]





APPENDIX A: Technical Reference .fr 

Feb 15, 2009 - 1970 mm (VG Short version). Scanner Unit. Max Weight. 272 Kg. Width. 605 mm ... Classification (IEC 601-1). Class I Type B. Mechanical data.










 


[image: alt]





APPENDIX 

Special rights. 33%. - Some interest. 47%. 1,7%. B5. In your opinion, do some species like dolphins, whales, sharks, turtles deserve : - No special consideration.










 


[image: alt]





Appendix 

precipitation as a surrogate for water flow and air temperature as a surrogate for water temperature. As previous studies showed that stream temperatures ...










 


[image: alt]





APPENDIX 

Typology in 5 groups (class) from theme C questions: The optimal partition is in 5 class as following. Page 13. Theme D: "How manage fisheries and protect the ...










 


[image: alt]





Appendix 

The demonstration of the Theorem for validating CBAC for one component can be prove through sequent Calculus: CBAC 1C = b âŠ¢ C pf âŠ¢ S, I pf, b âŠ¢ C, S, I.










 


[image: alt]





table of contents of appendix .fr 

postprint PDF of an article or contribution to a collective volume available to all, either on a personal ... be sent directly to the author, at his or her email address. .... note http://www.arl.org/sparc/partner/index.html for a list of partner pro










 


[image: alt]





Appendix A: Introduction to MATLAB .fr 

Help Menu: The help files can also be accessed via the usual Help menu. This opens up a separate help window. Information can be obtained by clicking on ...










 


[image: alt]





Technical Addendum 1: Appendix B (complete) - Gregory Corcos 

Feb 5, 2010 - Expressed in t ) $ expected terms, entering market B at t ) & yields .... F. A. A. Sq. Ψ= F simultaneous entry no entry. Π. Sm. Π. Sq. Π. )( τ. )( τ. F. B.










 


[image: alt]





appendix a 

L'Ã©molument est affectÃ© aux charges & aux emplois; marquant non seulement la finance rÃ¨glÃ©e des appointemens, mais encoure tous les autres revenant-bons.










 


[image: alt]





Appendix B Sources of Experimental Data for Code ... - dept.aoe.vt.edu 

Jul 12, 2001 - Somers, Dan M., â€œDesign and Experimental Results for a Flapped Natural-Laminar-Flow .... (B-9) ARA M86 Wing/body, full model, M: 0.50-0.82,.










 


[image: alt]





Appendix B Sources of Experimental Data for Code ... - dept.aoe.vt.edu 

Jul 12, 2001 - Characteristics of a 13-Percent-Thick Airfoil Section Designed for ... McGhee, Robert J., and Beasley, William D., â€œEffects of Thickness on the ...










 














×
Report Appendix B .fr





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



