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An optimal rebuilding strategy for an incremental tree problem Nicolas Thibault, Christian Laforest Tour Evry 2, IBISC, Universit´e d’Evry, 523 place des terrasses, 91000 EVRY France {nthibaul,laforest}@lami.univ-evry.fr October 26, 2006 Abstract This paper is devoted to the following incremental problem. Initially, a graph and a distinguished subset of vertices, called initial group, are given. This group is connected by an initial tree. The incremental part of the input is given by an on-line sequence of vertices of the graph, not yet in the current group, revealed on-line one after one. The goal is to connect each new member to the current tree, while satisfying a quality constraint: the average distance between members in each constructed tree must be kept in a given range compared to the best possible one. Under this quality constraint, our objectives are to minimize the number of critical stages and the number of elementary changes of the sequence of constructed trees. We call ”critical” a stage where the inclusion of a new member implies heavy changes in the current tree. Otherwise, the new member is just added by connecting it with a (well chosen) path to the current tree. In both cases, updating a tree implies a certain number of elementary changes (that we define). We propose a strategy leading to at most O(log i) critical stages (i is the number of new members) and to at most a constant average number of elementary changes per stage. We also prove that there exists situations where Ω(log i) critical stages are necessary to any algorithm to maintain the quality constraint. Our strategy is then worst case optimal in order of magnitude for the number of critical stages criterion and induces a constant number of elementary changes in average per stage.



In the last decades a lot of works have been devoted to the construction of trees spanning a given set of vertices in a graph. For example the Steiner tree problem, where the goal is to span a set (called group) of distinguished vertices (called members) with a minimum weight tree, has been extensively studied. As the problem is NP-complete (see [6]), numerous approximation algorithms have been designed (see [2, 8] for example). In [13], Waxman was the first to present the on-line version of this problem in which new vertices are revealed one by one (see [4, 5] references on on-line problems). In this first paper, he divides the problem into two categories: the model in which changes of the current tree are not allowed and the model in which changes are allowed. Imaze and Waxman propose in [9] two different strategies corresponding to the two models above. In the first one the tree is just incremented and the degradation of weight is evaluated, whereas in the second one they allow changes in the current tree to maintain a guaranty on the weight. At each adding stage, they prove that they construct with the first strategy a tree whose weight is at a logarithmic ratio compared to the optimal one (i.e. the weight of a Steiner tree of the current group), and that they construct with the second strategy a tree whose weight is at a constant ratio compared to the optimal one. They give for the √ second strategy an upper bound of O( i) on the average number of elementary changes per stage (where i is the number of new members). However, the tree can potentially be changed at each stage; this means that each adding step is potentially what we call later a critical stage. 1



Then, we can divide (as Waxman did in [13]) the other works that have been made since [9] concerning on-line steiner trees. In one hand, in [1, 3, 14] for example, the model in which no changes are allowed is considered. In [1], the authors give a lower bound of Ω( logloglogi i ) for the competitive ratio (i is the number of added vertices) for the on-line steiner tree problem in the Euclidean plane. In [3], the authors consider the on-line generalized steiner tree problem and they propose an algorithm with a competitive ratio of O(log 2 i). In [14], linear upper bounds and lower bounds are obtained for the on-line generalized steiner tree and the on-line steiner tree problem on a directed graph. In the other hand, in [7, 11], the model with allowed changes is considered. In [7], the aim is to minimize simultaneously the weight of the current tree and the length from a particular node to all the other ones of the tree. With at most one elementary change per stage, the authors propose a method with a competitive ratio of O(log i) for the weight and constant for the length from the particular node. In [11], a very similar on-line steiner tree problem with a delay constraint from one node to the others is studied. But the authors only evaluate their method with simulations, and they give no upper bound for the different competitive ratios. Note that in [7, 9, 11], only the number of elementary changes is taken into account to measure the level of damage due to the allowed changes in the current tree. In our paper we are also concerned by an incremental group problem where the members of the group are revealed on-line one by one. However, we do not focus on the same parameter (the weight of the tree) but on a different measure: the average distance induced by the successive trees. We fix a ”relative budget”, called quality constraint, on the average distance and we propose an algorithm minimizing simultaneously the average number of elementary changes per stage (as in [7, 9, 11]) and the number of critical stages necessary to guarantee this budget constraint at each stage. Note that we proved in [12] that any on-line algorithm without critical stage cannot guaranty a constant quality constraint (for the average distance parameter we consider in this paper). That is why we consider here the model in which changes are allowed. A motivation for such model and parameter is the construction of connection structures for groups of members in networks. An important QoS parameter is latency that is expressed here in terms of average distance between users. This average distance must be guaranteed while minimizing the number of critical stages since they induce perturbations in communications in the current group (implying many re-routing operations between members of the current tree). Moreover, as each elementary change needed to adapt the structure to the new members has a cost for the operator (in time and/or in price), the average number of elementary changes per stage must be minimized too. In Section 1 we describe more formally our problem and the related parameters. More precisely, in Subsection 1.1 we describe and motivate the constraints (namely the tree and quality constraints) that must be satisfied at each addition stage. In Subsection 1.2 we introduce the intermediate notion of connecting node that helps to define what we call an elementary change. In Subsection 1.3 we give the definitions of a critical stage and of an elementary change. In Section 2 we propose our strategy called median-rebuilding and we prove that it satisfies the construction constraints (in Section 3). In Section 4 we prove that our algorithm leads to at most O(log i) critical stages (where i is the number of adding stages) and leads to at most a constant average number of elementary changes per stage. We prove in Section 5 that our strategy is worst case optimal in order of magnitude for the number of critical stages criterion by constructing a situation in which at least Ω(log i) critical stages are necessary for any algorithm to satisfy the quality constraint. 2



These results show that our median-rebuilding algorithm is worst case asymptotically optimal for the number of critical stages and only induces a constant average number of elementary changes per stage.
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Definitions and notations



Let G = (V, E, w) be any connected weighted graph representing a network. V is the set of vertices (modeling the nodes of the network), E the set of edges (modeling the set of physical links) and w a positive weight function of the edges (modeling the length of the edges). We denote as d G (u, v) the distance between u and v in G, i.e. the sum of the weights of the edges of a minimum weight path between u and v in G. Notation 1 (Sum of distances of a group M ) Let G = (V, E, w) be a graph and let M ⊆ V be a group. We denote the sum of the distances of M in G as X X CG (M ) = dG (u, v). u∈M v∈M



It is easy to obtain the average distance from the sum of distances of a set of vertices. This is why we only consider the sum of distances parameter in the rest of the paper.



1.1



Construction constraints



In our problem, the graph G = (V, E, w) and an initial group M 0 ⊆ V are given (with M0 6= ∅). For example, in a meeting on network (called net-meeting) this initial group M 0 represents the set of participants present from the beginning of the meeting. A structure, denoted as T 0 , must be created to connect the members of M0 . However, in the case of an open net-meeting for example, new participants can join the meeting. These new participants must be integrated to the current group by connecting them to the current connection structure. We suppose here that these new participants are not known in advance and arrive on-line: a new participant, which is any vertex of the graph, is revealed when it decides to integrate the group, at any moment. The incremental part of the problem consists in integrating a new member when it is revealed. We call that a stage of addition. If S is a sequence S of new revealed members, S = u 1 , u2 , . . . , ui , for every k, 1 ≤ k ≤ i, we denote as Mk = Mk−1 {uk } the k th group, and mk = |Mk | it size. Thus, starting from the initial connection structure T 0 for M0 , we must integrate, at each addition step k, the new member uk by updating the current structure T k−1 (spanning Mk−1 ) to obtain Tk spanning Mk . Note that, as the members are revealed one by one, we are in an on-line model. It means that we do not know the future: neither in which order the members arrive, nor what is the set of new members that will be revealed. Hence, each stage can potentially be the last one; this explains why we are interested by giving guarantees at each stage. For the following, we need the next definition that presents the best possible connection tree for the group Mk , minimizing the sum of distances parameter. Definition 1 (Optimal tree) Let G = (V, E, w) be a graph. For every k ≥ 0, we denote as T k∗ a tree satisfying: CTk∗ (Mk ) = min{CT (Mk ) : T is a tree spanning Mk }. 3



We are now ready to give the two constraints that each current structure T k must satisfy. • The tree constraint: for every k ≥ 0, T k must be a tree in which all leaves are in M k (we call that a pruned tree). • The quality constraint: let c ≥ 12 be any fixed constant representing the required level of quality. Then, for every k, we must have CTk (Mk ) ≤ c · CTk∗ (Mk ). As in a net-meeting the current structure T k is used to support the communications between members of Mk , the tree constraint is set in order to simplify the mechanisms of routing and duplication of information in Tk . Indeed, there is only one route between any pair of members in a tree; moreover as there is no cycle, a simple flooding process can be used to broadcast information from any member. This flooding naturally ends at the leaves that are members (because trees are pruned); there is no need of costly process to control it. The quality constraint of level c is set to guarantee that the induced average distance between members in tree Tk is not too large compared to the best possible tree T k∗ . As constructing Tk∗ is an NP-complete problem (see [15]), we propose a solution having a “relative” guarantee (at most c times the best possible one). This means that each T k induces an average distance not too far (up to at most a constant factor of c) from the optimal one. In the rest of the paper we say say that an algorithm solves our problem if, for any on-line sequence M0 , . . . , Mi , it returns a sequence of trees T0 = (V0 , E0 ), . . . , Ti = (Vi , Ei ) (Ti spanning Mi ) satisfying the tree and quality constraints.



1.2



Connecting nodes, connection tree



As mentioned before, each tree Tk is constructed by considering the new member u k and the current tree Tk−1 . Transforming Tk−1 in Tk requires modifications. This sub-section is devoted to the presentation of objects useful to define a cost associated to the necessary transformations induced at each addition stage. In a given connection tree Tk we can distinguish two kinds of nodes. The first category is composed of the ones that must take decisions. For example, any node of degree 3 or more in Tk receiving an information for another node of the group must route this information on its appropriated output link. Moreover, if this information is sent to several members of M k , it must duplicate it. Note that such a node is not necessary a member of the current group M k . But these nodes are active in the routing process inside T k . We call them the connecting nodes. We also include all the members of Mk into this category (even members of degree less than 3). The second category are nodes of degree 2 and not members of M k . When such a node receives an information on one of its input link, it just forwards it on the other link. There is no decision, no intelligence. We call that nodes relays. Using these notions, a tree Tk is now a set of connecting nodes interconnected by paths (tunnels) composed of relays. Definition 2 (Connecting node, relays) Let G = (V, E, w) be a graph and let T = (V T , ET ) be any pruned tree spanning M ⊆ VT ⊆ V . u ∈ VT is a connecting node of T if and only if at least one of these two conditions is satisfied: • u ∈ M. • u is a vertex of degree at least 3 in the tree T .



The others vertices of T are called the relays. 4



Note that each vertex u ∈ VT of degree 1 in T = (VT , ET ) is a member u ∈ M (because T is a pruned tree), thus by definition 2, u is a connecting node of T . This means that all vertices of T which are not connecting nodes are vertices (relays) of degree 2. Figure 1(c) shows the connecting (circled) vertices in the given tree. We define now a connection tree, which is a simplification of the real tree by replacing each paths of relays by a single edge. Definition 3 (Connection tree) Let G = (V, E, w) be a graph and let T = (V T , ET ) be any pruned tree spanning M ⊆ VT ⊆ V . T c = (VT c , ET c ) is the connection tree associated to T obtained by replacing each path in T made of non-connecting nodes between 2 connecting nodes by an unweighted edge. Figure 1 gives an illustration of a tree spanning a group and the associated connection tree. Figure 1(a) is an example of a group of members M that must be connected (the members are the black vertices). Figure 1(b) is an example of a tree T spanning M . We can see on Figure 1(c) the connecting nodes of the tree T and on Figure 1(d) the connection tree T c associated to T . (a) A graph G



(b) A tree T spanning M



(c) The connecting nodes of T



(d) The tree T c associated to T



PSfrag replacements



Figure 1: Illustration of a connection tree: a graph (a), a spanning tree (b), the connecting nodes (circled vertices) (c) and the connection tree (d). Black vertices are members of the current group and circled vertices are connecting nodes.
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1.3



The criteria to minimize



In this subsection we present the costs associated to any algorithm satisfying the tree and quality constraints. We first need the following definitions and notations. Definition 4 (Critical stage) Let A be an algorithm solving our problem by returning a sequence of trees T0 = (V0 , E0 ), . . . , Ti = (Vi , Ei ) satisfying the tree and quality constraints. Stage k (1 ≤ k ≤ i) is a critical stage of addition if E k−1 * Ek . Figure 2(a) shows an example of an addition stage of u k that is a noncritical stage, because T k is obtained by only adding a path between u k and Tk−1 and Ek−1 ⊆ Ek . Figure 2(b) shows another possibility to add uk : uk is added and a part of Tk−1 is modified (for example to satisfy the quality constraint or for any other reason). In this case, we have E k−1 6⊆ Ek and this is a critical stage. We distinguish critical stages from other stages since they generate a lot of perturbations. Indeed, the communication routes between members already in the current group M k−1 have to be changed. Potentially all the routing tables of the connecting nodes must be modified. This generates a heavy traffic to update them. Moreover the current communications between members of Mk−1 initiated before the changes can be interrupted. The number of critical stage must then be minimized. On the other hand, a simple (non critical) connection of the new member by just adding a path in the tree (instead of breaking partially or completely the current tree) generates only local changes. The update of the routing can just be done by broadcasting the identity of the new member in the new tree Tk . This does not create any re-routing between the other members. During each addition stage some changes must be done in the current tree. The next Definition defines an elementary change. Definition 5 (Elementary change) Let A be an algorithm solving our problem. At stage k c (1 ≤ k ≤ i), the algorithm A builds Tk from Tk−1 . Let Tkc and Tk−1 be the associated connection c c trees. Thus, changes have to be made to obtain T k from Tk−1 . An elementary change is: c . • Removing one edge of Tk−1 c . • Adding one edge in Tk−1



For example, in Figure 3, we consider the following particular scenario of addition. First, the new member uk is submitted (see Figure 3(a) to see the graph and Figure 3(b) to see the connection c ). Secondly, one edge of T c tree Tk−1 k−1 is removed (see Figure 3(c), the dotted edge). Thirdly, three c new edges are added to Tk−1 in order to connect uk (see Figure 3(d), the dotted edges), and then, we obtain the new tree Tkc (see Figure 3(e)). Thus, at step k, 1 + 3 = 4 elementary changes have been made. An elementary change induces a cost (in time, in price) to add or delete a connection between two connecting nodes. We are interested here in minimizing the average number of elementary changes per stage. Based on the previous discussion, we can define the costs associated to an algorithm solving our problem (satisfying the tree and quality constraints).
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(a) Step k is a noncritical stage



(b) Step k is a critical stage



Tk−1



Tk−1



uk



uk
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Tk



Figure 2: Illustration of the differences between a noncritical and a critical stage. Dotted lines are removed edges. Black vertices are members of the current group.



Notation 2 Let A be an algorithm solving our problem by returning a sequence of trees T 0 = (V0 , E0 ), . . . , Ti = (Vi , Ei ). Let T0c = (V0c , E0c ), . . . , Tic = (Vic , Eic ) be the associated connection trees. • For every i ≥ 1, ]CS(T0 , . . . , Ti ) is the total number of critical stages of the sequence of trees T0 , . . . , T i . • For every k, 1 ≤ k ≤ i, ]EC(Tkc ) is the number of elementary changes made by A at stage k. • For every i ≥ 1, ]ECM (T0c , . . . , Tic ) is the average number of elementary changes per stage made by A after i stages of execution: i



]ECM (T0c , . . . , Tic )



1X = ]EC(Tkc ). i k=1



The aim of this paper is to minimize the number ]CS(T 0 , . . . , Ti ) of critical stages and the average number ]ECM (T0c , . . . , Tic ) of elementary changes per stage, while respecting the tree and the quality constraints.
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(a) The graph G



uk



c (b) The tree Tk−1



(c) The deleted connection



uk



uk



(e) The tree Tkc



(d) The new connections
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Figure 3: Example of elementary changes at step k. Dotted lines correspond to one elementary change. Black vertices are members of the current group.
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2



Description of our algorithm median-rebuilding



We propose the algorithm median-rebuilding using the following definition of a median. Definition 6 (Median of a set of vertices) Let G = (V, E, w) be a graph and M ⊆ V be a set of vertices. r ∈ M is a median of M if and only if nX o X dG (u, r) = min dG (u, v) : v ∈ M u∈M



u∈M



Our algorithm median-rebuilding The main idea of our median-rebuilding algorithm is to define particular stage numbers, called rebuilding stages (determined in function of the given level of quality c) during which we (totally) reconstruct the current tree (to match with the quality constraint). Between two successive rebuilding stages, a new member is just added by connecting it by a shortest path to the median of the group at the last rebuilding stage (and assuring that at each stage a tree is maintained). The following sequence (ak ) defines the rebuilding stages of our algorithm. The constant c ≥ 12 is the given constant level of the quality constraint and m 0 = |M0 | is the size of the initial group).  m a0 = m 0   k  j√   2c+1−3  k  √ m a1 = m a0 1 +  2 2c + 1 − 3 ⇒ ∀ k ≥ 0, mak = m0 1 + ..  2 .  k   j√   2c+1−3  ma = m a 1+ k



k−1



2



We give now a description of our algorithm.



Median-rebuilding : • At step a0 = 0: Median-rebuilding builds a shortest path tree spanning the first group M 0 , rooted in r0 ∈ M0 , a median of M0 . • After the last rebuilding stage ak : Let uak +j be the j th new vertex to add since the last rebuilding stage a k . k j√ 2c+1−3 : – If j < mak 2 Let rak ∈ Mak be the median of Mak in which Tak has been rooted during the last rebuilding stage. Median-rebuilding builds the tree T ak +j = (Vak +j , Eak +j ) spanning Mak +j by connecting uak +j to Tak +j−1 = (Vak +j−1 , Eak +j−1 ) by a shortest path between uak +j and v ∈ Vak +j−1 , where v is such that dG (uak +j , v) = min{dG (uak +j , x) : x ∈ Vak +j−1 is in a shortest path between uak +j and rak } (See Figure 4 for an illustration). j√ k 2c+1−3 – Otherwise, we have j = mak : 2  j√ k By definition of the sequence (ak ), we have mak +j = mak 1 + 2c+1−3 = mak+1 . 2 Median-rebuilding rebuilds the tree T ak+1 in a shortest path tree spanning Mak+1 , rooted in rak+1 (where rak+1 ∈ Mak+1 is a median of Mak+1 ). Thus, ak+1 is the new last rebuilding stage.
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(a) The tree Tak +j−1



(b) The tree Tak +j



r ak



r ak
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v



uak +j



uak +j



Figure 4: Example of an adding step of median-rebuilding, with j = 1 and m ak = m0 = 5.



Numerical illustration. Suppose that c = 12, m 0 = 4 and there are i = 15 new members revealed. Step a0 = 0 just construct the initial tree T 0 , that is a shortest paths spanning the 4 initial members of M in r0 , the median of M0 . 0 . T0 jis√rooted k 2c+1−3 = 2 and the successive values are: ma0 = m0 = 4, ma1 = 2ma0 = 8 As c = 12, 1 + 2 and ma2 = 2ma1 = 16. This means that each of the new members u 1 , u2 , u3 is such that j < ma0 = 4 (because j = 1, 2, 3). Thus, each member u1 , u2 , u3 is connected by a shortest path to r0 (median of M0 ) such that the obtained structure Tk remains a tree. When u4 is revealed, we have j = ma0 = 4. According to the algorithm, this is a rebuilding stage: a median r4 of M4 is computed and a shortest paths tree, spanning M 4 , rooted in r4 is constructed and T3 can be deleted. Note that this stage is critical and numerous elementary changes are made. When each new member u5 , . . . , u11 is revealed, we have j < ma1 = 8 (because j = 1, . . . , 7). Thus, each member u5 , . . . , u11 is connected by a shortest path to r4 (median of M4 ) such that the obtained structure Tk remains a tree. When u12 is revealed, j = ma1 = 8 and this is a reconstruction step: a shortest paths tree spanning M12 , rooted in r12 (median of M12 ) becomes the new tree. The last 3 new members revealed u13 , u14 , u15 are such that j < ma2 = 16 (because j = 1, 2, 3). Thus, each member u13 , u14 , u15 is connected by a shortest path to r12 (median of M12 ). Important properties of our algorithm. The rebuilding stages are critical stages of medianrebuilding (because the current tree is broken and rebuilt). The other stages are non critical because the algorithm only adds a path to the current tree to connect a new member. Note that this algorithm is polynomial because building shortest paths and calculating a median of a group are both polynomial. Note also that for every new added vertex, by construction, it respects the tree constraint. Section 3 shows that it also respects the quality constraint.
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3



Median-rebuilding respects the quality constraint



The aim of this section is to prove that median-rebuilding respects the quality constraint. We use Lemma 1 (which comes from [10]) to prove Theorem 1. Lemma 1 Let G = (V, E, w) be a graph. Let r ∈ M ⊆ V be a median of M . We have X CG (M ) ≥ |M | dG (u, r). u∈M



Proof. By definition of r ∈ M , median of M , we have X X X X X CG (M ) = dG (u, v) ≥ dG (u, r) = |M | dG (u, r). v∈M u∈M



v∈M u∈M



u∈M



 The following Theorem shows that median-rebuilding respects the quality constraint, if the required level of quality is a constant c ≥ 12. Theorem 1 For any constant c ≥ 12, for any adding sequence of i ≥ 0 new members, medianrebuilding respects the quality constraint, i.e. we have CTi (Mi ) ≤ c · CTi∗ (Mi ). j√ k 2c+1−3 Proof. Let ak be the last rebuilding stage. After stage a k , there exists j, 0 ≤ j < m ak 2 such that i = ak + j. By triangular inequality, we have: X X X X CTi (Mi ) ≤ (dTi (u, rak ) + dTi (rak , v)) = (dG (u, rak ) + dG (rak , v)) u∈Mi v∈Mi



u∈Mi v∈Mi



(because Ti is a shortest paths tree rooted in rak ) X X X dG (u, rak ) dG (rak , v) = 2mi dG (u, rak ) + mi = mi = 2mi



X



X



dG (u, rak ) + 2mi



u∈Mak



≤



u∈Mi



v∈Mi



u∈Mi



2mi CG (Mak ) + 2mi m ak



dG (u, rak )



u∈Mi \Mak



X



dG (u, ri ) + 2mi



u∈Mi \Mak



X



dG (ri , rak )



u∈Mi \Mak



(by Lemma 1 with rak a median of Mak and by triangular inequality) X 2mi ≤ CG (Mi ) + 2mi dG (u, ri ) + 2jmi dG (ri , rak ) m ak u∈Mi



(because Mak ⊆ Mi , Mi \Mak ⊆ Mi and |Mi \Mak | = j)   2mi 2jmi X 2jmi X ≤ dG (ri , u) + dG (u, rak ) + 2 CG (Mi ) + m ak m ak m ak u∈Mak



u∈Mak



(by Lemma 1 with ri a median of Mi and by triangular inequality)
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≤







 2mi 2jmi X 2jmi + 2 CG (Mi ) + dG (ri , u) + 2 CG (Mak ) m ak m ak m ak u∈Mi



(because Mak ⊆ Mi and by Lemma 1 with rak a median of Mak )   2mi 2j 2jmi +2+ + 2 CG (Mi ) ≤ m ak m ak m ak (because Mak ⊆ Mi and by Lemma 1 with ri a median of Mi )   6j 2j 2 = 4+ CG (Mi ) + 2 m ak m ak (because mi = mak + j)  2  j√ k k j √ 2c+1−3 2c+1−3 6 m m 2 ak ak 2 2   ≤ 4 + +  CG (Mi ) 2 m ak m ak  √ 2c + 1 − 3 m ak ) (because j ≤ 2 2 ! √ √ 2c + 1 − 3 CG (Mi ) = c · CG (Mi ) ≤ 3 2c + 1 − 5 + 2 ≤ c · CTi∗ (Mi )



(because for every tree T spanning a group M ⊆ V , we have C G (M ) ≤ CT (M )) 



4 4.1



Evaluation of median-rebuilding Median-rebuilding leads to at most O(log i) critical stages



Theorem 2 For any constant c ≥ 12 (representing the required level of quality), for any sequence M0 ⊂ · · · ⊂ Mi , let T0 , . . . , Ti be the sequence of trees constructed by median-rebuilding. We have    i ]CS(T0 , . . . , Ti ) ≤ log(1+b √2c+1−3 c) +1 ∈ O(log i). m0 2 Proof. By definition of the sequence (a k ) and median-rebuilding, if there are p re-buildings (that are critical stages), then p verifies:  √  √ p p+1 2c + 1 − 3 i 2c + 1 − 3 1+ +1< 1+ map ≤ m0 + i < map+1 ⇒ ≤ 2 m0 2    i +1 ⇒ p = log (1+b √2c+1−3 c) m0 2 ⇒ p ∈ O(log i) (because c ≥ 12 is a constant) 



4.2



Median-rebuilding makes a constant number of elementary changes per stage



In this Section, we show that even if Median-rebuilding leads to at most O(log i) critical stages, it makes at most a constant average number of elementary changes per stage. To show that, we first need Lemma 2, Lemma 3 and Corollary 1, which are preliminary results leading to Theorem 3. 12



Lemma 2 Let G = (V, E, w) be a graph, let T = (V T , ET ) be any pruned tree spanning M ⊆ V and let T c = (VT c , ET c ) be the connection tree associated to T . We have |ET c | ≤ 2|M | − 2. (As this Lemma is probably well known, we do not give its proof in the text but for completion we include it in ANNEX). Corollary 1 For every stage k, k ≥ 1, let T k be any pruned tree spanning Mk built by any algorithm and let Tkc be the connection tree associated to T k . We have ]EC(Tkc ) ≤ 4|Mk |. c Proof. By Lemma 2, we have |ETk−1 | ≤ 2|Mk−1 |−2 = 2|Mk |−4. For each stage k, each connection can be broken at most once, and there are at most |E Tkc | ≤ 2|Mk | − 2 new edges to build. Thus, c any algorithm makes at most |ETk−1 | + |ETkc | ≤ 2|Mk | − 4 + 2|Mk | − 2 ≤ 4|Mk | elementary changes at stage k. 



This means that, for every k, even if k is a critical stage, median-rebuilding makes at most 4|M k | elementary changes at stage k. Lemma 3 For every stage k, k ≥ 1, such that k is not a rebuilding stage, let T k be the tree built by median-rebuilding and let Tkc be the connection tree associated to T k . We have ]EC(Tkc ) ≤ 4. (The proof of this Lemma is elementary and is given in ANNEX). The following Theorem is the main result of the section and shows that median-rebuilding leads to at most a constant average number of elementary changes per stage. Theorem 3 For any sequence M0 ⊂ · · · ⊂ Mi , for every constant c ≥ 12, let T0 = (V0 , E0 ), . . . , Ti = (Vi , Ei ) be the sequence of pruned trees spanning M 0 ⊂ · · · ⊂ Mi returned by median-rebuilding and let T0c = (V0c , E0c ), . . . , Tic = (Vic , Eic ) be the associated connection trees. We have ]ECM (T0c , . . . , Tic ) ≤ 12. Proof. Let us analyze the following cases: √



c, then, by definition of median-rebuilding, there is no critical stage (because • If i < m0 b 2c+1−3 2 there is no rebuilding stage). Thus, by Lemma 3, we have: i



]ECM (T0c , . . . , Tic )



4i 1X ]EC(Tkc ) ≤ = =4 i i k=1



• If i ≥ m0 b



√ 2c+1−3 c, 2



then, by definition of median-rebuilding, there is at least 1 critical stage. √



In order to simplify the notations, we set b = 1 + b 2c+1−3 c. Let ]ECcr (T0c , . . . , Tic ) be the 2 total number of elementary changes made during the critical stages and let ]EC ncr (T0c , . . . , Tic ) be the total number of elementary changes made during the noncritical stages. Let us now upper bound ]ECcr (T0c , . . . , Tic ) and ]ECncr (T0c , . . . , Tic ). 13



1. Upper bound of ]ECcr (T0c , . . . , Tic ). First, at each critical stage ak , by Corollary 1, we have EC(Tkc ) ≤ 4|Mak |. Secondly, by definition of the algorithm median-rebuilding, k |M j ak | = m0 bk. And thirdly, by Theorem 2, median-rebuilding leads to at most log b



i m0



+1



critical stages. Thus, we have:



]EC(T0c , . . . , Tic ) ≤



j



logb







+1



X



k



4m0 bk = 4m0



k=1



≤ 4m0 b ≤ 8i



i m0







b



logb







i m0



+1



b−1











− 1







b



j



log b







i m0



+1



k



+1



b−1



= 4m0 b



i m0



 − b



+1−1



b−1



!



=



4ib b−1



√  b 2c + 1 − 3 ≤ 2) (as c ≥ 12, we have b = 1 + ≥ 2 and thus, 2 b−1 2. Upper bound of ]ECncr (T0c , . . . , Tic ). By Lemma 3, we have: ]ECncr (T0c , . . . , Tic ) ≤ 4i Thus, as



Pi



c k=1 ]EC(Tk )



= ]ECcr (T0c , . . . , Tic ) + ]ECncr (T0c , . . . , Tic ), we obtain: i



]ECM (T0c , . . . , Tic ) =



1X 8i + 4i = 12 ]EC(Tkc ) ≤ i i k=1







5



Lower bound for the number of critical stages of any algorithm



In this section, we prove that, if the tree constraint and the quality constraint are satisfied, then for any sufficiently large i, there exists a particular adding sequence implying at least Ω(log i) critical stages for any algorithm. To prove that, we describe the graph G p in section 5.1. We define the particular adding sequence in section 5.2 and we prove the main result in section 5.3.



5.1



Description of the graph Gp



Let c ≥ 1 be the constant of the quality constraint. Let p = d100ce and let G p = (Vp , Ep , wp ) be an unweighted graph (for every e ∈ Ep , wp (e) = 1). Gp consists of a cycle C = (VC , EC ) of length p with VC ⊂ Vp , EC ⊂ Ep such that: • The p vertices of VC are numbered from s1 to sp in the order of the cycle C. • The edges of EC are numbered from e1 to ep in the following way, e1 = sp s1 ∈ EC and for every j, 2 ≤ j ≤ p, ej = sj−1 sj ∈ EC . • For every j, 1 ≤ j ≤ p, sj is the center of a star Sj = (VSj , ESj ) with a finite, but as large as we need, set of leaves.
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Definition of the subsets Akj . For every j, k, 1 ≤ j ≤ p, 0 ≤ k, let Akj be a set of vertices such that: • Akj is a subset of the set of the leaves of the star S j : Akj ⊆ VSj \{sj } • The sets Akj are disjoint. For every k1 6= k2 , 0 ≤ k1 , 0 ≤ k2 , we have: Akj 1 ∩ Akj 2 = ∅ • The size of set Akj is the following: |A0j | = 2j if k = 0,



|Akj | = 2kp+j − 2(k−1)p+j otherwise.



For every j, k, 1 ≤ j ≤ p, 0 ≤ k, we define A k∗ j = Thus, we have: |Ak∗ j |=



k X l=0



|Alj | = |A0j | +



k X l=1



S



0≤l≤k



|Alj | = 2j +



Alj .



k X l=1



2lp+j −



k−1 X



2lp+j = 2kp+j .



l=0



See Figure 5 for an illustration of the subsets A kj and Ak∗ j on graph Gp . In order to keep a readable figure, we do not represent all the vertices of G 3 , but only the ones which are in subsets A 01 , A02 , A03 and A11 and we consider a constant p only equal to 3, whereas p must verify p ≥ 100 (because p = d100ce and c ≥ 1).



5.2



Definition of the sequence of additions M0 ⊂ · · · ⊂ Mi .



For every k, 1 ≤ k, for every j, 1 ≤ j ≤ p = d100ce, we first define a generic sequence of additions of vertices. Note that we do not specify each elementary stage of additions, but only the “main” stages interesting for our analysis (stages of the form α(k, j)). The sequence α(k, j) (0 ≤ α(k, j)) is defined as follows: • At stage α(0, 0) = 0, we have M0 = ∅. P P (k−1)∗ | + jn=1 |Akn |, we have: • At stage α(k, j) = pn=1 |An [ [ Akn Mα(k,j) = An(k−1)∗ ∪ 1≤n≤j



1≤n≤p



For every k, 1 ≤ k, for every j, 1 ≤ j ≤ p, we have |M α(k,j) | = α(k, j) with: α(k, j) =



p X



2(k−1)p+n +



n=1 (k−1)p



= 2



j X



n=1



· (2



p+1



2kp+n −



− 2) + 2



kp



j X



n=1 j+1



· (2



2(k−1)p+n − 2) − 2(k−1)p · (2j+1 − 2)



= 2kp+1 − 2(k−1)p+1 + 2kp+j+1 − 2kp+1 − 2(k−1)p+j+1 + 2(k−1)p+1 = 2kp+j+1 − 2(k−1)p+j+1



Thus, for every k, 1 ≤ k, for every j, 1 ≤ j ≤ p, we have:



If k < k 0 or (k = k 0 and j < j 0 ), then α(k, j) < α(k 0 , j 0 ) 15



(1)



A03 A02



e3



s2



s3



PSfrag replacements e2



e1



s1



A01 A11 0 1 A1∗ 1 = A1 ∪ A1



Figure 5: The graph G3



Let us prove (1): • If k < k 0 , we have: 0



0



0



0



α(k 0 , j 0 ) − α(k, j) = 2k p+j +1 − 2(k −1)p+j +1 − (2kp+j+1 − 2(k−1)p+j+1 ) 0



0



≥ 2k p+2 − 2k p+1 − 2(k+1)p+1 + 2(k−1)p+2 (because 1 ≤ j ≤ p and 1 ≤ j 0 ≤ p)



≥ 2(k+1)p+1 − 2(k+1)p+1 + 2(k−1)p+2 > 0 (because k < k + 1 ≤ k 0 )



• If k = k 0 and j < j 0 , we have: 0



0



α(k 0 , j 0 ) − α(k, j) = 2kp+j +1 − 2(k−1)p+j +1 − (2kp+j+1 − 2(k−1)p+j+1 ) 0



0



= 2kp+1 · (2j − 2j ) − 2(k−1)p+1 · (2j − 2j ) 0



= (2j − 2j )(2kp+1 − 2(k−1)p+1 ) > 0 (because j < j 0 ).
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We specify with α(k, j) the stages corresponding to “saturations” of the subsets A kj : α(k, j) is the stage of addition where the last vertex of A kj is revealed. Between two successive “main” stages α(k, j) and α(k, j + 1) (resp. α(k, p) and α(k + 1, 1)), the vertices of Akj+1 (resp. Ak+1 1 ) are added one by one in any order. Note that we stop adding vertices after the last saturated “main” stage, when exactly i vertices have been added. In order to illustrate the sequence of adding, we give in Figure 6 the graph G 4 . We do not represent all the vertices, because there would be too many (note that p = 4 is still too small to be a possible value of p ≥ d100ce, but this is just an illustration). In this example, the vertices will be added one by one in order to “saturate” the subsets A kj in the following order: A01 , A02 , A03 , A04 , PSfrag A11 , replacements A12 , A13 , A14 , A21 , A22 , A23 and A24 . |A12 | = 60 |A22 | = 964



|A02 | = 4 e2 |A21 |



s2



e3



|A03 | = 8



= 482 s3



s1



|A11 | = 30 |A01 | = 2



e1



s4



|A13 | = 120 |A23 | = 1928



e4



|A24 | = 3856



|A04 | = 16 |A14 | = 240 Figure 6: The graph G4



5.3



Any algorithm implies at least Ω(log i) critical stages



Lemmas 4 and 5 are preliminary technical results (Lemma 4 comes from [10]). Lemma 4 Let G = (V, E, w) be a graph. For every M ⊆ V , there exists a tree T of f spanning M such that CT of f (M ) ≤ 2CG (M ). The following Lemma 5 is central in our analysis. It describes sub-sequences of addition where at least one rebuilding/critical stage happens. To illustrate this, we suppose that G p is the graph of Figure 6 (Note that this cannot be the case since p = 4 is too small for our construction, but it is just an illustration). Lemma 5 means that after adding the members of the subsets A 01 , A02 , A03 , A04 , A11 , A12 , A13 and A14 , any algorithm leads to at least one critical stage. In the same way, after 17



adding the members of the subsets A21 , A22 , A23 and A24 , any algorithm leads to at least one new critical stage (i.e. a total of at least two critical stages). We now give the statement of Lemma 5. ∗ ∗ Lemma 5 Let c ≥ 1 be any constant. Let k ≥ 1, let T α(k,1) , . . . , Tα(k,p) be the p trees respectively spanning Mα(k,1) , . . . , Mα(k,p) optimal for the sum of distances and let T α(k,1) , . . . , Tα(k,p) be any p trees respectively spanning M α(k,1) , . . . , Mα(k,p) . If for every j, 1 ≤ j ≤ p, we have ∗ CTα(k,j) (Mα(k,j) ) ≤ c · CTα(k,j) (Mα(k,j) ), then ]CS(Tα(k,1) , . . . , Tα(k,p) ) ≥ 1.



Proof. We prove Lemma 5 by contradiction. Suppose that there exists k ≥ 1 such that for every j, 1 ≤ j ≤ p, the quality constraint is satisfied and there is no critical stage, i.e. there ∗ exists k ≥ 1 such that for every j, 1 ≤ j ≤ p, we have C Tα(k,j) (Mα(k,j) ) ≤ c · CTα(k,j) (Mα(k,j) ) with Tα(k,1) ⊆ · · · ⊆ Tα(k,p) . These p trees are made up of, amongst other things, all edges of the cycle C of Gp , except one edge, denoted as ejc . We insist on the fact that, because there is no critical stage, this edge ejc is always the same in all trees Tα(k,1) , Tα(k,2) , . . . , Tα(k,p) . S (k−1)∗ Let us focus now on stage α(k, jc ) = 2kp+jc+1 −2(k−1)p+jc +1 . We have Mα(k,jc ) = 1≤n≤p An ∪   S k ∗ 1≤n≤jc An . We lower bound CTα(k,jc ) Mα(k,jc ) and upper bound CTα(k,jc ) Mα(k,jc ) to show that at this particular stage, the quality constraint is not satisfied. This will lead to the wanted contradiction and will prove the Lemma. In order to simplify, for every A ⊂ Vp , B ⊂ Vp disjoint sets, we use the following notation : XX dGp (a, b) CGp (A ↔ B) = 2 a∈A b∈B







• Lower bound of CTα(k,jc ) Mα(k,jc ) . Two cases can happen: (k−1)∗



are separated by a path – If jc = 1, then as the vertices of Ak∗ 1 and the vertices of Ap of length p + 1 in Tα(k,jc ) (whereas they are separated by a path of length 3 in the graph kp+j , we have: Gp ) and because |Ak∗ j |=2 CTα(k,jc ) Mα(k,jc )







  (k−1)∗ ↔ A ≥ CTα(k,1) Ak∗ p 1



≥ 2(p + 1) · 2kp+1 · 2(k−1)p+p



= (p + 1)22kp+2



= (p + 1)22kp+2jc (because jc = 1) k∗ – If jc ≥ 2, then as the vertices of Ak∗ jc and the vertices of Ajc −1 are separated by a path of length p + 1 in Tα(k,jc ) (whereas they are separated by a path of length 3 in the graph kp+j , we have: Gp ) and because |Ak∗ j |=2



CTα(k,jc ) Mα(k,jc )







  k∗ ↔ A ≥ CTα(k,jc ) Ak∗ jc −1 jc



≥ 2(p + 1) · 2kp+jc · 2kp+jc −1 = (p + 1)22kp+2jc
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∗ • Upper bound of CTα(k,j



c)



per bound CGp Mα(k,jc )







 ∗ Mα(k,jc ) . In order to upper bound CTα(k,j



c)



= A + B + C with:







A = C Gp 



[



C = C Gp 



[



1≤l≤jc







1≤l≤jc











 Ak∗ l



B = C Gp 



Ak∗ l ↔



[



[











(k−1)∗ 



Al



jc +1≤l≤p



 Mα(k,jc ) , we first up-



(k−1)∗ 



Al



jc +1≤l≤p



We upper bound A, B and C:



A =



jc X



n=1



≤



jc X











+ CGp Ak∗ n 22kp+2n+1 +



n=1



jX c −1 n=1



jX c −1







CGp Ak∗ n+1 ↔ 2 · 2kp+n+1



n=1



n X l=1



[



1≤l≤n







 Ak∗ l



2kp+l (n − l + 3)



!



(because ∀ n, 1 ≤ n ≤ jc − 1 and ∀ l, 1 ≤ l ≤ n, each member k∗ kp+l of Ak∗ is at distance at most n − l + 3 l of size |Al | = 2



kp+n+1 k∗ ) of each member of Ak∗ n+1 , of size |An+1 | = 2



≤



jc −1 n X 1 2kp+2jc +3 X ·2 + 2 · 2kp+n+1 2kp+l (n − l + 3) 3



!



=



1 2kp+2jc +3 ·2 + 3







n=1 jX c −1  n=1 jX c −1



l=1



2 · 2kp+n+1 · 2kp (2n+3 − 2n − 8)



≤



1 2kp+2jc +3 ·2 + 3



≤



1 2kp+2jc +3 1 2kp+2jc +5 ·2 + ·2 = 3 3



22kp+2n+5



n=1
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40 2kp+2jc ·2 3



B =



p X



CGp An(k−1)∗ +



n=jc +1



≤











p X



p−1 X



n=jc +1



22(k−1)p+2n+1 +



n=jc +1



p−1 X



n=jc +1







(k−1)∗



CGp An+1







↔



2 · 2(k−1)p+n+1



[



n X



l=jc +1



(k−1)∗ 



Al



jc +1≤l≤n



 



2(k−1)p+l (n − l + 3)



(because ∀ n, jc + 1 ≤ n ≤ p and ∀ l, jc + 1 ≤ l ≤ n, each member of (k−1)∗



Al



≤ =



≤



(k−1)∗



of size |Al



| = 2(k−1)p+l is at distance at most n − l + 3



(k−1)∗



(k−1)∗



of each member of An+1 , of size |An+1 | = 2(k−1)p+n+1 )   p−1 n X X 1 2kp+3 2(k−1)p+n+2 2(k−1)p+l (n − l + 3) ·2 + 3 n=jc +1



1 2kp+3 ·2 + 3



p−1 X



n=jc +1



l=jc +1







2



2(k−1)p+n+2



2



n+3



−2



jc +1



(n − jc + 4)



p−1 X 1 2kp+3 22(k−1)p+2n+5 ·2 + 3







n=jc +1



(because jc ≤ n) 1 2kp+3 1 2kp+5 ≤ ·2 + ·2 ≤ 22kp+4 3 3



C =



jc X



n=1



≤



jc X



n=1







CGp Ak∗ n ↔







2 · 2kp+n



[



jc +1≤l≤p



p  X



l=jc +1







(k−1)∗ 



Al











2(k−1)p+l (p − l + n + 2) 



(k−1)∗



(because ∀ n, 1 ≤ n ≤ jc and ∀ l, jc + 1 ≤ l ≤ p, each member of Al (k−1)∗



of size |Al



| = 2(k−1)p+l is at distance at most p − l + n + 2 of each



kp+n k∗ ) member of Ak∗ n , of size |An | = 2 j c  X  22kp+n−p+1 (n + 3)(2p+1 + 2jc +1 ) − 2jc +1 (p + jc ) =



≤



n=1 jc  X



22kp+n−p+1 (2jc + 2)(2p+1 + 2jc +1 )



n=1







(because ∀ jc , 1 ≤ n ≤ jc , n ≤ jc + 1 ≤ 2jc ) jc   X 22kp+n−p+1 · 2p+2 (2jc + 2) ≤ n=1



(because jc ≤ p)



≤ 22kp+jc +4 (2jc + 2) ≤ 22kp+2jc +5 (because jc ≥ 1)
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Thus, we have: CGp Mα(k,jc )







= A+B +C ≤



40 2kp+2jc ·2 + 22kp+4 + 22kp+2jc +5 3



40 2kp+2jc ·2 + 22kp+2jc +2 + 22kp+2jc +5 3 (because jc ≥ 1)   40 = + 4 + 32 · 22kp+2jc ≤ 50 · 22kp+2jc 3



≤



of f By Lemma 4, there exists a tree Tα(k,j spanning Mα(k,jc ) such that CT of f c)



α(k,jc )



(Mα(k,jc ) ) ≤ 2CGp (Mα(k,jc ) ).



∗ Thus, as Tα(k,j is a tree spanning Mα(k,jc ) optimal for the sum of distances, we have: c) ∗ CTα(k,j (Mα(k,jc ) ) ≤ CT of f ) c



α(k,jc )



(Mα(k,jc ) ) ≤ 2 · 50 · 22kp+2jc = 100 · 22kp+2jc



Thus, as p = d100ce, we have:  CTα(k,jc ) Mα(k,jc ) 1 d100ce + 1 (p + 1)22kp+2jc  ≥ ≥ c + >c = 2kp+2j c ∗ 100 · 2 100 100 CTα(k,j Mα(k,jc ) ) c



This result contradicts the assumption that the quality constraint is satisfied, thus, Lemma 5 is proved by contradiction.  The following Theorem shows that if the tree constraint and the quality constraint are satisfied, any algorithm leads to at least Ω(log i) critical stages, where i is the number of added vertices. Theorem 4 Let c ≥ 1 be any constant. For every i ≥ 2 3·d100ce+1 , there exists a graph G, there exists M0 ⊂ · · · ⊂ Mi , such that for any algorithm returning a sequence of trees T 0 , . . . , Ti (such that for every l, with 0 ≤ l ≤ i, Tl spans Ml ) respecting the quality constraint, we have ]CS(T0 , . . . , Ti ) ∈ Ω(log i). Proof. Let c be any constant c ≥ 1, let p = d100ce and let i ≥ 2 3p+1 = 23·d100ce+1 . Let G be the graph Gp defined in section 5.1 and let M0 ⊂ · · · ⊂ Mi be the sequence defined in Section 5.2. As i ≥ 23p+1 , there exists k ≥ 2 such that: α(k + 1, 1) ≤ i ≤ α(k + 2, 1) = 2(k+2)p+2 − 2(k+1)p+2 Thus, we have: i ≤ 2(k+2)p+2



⇒



log2 i ≤ (k + 2)p + 2



And as p = d100ce is a constant, we have: k ∈ Ω(log i)
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⇒



log 2 i − 2 −2≤k p



Moreover, by lemma 5, we have:  ]CS(Tα(1,1) , . . . , Tα(1,p) ) ≥ 1     ]CS(Tα(2,1) , . . . , Tα(2,p) ) ≥ 1 ..  .    ]CS(Tα(k,1) , . . . , Tα(k,p) ) ≥ 1 ⇒ ]CS(Tα(1,1) , . . . , Tα(k,p) ) ≥ k ⇒ ]CS(T0 , . . . , Ti ) ≥ k



(because i ≥ α(k + 1, 1) ≥ α(k, p))



⇒ ]CS(T0 , . . . , Ti ) ∈ Ω(log i) (because k ∈ Ω(log i))



 Theorem 2 and Theorem 4 show that the algorithm median-rebuilding is worst case optimal in order of magnitude for the number of critical stages criterion.



6



Conclusion



We have proposed an algorithm, called median-rebuilding, solving an on-line covering problem of members by respecting the following quality constraint: for each step of adding, the average distance between members induced by the built structure is at most a constant time the best possible value. Moreover, our algorithm is easy to use. Indeed, for a step of adding, either it breaks the tree and rebuilds a new one which is a tree of shortest paths (only O(log i) times, where i is the number of added members), or it just add to the current tree a shortest path in order to connect the new member (in all the other cases). Thus, in each case, there are only shortest paths to build. Our algorithm guarantees interesting properties concerning the two following complementary parameters: the number of critical stages and the number of elementary changes. Indeed, we have: • Median-rebuilding is worst case optimal in order of magnitude for the number of critical stages: it leads to at most O(log i) critical stages and we show that any algorithm leads to at least Ω(log i) critical stages in the worst case. • Median-rebuilding makes a constant average number of elementary changes per stage. Note that this result is much better than using a trivial on-line method breaking the tree at each stage (leading to an average number of elementary changes per stage of Ω(i)), and in spite of that, we keep a comparable quality concerning the average distances between members (a constant quality constraint in both cases).
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ANNEX Proof of Lemma 2. If |M | = 1, then T and T c are only one single node. Thus, in this case, Lemma 2 is proved. Let us now consider the general case, when |M | ≥ 2. We first need to define a constructive way to build T . We underline the fact that the only interest of the following construction is to help us to complete the proof, not to really build the tree. • Step 1: We start with a path T1 ⊆ T connecting 2 members of M . • Step k (2 ≤ k ≤ |M | − 1): We add a new member u ∈ M not yet considered and build T k by adding to Tk−1 the path Pk between u and the vertex v of Tk−1 such that Tk ⊆ T (note that if u is already in Tk−1 , we have Tk = Tk−1 ). Thus, after |M | − 1 steps, the whole tree T = T |M |−1 is built (because T is a pruned tree). Let us now analyze how many connecting nodes there are at each step k in the tree T k = (VTk , ETk ). For each tree T = (V, E), let V (deg3) ⊂ V be the set of vertices whose degree in the tree T is greater than or equal to 3. • Step 1: |VT1 (deg3)| = 0 (because T1 is a path). • Step k: Tk is built by connecting the new vertex u to T k−1 by the path P (uv). Two cases can happen: 1. If u ∈ VTk−1 , then u = v and no vertex of Tk−1 has its degree modified to obtain Tk . Thus, we have: |VTk (deg3)| = |VTk−1 (deg3)| 2. If u ∈ / Vk−1 , then P (uv) is a path of length at least 1 such that u is a leaf of T k (thus u is of degree 1 in Tk ) and v ∈ VTk−1 . Two sub-cases can happen: – The degree of v in Tk−1 was 2, thus its new degree in Tk is 3. Thus, we have: |VTk (deg3)| = |VTk−1 (deg3)| + 1 – The degree of v in Tk−1 was not 2. Thus, we have: |VTk (deg3)| = |VTk−1 (deg3)| In all the cases above, we have: |VTk (deg3)| ≤ |VTk−1 (deg3)| + 1 As there are |M | − 1 steps to build T = (V, E) spanning M and because |V T1 (deg3)| = 0, by making the sum on all the |M | − 1 inequalities, we obtain: |V (deg3)| ≤ |M | − 1 Thus, by definition of the connecting nodes, there are at most |M | + |V (deg3)| ≤ |M | + |M | − 1 = 2|M | − 1 connecting nodes in a tree T spanning M . Thus, if T c = (VT c , ET c ) is the connection tree associated to T , we have |VT c | ≤ 2|M | − 1, and at the end: |ET c | ≤ 2|M | − 2.  24



Proof of Lemma 3. By definition of median-rebuilding, at each non-rebuilding stage k, the new tree Tk is built by adding a new path between the new vertex u and a vertex v of T k−1 . It leads to several different cases in Tkc . Let us analyze each one: c , then T c is obtained from T c • If v is a connecting node of Tk−1 k k−1 by adding only one edge (corresponding to the path uv in Tk ) and we have:



]EC(Tkc ) = 1 • If v is not a connecting node, then v is a vertex of degree 2 in T k . This means that Tkc is c c obtained from Tk−1 in the following way. First, the edge ab of T k−1 is broken (where ab is c the edge of Tk−1 corresponding to the path P (ab) of T k−1 containing the vertex v). This first step leads to one elementary change. Secondly, two sub-cases can happen: – If u ∈ Tk−1 , then u = v and the 2 new edges au and ub have to be added to build T kc . This second step leads to 2 elementary changes and we have: ]EC(Tkc ) = 1 + 2 = 3 – If u ∈ / Tk−1 , then the 3 new edges av, vb and uv have to be added to build T kc (Note that this case corresponds to the one of Figure 3). This second step leads to 3 elementary changes and we have: ]EC(Tkc ) = 1 + 3 = 4 Thus, in all the cases above, we have: ]EC(Tkc ) ≤ 4. 
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