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Chapter 1



Scalar Nonlinear Conservation Law We study consider here the following Cauchy problem: let f ∈ C m (R), m ≥ 2 and u0 : x ∈ R 7→ u0 (x) ∈ R. We seek for a function u : (x, t) ∈ R × [0, +∞) 7→ u(x, t) ∈ R such that 



∂t u + ∂x f (u) = 0, u(x, 0) = u0 (x),



∀x ∈ R, t > 0,



(1.1a)



x ∈ R.



(1.1b)



Equation (1.1a) is called a scalar conservation law. The problem (1.1) belongs to the family of Initial Value Problems and the function u0 is called the initial value or initial condition of the problem. We shall now provide a more precise definition of this problem by specifying the type of regularity we expect for u and therefore the functional spaces we shall use. Before going any further, let us note QT = R × [0, T ), if T ∈ R and T > 0.



1.1



Characteristics and Strong Solutions



Let us specify what we shall call a strong solution of a scalar conservation law. Definition 1.1 (Strong Solution of a Scalar Conservation Law ) Let T > 0 and u0 ∈ C 1 (R) ∩ L∞ (R). A function u is a strong solution of (1.1a)-(1.1b) if u ∈ C 1 (QT ),



(1.2)



u verifies (1.1b) and (1.1a) for 0 < t < T .



(1.3)



As u and f are regular by applying the chain rule we obtain that u also verifies the equivalent equation ∂t u + f 0 (u)∂x u = 0,



∀(x, t) ∈ QT .



(1.4)



If u is a strong solution of a scalar conservation, then u is also the solution of another problem that is called the scalar conservation law in integral form. Definition 1.2 (Scalar Conservation Law in Integral Form) Let T > 0, a function (x, t) ∈ QT 7→ u verifies the Scalar Conservation Law in Integral Form with flux f for every (t1 , t2 ) ∈ [0, T )2 and (x1 , x2 ) ∈ R2 Z



x2



Z



x2



u(x, t2 )dx − x1



Z



t2



u(x, t1 )dx + x1



Z



t2



f (u(x2 , t))dt − t1



f (u(x1 , t))dt = 0



(1.5)



t1



Proposition 1.1 If u is a strong solution of the scalar conservation law, then it is a solution of the conservation law in integral form.
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Figure 1.1: Graph of the solution u of the scalar conservation law in the case f : v ∈ R 7→ cv, where c ∈ R is a constant (constant velocity transport). Proof. The conservation law (1.1a) can be expressed using a space-time divergence form div(x,t) (A) = 0 where A(x, t) = [f (u), u]T . Using the Gauss theorem over the domain [x1 , x2 ] × [t1 , t2 ] yields the formula (1.5). It is important to note that (1.5) does require much less regularity assumption for u. Indeed, formula (1.5) makes sense for u ∈ L1loc (QT ). We shall see in the sequel that it is possible to derive another weak types of solutions. Let us now turn the search for strong solutions of the transport problem (1.1a)-(1.1b) into a little geometric “game” (see figure 1.1). Suppose u is a strong solution of (1.1a)-(1.1b): • find a surface S in the (x, t, u)-space. The function u becomes a “height” function above the (x, t)-plane, • the surface S touches the line x 7→ (x, 0, u0 (x)), • the fluctuations of the height function u verifies ∂t u + f 0 (u)∂x u = 0. This relations means that the (x, t)-gradient ∇(x,t) u = (∂x u, ∂t u) is orthogonal to the vector N = (f 0 (u), 1) in R2 . Given the above geometric interpretation, we consider the following question. Question: is it possible to “draw” special curves on the surface S such that along these curves the equation (1.1b) has a simple expression? Let us try to answer this question by using a constructive process. Suppose u is a strong solution of (1.1a)-(1.1b). We consider a curve defined by the parametrization s ∈ R 7→ (χ(s), τ (s)) ∈ R × [0, +∞), We have



v : s ∈ R 7→ u(χ(s), τ (s)).



dv dχ dτ (s) = (s)∂x u + (s)∂t u. ds ds ds



Thanks to (1.4), we obtain dv (s) = ds







 dχ dτ (s) − f 0 (u) (s) ∂x u. ds ds



(1.6)
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1.1. CHARACTERISTICS AND STRONG SOLUTIONS t (x, t)



x0



x



Figure 1.2: Characteristic Γ(x0 ) traced “backward” from (x, t) to (x0 , 0). If we choose χ and τ such that dτ (s) = 1, ds



dχ (s) − f 0 (u) = 0, ds



then the fluctuation law described by (1.4) has a very simple expression along the curve given by s 7→ (χ, τ ). We have indeed that dv (s) = 0, ds along the curve s 7→ (χ, τ ). This leads to the following definition and properties. Definition 1.3 (Characteristics for a Nonlinear Conservation Law ) Let u be a strong solution of (1.1a)-(1.1b). Let x0 ∈ R, the curve Γ(x0 ) within the domain (x, t) ∈ QT defined by the ordinary differential based Cauchy problem   dχ (s) = f 0 (u(χ(s), s)) , ∀s ∈ [0, T ], (1.7a) ds  χ(s) = x0 , (1.7b) is called the characteristic curve (or characteristic) passing by x0 . Proposition 1.2 For all x0 ∈ R, a) Γ(x0 ) exists, b) u is constant along Γ(x0 ), we have: u(x, t) = u0 (x0 ), ∀(x, t) ∈ Γ(x0 ), c) Γ(x0 ) is a straight line segment, parametrized by dχ/ds = f 0 (u0 (x0 ))



t u(x, t)



x



Figure 1.3: Representation of the solution of a scalar conservation law and the characteristic curves at two distinct instants t1 < t2 .



Proof. a) The solution u is regular for s ∈ [0, T ], f 0 is regular, therefore existence is a direct consequence of the
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Cauchy-Lipschitz theorem for the ODE. b-c) Consider x0 ∈ R and Γ(x0 ) the characteristic passing by x0 . Let us note again v : s ∈ [0, T ] 7→ u(χ(s), s), then we have (dv/ds)(s) = 0. Therefore v(s) = v(0) for all for s ∈ [0, T ], which means that u(χ(s), s) = u(χ(0), 0) = u0 (x0 ) for all for s ∈ [0, T ]. The system (1.7a)- (1.7b) that defines Γ(x0 ) then becomes dχ for s ∈ [0, T ], (s) = f 0 (u0 (x0 )), χ(0) = x0 ds The solution of this system is the affine function χ(s) = f 0 (u0 (x0 ))s + x0 ,



for s ∈ [0, T ].



This proves that Γ(x0 ) is a straight line. Corollary 1.1 (Uniqueness of Strong Solutions for a Scalar Conservation Law ) Let T > 0, if there exists a strong solution u ∈ C 1 (R × [0, T ]) for (1.1a)-(1.1b), then this solution is unique. Proof. Let u0 ∈ C 1 (R) ∩ L∞ (R) and suppose that u and u are two strong solutions of (1.1a)-(1.1b). Then we have that u(x, 0) = u(x, 0) = u0 (x), for all x ∈ R. Consider any point (x, t) where both solutions u and u can be evaluated. Then by the previous result there exists x0 ∈ R such that x = f 0 (u0 (x0 ))t + x0 and such that u(x, t) = u0 (x0) and u(x, t) = u0 (x0 ). This implies that u(x, t) = u(x, t). At this point, we know that the strong solution of (1.1a)-(1.1b) provides the definition of lines (the characteristic curves) along which the strong solution remains constant. This is usually referred to as the propagation of the initial data. What about constructing strong solutions? Can these characteristics help define strong solutions • for a finite time interval t ∈ [0, T ]? We will see that the answer is positive if T is small enough,



• for t ∈ [0, +∞)? We will see that the answer is negative in the general case.



Building Strong Solutions with Characteristics Let T > 0 and suppose that u ∈ C 1 (QT ) ∩ L∞ (QT ) is a known strong solution of (1.1a)-(1.1b). Then we can retrive the value of u thanks to characteristics. Indeed, let (x, t) ∈ R × [0, T ], the process is simple and reads as follows 1. find x0 ∈ R such that x = x0 + f 0 (u0 (x0 )) t, 2. set u(x, t) = u0 (x0 ). However, step 1 is not trivial. Indeed, if we set F (·; t) : y ∈ R 7→ y + (f 0 ◦ u0 )(y)t, Is it always possible to find a unique x0 such that x = F (x0 ; t)? Suppose that u0 ∈ C 1 (R) ∩ L∞ (R), then f 0 ◦ u0 is bounded. In this case, it is easy to see that lim F (y; t) = ±∞, for t ∈ R. Thanks to the regularity of u0 we can deduce that F ( · ; t) is sur-



y→±∞



jective, for t > 0. This means that we can always find a x0 verifying x = F (x0 ; t). However, is this x0 unique? • If f 0 ◦ u0 is increasing, then F ( · ; t) is strictly increasing and thus F ( · ; t) is a bijection from R to R, and for all t > 0. • If f 0 ◦ u0 is not increasing, then it does not work anymore for all t > 0. In this case we can consider x0 < x0 such that (f 0 ◦u0 )(x0 ) < (f 0 ◦u0 )(x0 ). Thus the function θ : t 7→ F (x0 ; t)−F (x0 ; t) is linear, strictly decreasing and θ(t = 0) > 0. Therefore there exists t > 0 such that θ(t) = 0. It means that the characteristics Γ(x0 ) and Γ(x0 ) collide at (x, t) = F (x0 , t) = F (x0 , t) (see figure 1.4). This implies that u(x, t) = u0 (x0 ) = u0 (x0 ). As this relation is not necessarily verified by u0 , we deduce that it is not possible to define a single value for u(x, t). We have the following proposition.
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Γ(x0 )
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x0
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x



Figure 1.4: Collision between two characteristics. Proposition 1.3 () Let u0 ∈ L∞ (R) ∩ C 1 (R), suppose moreover that u00 ∈ L∞ (R). We set  if f 0 ◦ u0 is increasing,  +∞, −1 T∗ =   > 0, if f 0 ◦ u0 is not increasing.  d  inf 0◦u ) (f R dy 0 The strong scalar conservation law problem (1.2)-(1.3) posses a unique solution in [0, T ∗ ) and does not have any solution defined over [0, T ] for T ≥ T ∗ . Proof. a) Suppose that we can construct u(x, t) by the method of characteristics for t ∈ [0, T ∗ ). Let us check that u is indeed a solution of the scalar conservation law (1.1). The method of characteristics gives that u(x, t) = u0 (y), where x = y + f 0 (u0 (y))t. We note L = 1 + tf 00 (u0 (y))u00 (y). Let us compute ux and ut . For ux , we have ux = u00 (y)yx . By differentiating x = y + f 0 (u0 (y))t with respect to x at constant t we find that yx = 1/L and thus ux (x, t) = u00 (y)/L. Now for ut , we have that ut = u0 (y)yt and By differentiating x = y + f 0 (u0 (y))t with respect to t at constant x we have yt = −f 0 (u0 (y))/L. We obtain ut (x, t) = −f 0 (u0 (y))u00 (y)/L. Finally we see that ut (x, t) = −f 0 (u0 (y))ux (x, t), which translates into ut (x, t) + f 0 (u)(x, t)ux (x, t) = 0 and thus u verifies (1.1). b) If (f 0 ◦ u0 ) is increasing, then we saw that the function F (·, t) is a bijection for all t ∈ [0, +∞). Thus we can define the strong solution for all t ∈ [0, +∞) and we can set T ∗ = ∞. Let us now suppose that (f 0 ◦ u0 ) is not increasing. Let −1/T ∗ = inf((f 0 ◦ u0 )0 ) < 0. By continuity, for any α > 0 there exists an interval Iα such that (f 0 ◦ u0 )0 (y) − α < −1/T ∗ for all y ∈ Iα . Let us pick y and y in Iα such that y < y. Then there exists z ∈ [y, y] ⊂ Iα such that (f 0 ◦ u0 )(y) − (f 0 ◦ u0 )(y) = (f 0 ◦ u0 )0 (z)(y − y). We want to check wether the characteristics issued from y and y cross. There we consider F (y; t)−F (y; t) = (y−y)[1+t(f 0 ◦u0 )0 (z)] < (y−y)[1+t(−1/T ∗ +α)]. Then as soon as T ∗ < t < T if one chooses α small enough such that 1 − t/T ∗ + T α < 0 then we see that F (y; t) − F (y; t) < 0. Thus the characteristics have crossed since F (y; 0) − F (y; 0) = 0 and the solution cannot be single valued. Before going any further, we highlight the simple case of a linear function f . Proposition 1.4 (Strong Solution for the Linear Case) Suppose that the flux is linear, namely there exists c ∈ R such that f (z) = cz. Then
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CHAPTER 1. SCALAR NONLINEAR CONSERVATION LAW • all the characteristics are parallel straight lines defined by x = x0 + ct, • for any smooth initial condition u0 the problem (1.1) admits a unique strong solution defined over (x, t) ∈ R × [0, +∞), • the strong solution u is defined by u(x, t) = u0 (x − ct).



If in the general case, it is not possible to define global in time strong solutions, what does happen when t → T ∗ ? We examine this question in the section below. Example of Regular Solution Blow-Up in Finite Time Consider the case f (u) = u2 /2 (Burgers’ equation) and the initial condition   2, for y < −3,      ψL (y), for −3 ≤ y < −1, u0 (y) = −y, for −1 ≤ y < 1.   ψR (y), for 1 ≤ y < 3,    2, for 3 ≤ y,



(1.8)



The functions ψL and ψR are chosen such that: • u0 ∈ C m (R), m ≥ 2, • −1 ≤ ψL (y) ≤ 0 for y ∈ [−3, −1] and −1 ≤ ψR (y) ≤ 0 for y ∈ [1, 3] With such initial condition and flux f , we have here that f 0 (uO (y)) = u0 (y), thus d(f 0 (uO (y)))/dy = u0 (y). As u00 < 0 and ||u00 ||L∞ = 1 we deduce thanks to proposition 1.3 that T ∗ = 1. Let us build the characteristics Γ(y), for y ∈ R. By the definition, we have that (x, t) ∈ Γ(y) if and only if x = u0 (y)t + y. We bring out five cases (see figure 1.5). Case y < −3: along the characteristics x = 2t + y the solution takes the value u(x, t) = 2. Case y > 3: along the characteristics x = −2t + y the solution takes the value u(x, t) = −2. 0 < 0 this Case −3 < x < −1: the characteristic equation reads x = ψL (y)t + y. As we have −1 < ψL equation can always be solved with respect to y for x ∈ [−3, −1] and 0 ≤ t < 1. And then we have that u(x, t) = ψL (y). 0 Case 1 < x < 3: the characteristic equation reads x = ψR (y)t + y. As we have −1 < ψR < 0 this equation can always be solved with respect to y for x ∈ [1, 3] and 0 ≤ t < 1. And then we have that u(x, t) = ψR (y).



Case −1 < x < 1: the characteristic equation reads x = −yt + y, namely y = x/(1 − t). We deduce that u(x, t) = u0 (y) = −x/(1 − t). Let us look at the limit behavior of this solution when t = 1. We see that for each x 6= 0 there exists a single characteristic passing through (x, t = 1) that will “carry” the value u0 (y) to (x, t). However, if x → 0− then see that u(x, t = 1) → −1, while u(x, t = 1) → +1 when x → 0+ . The function u is now clearly discontinuous at x = 0 when t = 1.



1.2



Weak Solutions



Let T > 0 and let u0 ∈ C 1 (QT ) ∩ L∞ (QT ) and consider u the strong solution of the scalar conservation law (1.1). We shall see that u is also the solution of another problem that has an integral formulation. Indeed, let ϕ ∈ C0∞ (QT ), we multiply (1.1a) by ϕ and integrate over QT . We obtain ZZ [ϕ∂t u + ϕ∂x f (u)] dxdt = 0. QT
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Figure 1.5: Profile of the initial condition u0 defined by (1.8) (bottom), evolution of the characteristics for t ∈ [0, 1] (middle) and profile of the solution at t = 1 (top).
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With a slight abuse of notations, if one extend the definition of u to R × [0, +∞) by setting u = 0 for t > T , then we can choose ϕ ∈ C0∞ (R × [0, +∞)) and we can state that ZZ [ϕ∂t u + ϕ∂x f (u)] dxdt = 0. R×[0,+∞)



An integration by parts yields Z +∞Z Z Z +∞ Z Z +∞  x=+∞ +∞ (f (u)∂x ϕ)(x, t) dtdx (f (u)ϕ)(x, t) x=−∞ dt − 0 = [(uϕ)(x, t)]t=0 dx − (u∂t ϕ)(x, t) dtdx + 0 R 0 R R 0 Z +∞Z Z Z Z +∞ (f (u)∂x ϕ)(x, t) dtdx. (u∂t ϕ)(x, t) dtdx − = − u0 (x)ϕ(x, 0)dx − R



R



0



0



R



The key idea is to notice that this integral expression also makes sense when u ∈ L∞ (R × [0, +∞)) and u0 ∈ L∞ (R). This leads to the following definition. Definition 1.4 (Weak Solutions For the Scalar Conservation Law ) Let u0 ∈ L∞ (R), we say that u is a weak solution of the scalar conservation law if u ∈ L∞ (R × [0, ∞)), ZZ Z h i u∂t ϕ + f (u)∂x ϕ (x, t) dxdt +



(1.9a) u0 (x)ϕ(x, 0) dx = 0,



∀ϕ ∈ C0∞ (R × [0, ∞)). (1.9b)



x∈R



R×[0,∞)



The following proposition allows us to see that the notion of weak solutions of the scalar conservation law is indeed a generalization of the strong solutions.. Proposition 1.5 Let T > 0 and u ∈ L∞ (R × [0, +∞)) be a a weak of the scalar conservation law. If u ∈ C 1 (QT ) then u is the strong solution of the scalar conservation law. Proof. Consider a any test function ϕ ∈ C0∞ (R × (0, T ]), as u is regular for t ∈ [0, T ] we can consider (1.9b) and integrate by part. This yields Z



Z h it=T ZZ u0 ϕ( · , t = 0) dx = − uϕ dx + t=0



R



T



Z ϕ∂t u dxdt − R×[0,T ]



And thus Z Z ZZ u0 ϕ( · , t = 0) dx = u(·, t = 0)ϕ(·, t = 0) dx +



0



ZZ h ix=+∞ f (u)ϕ dt + x=−∞



ZZ ϕ∂t u dxdt + R×[0,T ]



R



ϕ∂x f (u) dxdt. R×[0,T ]



ϕ∂x f (u) dxdt.



(1.10)



R×[0,T ]



If now suppose that ϕ has a compact support in R × (0, T ) then we obtain ZZ (∂t u + ∂x f (u))ϕ dxdt. R×[0,T ]



As the above relation is verified for any ϕ ∈ C0∞ (R × (0, T ]), then we can deduce that ∂t u + ∂x f (u) = 0 for any (x, t) ∈ R × [0, T ]. Equation (1.10) now provides that Z   u0 (x) − u(x, 0) ϕ(x, 0)dx = 0, ∀ϕ ∈ C0∞ (R × [0, T ]). R



This implies that u0 (x) = u( x, 0), ∀x ∈ R. If one chooses to choose ϕ ∈ C0∞ (R × (0, +∞), then we obtain the following proposition. Proposition 1.6 Let u be a weak solution of the scalar conservation law, as u and f (u) are L1loc (R × [0, +∞)), then they can define distributions of D 0 (R × (0, +∞) that we shall note d u and d f (u). These distributions
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x



Figure 1.6: Discontinuity line Γ within a piecewise smooth weak solution. verify the following PDE ∂t d u + ∂x d f (u) = 0, in the sense of the weak derivative in D 0 (R × (0, +∞). There is connection between the weak formulation of the conservation law and the integral form. Proposition 1.7 Suppose that u is a weak solution of the scalar conservation law. Then it verifies the integral form (1.5) Proof. The proof is left to the reader. We also have a global conservation result when the weak solution and its initial condition are L1 . Proposition 1.8 Suppose that u is a weak solution of the scalar conservation law associated with the initial condition u0 . If u0 ∈ L1 (R) and u ∈ L1 (R × [0, +∞)) then we have Z Z u(x, t) dx = u0 (x) dx, ∀t > 0. (1.11) R



R



Proof. The proof is left to the reader.



1.3



Jump Relations for Weak Solutions



We examine here a special case of weak solutions that are piecewise C 1 . Let us introduce more specifically the context and a few notations. Suppose that u is a weak solution of (1.1a)-(1.1b), and suppose that there exists ξ : t ∈ [0, +∞) 7→ ξ(t) ∈ R. We define the following subsets of R × [0, +∞): n o n o n o Γ = (ξ(t), t) t ∈ [0, +∞) , ΩL = (x, t) x < ξ(t) , ΩR = (x, t) x > ξ(t) . We suppose that u is piecewise C 1 in the sense that there exists functions uL : ΩL → R and uR : ΩR → R such that uL = u|ΩL ∈ C 1 (ΩL ), uR = u|ΩR ∈ C 1 (ΩR ). The function u experiences a jump across the line Γ, we have lim u(ξ(t) − h, t) = uL (ξ(t), t),



h→0 h>0



Finally, we note σ(t) = (dξ/dt)(t).



lim u(ξ(t) + h, t) = uR (ξ(t), t).



h→0 h>0
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Proposition 1.9 (Rankine-Hugoniot Jump Relation) We have the following jump relation for the value of u across the discontinuity line Γ: − σ(t)(uR − uL )(ξ(t), t) + (f (uR ) − f (uL ))(ξ(t), t) = 0,



∀t > 0.



(1.12)



This relation is called the Rankine-Hugoniot jump relation. We will also express relation (1.12) by the abbreviate notation R −σ[u]R L + [f (u)]L = 0.



Proof. Let t0 > 0 and M0 = (ξ(t0 ), t0 ). We consider a test function ϕ ∈ C0∞ such that supp(ϕ) ⊂ B(M0 , r) = B,



supp(ϕ) ∩ {t = 0} = ∅,



for some r > 0. The weak solution u verify (1.9b), that reads here ZZ ZZ 0= (u∂t ϕ + f (u)∂x ϕ) dxdt = (u∂t ϕ + f (u)∂x ϕ) dxdt.



(1.13)



B



R×[0,+∞)



Let us split the integral over B into two integrals ZZ IL = (uL ∂t ϕ + f (uL )∂x ϕ) dxdt,



IR =



ZZ (uR ∂t ϕ + f (uR )∂x ϕ) dxdt.



B∩ΩL



B∩ΩR



L 2 R If nL = (nL x , nt ) ∈ R (resp. n ) is the exterior unit normal to ΩL (resp. ΩR ), then we have by the Green formula Z ZZ     L IL = uL nL + f (u )n ϕdγ − ϕ ∂ u + ∂ f (u ) dxdt L x t L x L t ∂(B∩ΩL )



ΩL



As uL is a weak solution that is C 1 over ΩL , then it is a strong solution in ΩL . Therefore ∂t uL +∂x f (uL ) = 0 in ΩL . Consequently Z   L IL = uL nL + f (u )n L t x ϕdγ. ∂(B∩ΩL )



Let us observe that ∂(B ∩ ΩL ) = (B ∩ Γ) ∪ (∂B ∩ ΩL ). As ϕ|∂B = 0, if we note S = {s|(ξ(s), s) ∈ B ∩ Γ} then we have that Z Z     L L IL = uL nL + f (u )n ϕdγ = uL nL L x t t + f (uL )nx (ξ(s), s)ϕ(ξ(s), s)ds. B∩Γ



S



As nR = −nL , then we find with similar lines that Z   L IR = − uR nL + f (u )n R t x (ξ(s), s)ϕ(ξ(s), s)ds. S



Relation (1.13) reads IL + IR = 0 and thus we have Z   L (uR − uL )nL t + [f (uR ) − f (uL )]nx (ξ(s), s)ϕ(ξ(s), s)ds = 0. S



Since ϕ is arbitrary, we have prooved for s in a neighbourhood of t0 , we have L (uR − uL )(ξ(s), s)nL t (ξ(s), s) + [f (uR ) − f (uL )](ξ(s), s)nx (ξ(s), s).



(1.14)



T T A tangent vector to the discontinuity line Γ is given by (1, dξ dt ) = (1, σ) , as this vector is orthogonal to L L L n we have that nt + σnx = 0. By replacing into (1.14) we obtain



−σ(s)(uR − uL )(ξ(s), s) + [f (uR ) − f (uL )](ξ(s), s) = 0. The above relation is true in a neighbourhood of t0 , for any t0 > 0. This concludes the proof. We end this section by studying the case of a pure discontinuity (or pure shock).



1.4. RIEMANN PROBLEM AND UNIQUENESS FAILURE FOR THE WEAK SOLUTIONS
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Definition 1.5 ((Pure) Shock ) A special weak solution u that is composed of two constant states uL and uR separated by a discontinuity that propagates at constant velocity σ ∈ R is called a (pure) shock. Proposition 1.10 The states uL and uR across a shock are related by   − σ(uR − uL ) + f (uR ) − f (uL ) = 0.



(1.15)



Proof. We can use the Rankine-Hugoniot relation (1.12), however we propose a direct proof. A pure shock u propagating at velocity σ may be represented thanks to the Heaviside function H by setting u(x, t) = (uR − uL )H(x − σt) + uL . The function u belongs to L∞ (R × [0, +∞)) and so does f (u) = (f (uR ) − f (uL ))H(x − σt) + f (uL ). Both functions define distributions d u and d f (u) that we can differentiate, we obtain ∂t d u = −σ(uR − uL )δx−σt , and ∂x d f (u) = [f (u)R − f (uL )]δx−σt . As we have that in the sense of distribution ∂t d u + ∂x d f (u) = 0, then we obtain that







 − σ(uR − uL ) + [f (u)R − f (uL )] δx−σt = 0



, which give the desired result. Corollary 1.2 For the case of the Burgers’ equation, f (u) = u2 /2, the speed of propagation σ of a pure shock that separates two states uL and uR is uL + uR σ= . (1.16) 2



1.4



Riemann Problem and Uniqueness Failure for the Weak Solutions



We examine here the Riemann Problem for the nonlinear scalar conservation law (1.1): we seek for the weak solution u ∈ L∞ (R × [0, +∞)) of the problem  = 0, ∀x ∈ R, ∀t > 0,  ∂t u + ∂x f (u) ( (1.17) uL , if x ≤ 0,  u(x, t = 0) = uR , if x > 0, where uL ∈ R and uR ∈ R are two constants and f ∈ C 2 (R), f 00 > 0. We shall see that in the general nonlinear case, we may have multiple solutions to the Riemann problem (1.17). Pure Shock Solution. We have the following result that is a straightforward consequence of proposition 1.10. Proposition 1.11 the Riemann problem (1.17) admist a solution defined by the pure shock u(x, t) = (uR − uL )H(x − σt) + uL , where the velocity of the shock σ = (f (uR ) − f (uL ))/(uR − uL ).
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uL = 1



uR = 0 x



Figure 1.7: A weak solution for the Burgers’ equation with initial condition (1.19) Rarefaction Solution. We shall now see that in some cases, the Riemann problem also admits a regular solution that we shall call a rarefaction wave. Suppose that u is a strong solution of (1.17). The problem (1.17) is invariant by the change of variable (x, t) 7→ (αx, αt) for any α 6= 0. This implies that the solution does not vary along the lines x/t = constant. Therefore we seek for a self-similar solution (x, t) 7→ wRP (x/t). We seek for w ∈ C 1 (R), such that u(x, t) = wRP (x/t). We set z = x/t and we have 0 = ∂t u + ∂x f (u) = −



1 x 0 wRP (x/t) + f 0 (wRP (x/t)). 2 t t



Thus we deduce that  0 f 0 (wRP (z)) − z wRP (z) = 0. 0 = 0 then, as f 00 > 0, the function f 0 is strictly increasing and thus If we discard the trivial solution wRP 0 −1 injective. We then have wRP (z) = (f ) (z), namely



u(x, t) = wRP (x/t) = (f 0 )−1 (x/t). This implies that w is also and increasing function and thus. Consequently a rarefaction can connect a left state uL and a right state uR if and only if uL < uR . Proposition 1.12 (Rarefaction: Regular Self-Similar Solution of the Riemann Problem) Suppose that uL < uR , then there exists a regular self-similar   if uL , 0 −1 u(x, t) = wRP (x/t; uL , uR ) = (f ) (x/t), if   uR , if



solution u of (1.17) defined by x/t ≤ f 0 (uL ), f 0 (uL ) < x/t < f 0 (uR ), f 0 (uR ) ≤ x/t.



(1.18)



Such a solution is called a rarefaction wave. As a partial conclusion, we can see that in the case uL < uR , the Riemann problem possesses two solutions: one solution being a pure shock, the other being a rarefaction wave. Therefore, we cannot meet uniqueness in the general case when it comes to weak solutions. As we shall see in the next paragraph, the number of possible weak solutions for the Riemann problem is even larger. Continuum of Weak Solutions for the Riemann Problem. Consider the Burgers’ equation  2 u ∂t u + ∂x = 0, 2 with an initial condition



( 1, for x ≤ 0, u0 (x) = 0, for 0 < x.



By applying the Rankine-Hugoniot relation for a pure shock, we obtain that the pure shock ( 1, for xt ≤ 21 , u(x, t) = 0, for 21 < xt ,



(1.19)
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1.5. WEAK SOLUTIONS FOR THE PURE TRANSPORT PROBLEM σL =



1−a 2



t u∗L= −a



u∗R= a



uL = 1



σR =



a 2



uR = 0 x



Figure 1.8: A continuum of weak solutions for the Burgers’ equation with initial condition (1.19) that travels at velocity σ = 1/2 is a weak solution of the problem. However, the following function  1,    −a, u(x, t) = +a,    0,



for xt ≤ 1−a 2 , x < for 1−a 2 t ≤ 0, 1+a for 0 ≤ 2 , for 21 < xt ,



is also a weak solution of the problem for any value a ∈ (1, +∞). It is composed by two pure shock travelling at velocity σL = (1 − a)/2 and σR = a/2. We have a continuum of solutions! Proposition 1.13 (Non-Uniqueness of Weak Solutions) For the weak scalar problem (1.1), when u 7→ f (u) is nonlinear, uniqueness is lost. Consequently: the notion of weak solution for the scalar conservation law problem (1.1) allows to define behind the regularity blow-up limit we discussed in section 1.1. However it is at the cost of uniqueness! Let us emphasize that this phenomenon is purely nonlinear, as in the special linear case f (u) = cu that shall been examined in section 1.5, it is clear that uniqueness of the weak solution is ensured for any c ∈ R. At this point we can state that within the framework of weak solutions we defined for the scalar conservation law problem, there is no positive result regarding uniqueness. The problem needs therefore to be modified in some way to provide an additional criterion so that a weak solution may be uniquely defined. This issue is the matter of the next sections.



1.5



Weak Solutions for the Pure Transport Problem



We consider in this section the pure transport problem obtained for f (z) = cz, where c ∈ R is a constant: find u ∈ L∞ (R × [0, +∞)) such that 



∂t u + c∂x u = 0,



∀x ∈ R, t > 0,



(1.20a)



x ∈ R.



(1.20b)



u(x, 0) = u0 (x),



The weak solutions of the above problem are functions u ∈ L∞ (R × [0, +∞)) such that ZZ Z u(ϕt + cϕx ) dxdt + u0 (x)ϕ(x, 0) dx = 0, ∀ϕ ∈ C0∞ (R × [0, +∞)). R×[0,+∞)



R



In this very particular case, the results concerning the existence and uniqueness of weak solutions are much stronger than for a general nonlinear flux function f . Proposition 1.14 Using the above hypothesis, we have: a) u(x, t) = u0 (x − ct) is a weak solution of (1.20). b) Problem (1.20) admits at most one solution. c) Any discontinuity of u will propagate at velocity c.
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Proof. a) Let u0 ∈ L∞ (R), for all ϕ ∈ C0∞ (R × [0, +∞)), we have ZZ ZZ u(x, t)(ϕt + cϕx )(x, t) dxdt = u0 (x − ct)(ϕt + cϕx )(x, t) dxdt. R×[0,+∞)



R×[0,+∞)



Setting y = x − ct we obtain ZZ ZZ u(x, t)(ϕt + cϕx )(x, t) dxdt = R×[0,+∞)



u0 (y)(ϕt + cϕx )(y + ct, t) dydt R×[0,+∞)



Z Z i i  dh dh ϕ(y + ct, t) dydt = u0 (y) ϕ(y + ct, t) dt dy dt R t>0 dt R×[0,+∞) Z Z h it=+∞ = u0 (y) ϕ(y + ct, t) dy = u0 (y)ϕ(y, 0) dy. ZZ



=



u0 (y)



R



t=0



R



b) Let u and u be two solutions of the weak transport problem associated with the initial value u0 ∈ L∞ (R). We note w = u − u and we remark that is also a solution of the weak transport problem for the initial condition w(x, t = 0) = 0. Thus we have that for all ϕ ∈ C0∞ (R × [0, +∞)) ZZ w(x, t)(∂t ϕ + c∂x ϕ)(x, t) dxdt = 0. R×[0,+∞)



Thanks to lemma A.2 we deduce that for all ψ ∈ C0∞ (R × [0, +∞)) ZZ w(x, t)ψ(x, t) dxdt = 0. R×[0,+∞)



As w ∈ L∞ ⊂ L1loc , lemma A.1 yields that u = 0, a.e. in R × [0, +∞). c) This is a straightforward consequence of a) and b). Corollary 1.3 If u is the weak solution of (1.20) then a) minz∈R u0 (z) ≤ u(x, t) ≤ maxz∈R u0 (z), ∀(x, t) ∈ R × [0, +∞), b) kukL∞ (R×[0,+∞)) = ku0 kL∞ (R) .



1.6



Towards the Notion of Entropy



Before discussing the problem of selecting weak solutions, we discuss an a priori side matter. Suppose that u verifies the conservation law (1.1a)-(1.1b) for some flux f . Is it possible that u may also satisfy to companion conservation law ∂t η(u) + ∂x g(u) = 0,



∀(x, t) ∈ R × [0, +∞),



(1.21)



where η : R → R and g : R → R are some functions to be specified? Suppose that η and g are smooth functions. Suppose now that u is a strong solution for (x, t) ∈ R × [0, T ]. By the chain rules 1.21 reads η 0 (u)∂t u + g 0 (u)∂x u = 0, since u is a strong solution we have that ∂t u = −f 0 (u)∂x u and we obtain equivalently   − η 0 (u)f 0 (u) + g 0 (u) ∂x u = 0, (x, t) ∈ R × [0, T ]. This provides a building process of companion conservation law. Indeed, let η : s 7→ η(s) be differentiable function, if we set Z s



η 0 (z)f 0 (z) dz,



g(s) = 0
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then according to the above lines we can infer that u also verifies (in the strong sense) the companion law (1.21). The first partial conclusion is very positive: when considering a strong solution u of a scalar cosnervation law, it is very easy to derive an additional companion law of the type (1.21) that is also verified by u. What does happen now when we deal with weak solution? Is this companion law still valid? In that event, does it provide a selection criterion for weak solution? The answer is unfortunately negative for both questions. Consider u a week solution of (1.1a)-(1.1b). Let us for example suppose that u is a pure shock that travels at speed σ. The Rankine-Hugoniot relation (1.12) provides that R − σ[u]R L + [f (u)]L = 0.



(1.22)



If we apply the Rankine-Hugoniot relation to (1.21) we also obtain that R − σ[η(u)]R L + [g(u)]L = 0.



(1.23)



Relation (1.22) implies that σ verifies σ=−



[f (u)]R L , [u]R L



(1.24)



σ=−



[g(u)]R L , [η(u)]R L



(1.25)



while relation (1.23) implies that σ verifies



We can conclude that • either both relations are compatible and therefore are totally redundant. In this case we have no selection criterion, • either both relations are not compatible and the companion conservation law is not valid when u is a weak solution. At this point, the addition of a new conservation does not seem very useful. It is true for companion law of the type (1.21). Nevertheless, we consider a new type of companion conservation law. It is possible if u is a solution of the conservation law (1.1a)-(1.1b) verifies the balance law ∂t η(u) + ∂x g(u) = R,



∀(x, t) ∈ R × [0, +∞),



for some function η, g and R, with R = 0 if u is smooth and R 6= 0 if u is a weak solution? We shall see in the next section that the answer is positive and leads us to the notion of entropy balance law.



1.7



Entropy Balance Law



We introduce the following definition. Definition 1.6 (Entropy-Entropy Flux Definition) Let η : R → R and g : R → R be continuous functions. We say that (η, g) is an entropy-entropy flux pair associated with the conservation law (1.1) if any smooth solution u of (1.1) verifies η(u)t + g(u)x = 0, in the sense D 0 (R × (0, +∞)). For the case of the scalar conservation law, it is easy to design smooth entropy-entropy flux pairs. Proposition 1.15 Let η : R → R be any smooth function. Then (η, g) is an entropy-entropy flux pair associated with law (1.1), where definition within the class of continuous only entropy-entropy Therethe is aconservation very important and famous flux due to Kruzkov. η 0 (z)f 0 (z) = g 0 (z), ∀z ∈ R. (1.26)
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Definition 1.7 (Kruzkov Entropy-Entropy flux ) Let k ∈ R, the family of pairs (ηk , gk ) where ηk (s) = |s − k|,



gk (s) = sgn(s − k)(f (s) − f (k)),



∀s ∈ R,



(1.27)



are pairs of entropies-entropy fluxes called the Kruzkov entropies-entropy fluxes. How can this notion of entropy and entropy flux help us to discriminate between weak solutions? We will see in the next section that it will help to detect weak solutions that are the limit of a dissipative process.



1.7.1



Dissipative Processes and their Influence Through the Entropy Balance



The uniqueness issue for the weak solutions of scalar conservation laws can be tackled thanks to a regularization process. Indeed, it may happens that when facing an under-determined system (S), one can consider a family of regularized system (Sε ) whose unique solution lead to a unique solution of (S). This can be pictured thanks to a very simple example due to Rokyia and presented in [11]: consider the linear system ( x + y = 0, (S) x + y = 0. Obvisouly (S) admits an continuum of solutions. However, if a ∈ R and if one sets for any ε > 0s ( x + y = ε, x + (1 − ε)y = εa.



(Sε )



Then it is trivial to see that (Sε ) admits a single solution (xε , yε ) = (ε − 1 + a, 1 − a) and that (xε , yε ) → (−1 + a, 1 − a) which is a solution of (S). We examine here a parabolic problem that may considered as a modification of the scalar conservation law (1.9a)-(1.9b). Let ε > 0, suppose that u0 ∈ L∞ (R) is a given smooth function. We seek for a function uε ∈ L∞ (R × [0, +∞)) such that ∂t uε + ∂x f (uε ) = ε∂xx uε . (1.28) We shall thus suppose that (1.28) has a unique smooth solution uε . Moreover we also suppose that there exists a constant C > 0 and a function u : R × [0, +∞) → R such that kuε kL∞ (R×[0,+∞)) ≤ C, ε



lim u (x, t) = u(x, t),



ε→0



∀ε > 0, for a.a. (x, t) ∈ R × [0, +∞).



(1.29) (1.30)



Let us note that, we consider existence, uniqueness of the solutions for (1.28) and (1.29)-(1.30) as hypotheses for sake of brevity. These results may nevertheless by demonstrated without ambiguity. We refer the reader to the literature (see for example [8]) for such task. This regularization equation allows to retrieve the solution of our scalar conservation law. We have the following result. Proposition 1.16 Let uε be the solution of (1.28) that verifies assumptions (1.29) and (1.30) then u is a weak solution of the scalar conservation law (1.9a)-(1.9b). Proof. Let ϕ ∈ C0∞ (R × [0, +∞)), let us multiply (1.28) by ϕ and take the integral over R × [0, +∞), we obtain ZZ ZZ ZZ ε ε ∂t u ϕ dxdt + ∂x f (u )ϕ dxdt = ε ∂xx uε ϕ dxdt. Integrating by parts, yields ZZ ZZ Z ZZ − uε ∂t ϕ dxdt − f (uε )∂x ϕ dxdt + u0 ϕ(t = 0) dx = ε uε ∂xx ϕ dxdt.



(1.31)
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1.7. ENTROPY BALANCE LAW We now consider the limit ε → 0. For the first term, we have   uε ∂t ϕ ∈ L1 (R × [0, +∞)),   R



uε ∂t ϕ(x, t) −−−→ u∂t ϕ(x, t) for a.a. (x, t) ∈ R × [0, +∞),    ε |u ∂t ϕ| ≤ C|∂t ϕ| ∈ L1 (R × [0, +∞)) a.e. in R × [0, +∞). L1



By the dominated convergence theorem of Lebesgue, we obtain that uε ∂t ϕ −−−−→ u∂t ϕ, which implies that ZZ ZZ R uε ∂t ϕ dxdt −−−→ u∂t ϕ dxdt. (1.32) For the second term, we have  f (uε )∂x ϕ ∈ L1 (R × [0, +∞)),      R  f (uε )∂x ϕ(x, t) −−−→ f (u)∂x ϕ(x, t) for a.a. (x, t) ∈ R × [0, +∞), !    ε 1   |f (u )∂x ϕ| ≤ sup |f (z)| |∂x ϕ| ∈ L (R × [0, +∞)) a.e. in R × [0, +∞). |z|≤C



L1



By applying again the dominated convergence theorem, we deduce that f (uε )∂x ϕ −−−−→ f (u)∂x ϕ, this yields ZZ ZZ R ε f (u )∂x ϕ dxdt −−−→ f (u)∂x ϕ dxdt. (1.33) Finally, we consider the right member of relation (1.31), we have ZZ ZZ R ε ε |∂xx ϕ| dxdt −−−→ 0. u ∂xx ϕ dxdt ≤ ε C 



(1.34)



By reinjecting , (1.32), (1.33) and (1.34) into (1.31) we obtain that ZZ ZZ Z − u∂t ϕ dxdt − f (u)∂x ϕ dxdt + u0 ϕ(t = 0) dx = 0.



It is now clear that a weak solution of (1.9a)-(1.9b) may be obtained as by taking the limit of the solution to a parabolic process. We shall now see that there is a trace of the viscous terms that vanished at the limite ε → 0 that can be detected thanks to entropy-entropy flux pairs when the entropy is convex. Proposition 1.17 (Viscous Limit and Balance Law for Convex Entropies) Consider any pair entropy-entropy flux (η, g), where η is a convex function. Let uε be the solution of (1.28) that verifies assumptions (1.29) and (1.30) then for all ϕ ∈ C0∞ (R × [0, +∞)), such that ϕ ≥ 0, for all (x, t) ∈ R × [0, +∞), we have ZZ Z   η(u)∂t ϕ + g(u)∂x ϕ , dxdt + η(u0 )ϕ( · , 0) dx ≥ 0. R×[0,+∞)



R



This implies that ∂t η(u) + ∂x g(u) ≤ 0, in the sense of distributions D (R × (0, +∞)). 0



Proof. We first suppose that η and g are C 2 (R) functions. If uε verifies ∂t uε + ∂x f (uε ) = ε∂xx uε , we have that ∂t η(uε ) = η 0 (uε )∂t uε = −η 0 (uε )f 0 (uε )∂x uε + εη 0 (uε )∂xx uε = −g 0 (uε )∂x uε + εη 0 (uε )∂xx uε . However, we remark that ∂xx η(uε ) = ∂x (η 0 (uε )∂x uε ) = η 00 (uε )(∂x uε )2 + η 0 (uε )∂xx uε .
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As η is convex, this implies that ∂xx η(uε ) ≥ η 0 (uε )∂xx uε . Finally, we have ∂t η(uε ) + ∂x g(uε ) = εη 0 (uε )∂xx ≤ ∂xx η(uε ).



(1.35)



C0∞ (R



Consider any test function ϕ ∈ × [0, +∞)) such that ϕ ≥ 0, then (1.35) yields ZZ Z ZZ ZZ − η(uε )∂t ϕ dxdt − η(u0 )ϕ(t = 0) dx − η(uε )∂t ϕ dxdt ≤ ε η(uε )∂xx ϕ dxdt. We apply the dominated convergence theorem to each term of the equation and we finally obtain that ZZ Z ZZ η(u)∂t ϕ dxdt + η(u0 )ϕ(t = 0) dx + η(u)∂t ϕ dxdt ≥ 0. If η and g only continuous function. Then one performs a regularization ηρ = η ∗ θρ and gρ = g ∗ θρ , ρ > 0 thanks to positive mollifiers functions θρ . It is easy to check that ηρ is convex. We can apply the previous result with (ηρ , gρ ) and let η → 0.



1.7.2



Weak Entropy Solution



The trace of the dissipative process leads to define a new category of weak solutions: the weak entropy solutions. Definition 1.8 (Weak Entropy Solution) Let u ∈ L∞ (R×[0, +∞)), we say that u is a weak entropy solution of the scalar conservation law (1.1) if ZZ Z   η(u)∂t ϕ + g(u)∂x ϕ dxdt + η(u0 (x))ϕ(x, 0) dx ≥ 0, (1.36) R×[0,+∞)



for any ϕ ∈



C0∞ (R



R



× [0, +∞)), ϕ ≥ 0 and for every entropy-entropy flux (η, g) with η convex.



Weak entropy solutions are a subclass of weak solutions. We have the following proposition. Proposition 1.18 If u is a weak entropy solution of the scalar conservation law (1.1) then u is a weak solution of (1.1). Proof. Using (η, g)(z) = ±(z, f (z)) shows that (1.9a) is true for all ϕ ∈ C0∞ , ϕ ≥ 0. We obtain the result for any ϕ ∈ C0∞ by noticing that ϕ = ϕ+ − ϕ− , where ±ϕ± ≥ 0 and ϕ± ∈ C0∞ . this is obtained for example by setting ϕ+ = ϕ − min(inf ϕ, 0)χ, where χ ∈ C0∞ and χ|supp(ϕ) = 1. Proposition 1.19 ˜ ⊂ R × (0, ∞), then η(u)t + g(u)x = 0 in Q ˜ for any If u is a weak entropy solution, if u is smooth in Q smooth entropy-entropy flux pair (η, g), where η is a convex entropy. Proof. The proof is left to the reader. In fact, the sole Kruzkov entropy-entropy flux pairs allow to characterize the entropy solutions. Proposition 1.20 Let u ∈ L∞ (R × [0, +∞)), u is a weak entropy solution of the scalar conservation law (1.1) if and only if ZZ Z   ηk (u)∂t ϕ + gk (u)∂x ϕ dxdt + η(u0 (x))ϕ(x, 0) dx ≥ 0, (1.37) R×[0,+∞)



for every k ∈ R and every ϕ ∈



R



C0∞ (R



× [0, +∞)), ϕ ≥ 0.



Proof. Let I be anPinterval of R. If η is a convex function then for any ε, there exists a function η (z) = a + b z + i cεi |z − dεi | such that η(z) ≤ η ε (z) ≤ η(z) + ε, for all z ∈ I. Then passing to the limit in (1.37) gives the desired result. Weak entropy solutions possess a stronger continuity with respect to their initial condition. We will admit the following result
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1.7. ENTROPY BALANCE LAW Proposition 1.21



Let u ∈ L∞ (R × [0, +∞)) be a weak entropy solution of (1.1) associated with the initial condition u0 ∈ L∞ (R). Then for all compact K ⊂ R Z lim |u(x, τ ) − u0 (x)|dx = 0. (1.38) τ →0



K



(1.21) In the class of weak entropy solution, the Cauchy problem of the scalar conservation law (1.1) has a single solution. This key result is due to Kruzkov. Before stating the main uniqueness theorem, we have two intermediate resultats. Proposition 1.22 Let u and v two weak entropy solutions of (1.1) associated respectively with the initial value u0 and v0 . Then for any ϕ ∈ C0∞ (R × [0, +∞)), ϕ ≥ 0, we have ZZ Z    |u − v|∂t ϕ + sign(u − v) f (u) − f (v) ∂x ϕ dxdt + |u0 − v0 |ϕ(x, t = 0) dx ≥ 0. (1.39) R×[0,+∞)



R



Proof. Let u ∈ L∞ (R × [0, +∞)) and v ∈ L∞ (R × [0, +∞)) be two weak entropy solutions associated respectively with the initial conditions u0 ∈ L∞ (R) and v0 ∈ L∞ (R). The key idea consists in noticing that the pair (|u − v|, sign(u − v)(f (u) − f (v))) is both a Kruzkov entropy-entropy flux pair for (x, t) 7→ u for a fixed value k = v(y, s) and (y, s) 7→ v for a fixed k = u(x, t) value. For (x, t) ∈ R × [0, +∞) and (y, s) ∈ R × [0, +∞), we set   σ(x, t, y, s) = |u(x, t) − v(y, s)|, G(x, t, y, s) = sign u(x, t) − v(y, s) f (u)(x, t) − f (v)(y, s) . If (x, t, y, s) 7→ Φ ∈ C0∞ (R × [0, +∞) × R × [0, +∞)) then we have the following entropy inequalities for u and v Z ZZ   σ∂t Φ + G∂x Φ (x, t, y, s) dxdt + |u0 (x) − v(y, s)|Φ(x, t = 0, y, s) dx ≥ 0, (1.40) R R×[0,+∞) ZZ Z   σ∂s Φ + G∂y Φ (x, t, y, s) dyds + |v0 (y) − u(x, t)|Φ(x, t, y, s = 0) dy ≥ 0. (1.41) R×[0,+∞)



R



By integrating (1.40) with respect to (y, s), integrating (1.41) with respect to (x, t) and taking the sum, we obtain ZZ ZZ  σ(∂t Φ + ∂s Φ) + G(∂x Φ + ∂y Φ) dxdtdyds R×[0,+∞) R×[0,+∞) ZZ Z ZZ Z + |u0 − v|Φ(t = 0)dxdyds + |u − v0 |Φ(s = 0)dxdydt ≥ 0. (1.42) R×[0,+∞)



R



R×[0,+∞)



R



Let us choose Φ by setting Φ(x, t, y, s) = ϕ(x, t)ρε (x − y)χε (t − s), where ϕ ∈ C0∞ (R × [0, +∞)), ϕ ≥ 0, ρε ∈ C0∞ (R) ρε ≥ 0 and χε ∈ C0∞ ([0, +∞)), χε ≥ 0. We see that ∂t Φ + ∂s Φ = ∂t ϕ(x, t)ρε (x − y)χε (t − s),



∂x Φ + ∂y Φ = ∂x ϕ(x, t)ρε (x − y)χε (t − s),



and that it is possible to change the domain integration in(1.42) by replacing R × [0, +∞) by R2 and setting (up to slight abuse of notation) σ = 0 and G = 0 in R2 r R × [0, +∞). Then (1.42) reads Iε + Jε + Kε ≥ 0, where ZZZZ



 σ∂t ϕ(x, t) + G∂x ϕ(x, t) ρε (x − y)χε (t − s) dxdtdyds,



Iε = R4



ZZZ Jε =



|u0 (x) − v(y, s)|ϕ(x, 0)ρε (x − y)χε (−s) dxdyds, R3



ZZZ Kε =



|u(x, t) − v0 (y)|ϕ(x, t)ρε (x − y)χε (t) dxdydt. R3



(1.43)
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Let us now specify further the choice of ρε and χε : we suppose that Z supp(ρε ) ⊂] − 2ε , 2ε [, ρε = 1, supp(χε ) ⊂] − 4ε − 2ε , − 2ε + 4ε [,



Z



R



χε = 1. R



Therefore, have that θε : (z, r) 7→ ρε (z)χε (r) is a mollifier family of function in R2 with supp(θε ) ⊂ B(0, ε) ⊂ R2 . We also see that there exists a compact K ⊂ R such that if ε is small enough then supp(ϕ) + B(0, ε) ⊂ K. For such value of ε we see that we can replace σ∂t ϕ(x, t) + G∂x ϕ(x, t) by A (x, t, y, s) = (σ∂t ϕ(x, t) + G∂x ϕ(x, t))1K (x, t)1K (y, s) in Iε . We then have ZZ  Iε = A (x, t, ·, ·) ∗ θε (x, t) dxdt. R2



 As A belongs to L1 (R4 ), then A (x, t, ·, ·) ∗ θε (x, t) tends to A (x, t, x, t) in L1 (R2 ) and thus ZZ ZZ lim Iε = A (x, t, x, t) dxdt = (σ(x, t, x, t)∂t ϕ(x, t) + G(x, t, x, t)∂x ϕ(x, t)) dxdt ε→0 R2 R2    = |u − v|∂t ϕ + sign(u − v) f (u) − f (v) ∂x ϕ (x, t) dxdt. For the term Jε we have Z Jε =



 ϕ(x, 0) |u0 (x) − v(·, · | ∗ θε )(x, 0) dxdyds,



R



and thus Jε →



R R



|u0 (x) − v(x, 0)| dx and thanks to the proposition 1.21 we see that Z lim Jε = |u0 (x) − v0 (x)| dx. ε→0



R



The limit of Kε is straightforward: as supp(χε ) ⊂] − ∞, 0) then see that Kε = 0. Then taking (1.43) to the limit leads to (1.39). Corollary 1.4 Let u and v two weak entropy solutions of (1.1). Then in the sense of the distribution D 0 (R×[0, +∞)) we have   ∂t |u − v| + ∂x sign(u − v) f (u) − f (v) ≤ 0 (1.44) The proposition 1.22 will allow us to compare the values of two entropy solutions within a portion of the (x, t)-space that is sometimes referred to as the ”domain of influence”. This domain is defined by considering all the possible initial y ∈ R that can influence the value of a weak entropy solution at (x, t) ∈ R × [0, +∞). It is simple to evaluate such domain as for a weak entropy solutions u, the velocity of the information propagation is bounded by |f 0 (z)|, where z spans all possible values of u0 (we shall not prove this result here). Proposition 1.23 Let u and v two weak entropy solutions of (1.1) associated respectively with the initial value u0 and v0 . Then if one notes M = sup{|f 0 (z)|, z ∈ [inf(u0 ⊥v0 )], sup(u0 >v0 )}, then for all a and b, a < b we have for any T > 0: Z



b



Z



b+M T



|u(x, T ) − v(x, T )| dx ≤ a



|u0 (x) − v0 (x)| dx.



(1.45)



a−M T



Proof. For the sake of simplicity, we consider the symmetrical case b = −a. We consider the segment x ∈ [−a, a] at an instant t a domain B that will contain all the (x, t) ∈ R × [0, +∞) that influence the value of u(x, t) and v(x, t). This domain B is defined by B = ∪0≤t≤T (Bt × {t}), where Bt = [−(a + M (T − t)), +(a + M (T − t))]. We consider (1.39) and a particular test function ϕ that is a regularized version of the characteristic function of B. We set ϕ(x, t) = θε (|x| + M t)χ(t), where χ ∈ C0∞ ([0; +∞)) and θε ∈ C0∞ (R) is such that
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θε (z) = 1 for 0 ≤ z ≤ a + M T , θε (z) = 0 for a + M T + ε < z, θε (z) is decreasing over [0, +∞) and θε (−z) = θε (z). We have ∂t ϕ(x, t) = χ0 (t)θε (|x| + M t) + M χ(t)θε0 (|x| + M t),



∂x ϕ(x, t) = χ(t)θε0 (|x| + M t) sign(x).



Thus  |u − v|∂t ϕ + sign(u − v) f (u) − f (v) ∂x ϕ   f (u) − f (v) = |u − v|(x, t)χ0 (t)θε (|x| + M t) + |u − v|(x, t) M + sign(x) χ(t)θε0 (|x| + M t). u−v If one choose χ to be positive valued then have that  |u − v|∂t ϕ + sign(u − v) f (u) − f (v) ∂x ϕ ≤ |u − v|(x, t)χ0 (t)θε (|x| + M t).



(1.46)



Thanks to (1.39) we obtain that ZZ Z 0≤ |u − v|(x, t)χ0 (t)θε (|x| + M t) dxdt + |u0 − v0 |(x)θε (|x|)χ(0)dx. R×[0,+∞)



R



If we let ε → 0 then θε (|x| + M t) → 1Bt in L and the dominated convergence theorem yields Z Z 0 0≤ χ (t)h(t)dt + |u0 − v0 |(x)χ(0)dx, 1



t≥0



(1.47)



B0



where h(t) = ku(·, t) − v(·, t)kL1 (Bt ) . Now We specify further the choice of χ: we suppose that χ(t) = R∞ R ρτ (T − s) ds, where supp(ρτ ) ⊂ [−τ, τ ] and R ρτ = 1. Thus χ0 (t) = −ρτ (T − t) and χ(0) = 1. t Reporting these relations into (1.47) and extending the definition of u and v (up to an abuse of notation) by setting u = v = 0 for t < 0 yields 0 ≤ −(ρτ ∗ h)(T ) − h(0), taking the limit τ → 0 provides (1.45). Corollary 1.5 If u and v are weak entropy solution of the (1.1) associated respectively with u0 and v0 we have a) If u0 ∈ L1 (R) then u(·, t) ∈ L1 (R) and ku(·, t)kL1 (R) ≤ ku0 kL1 (R) for all t > 0. b) If u0 ∈ BV(R), then u(·, t) ∈ BV(R) and |u(·, t)|BV(R) ≤ |u0 |BV(R) , for all t > 0. c) Suppose that u0 ∈ L1 (R) and v0 ∈ L1 (R). If u0 (x) ≤ v0 (x) for a.a. x ∈ R then u(x, t) ≤ v(x, t) for a.a. x ∈ R and any t > 0. d) If A ∈ R and B ∈ R are two constants such that A ≤ u0 (x) ≤ B for a.a. x ∈ R then A ≤ u(x, t) ≤ B for a.a. x ∈ R and any t > 0. e) For any t > 0, ku(·, t)kL∞ (R) ≤ ku0 kL∞ (R) .



Proof. We shell procede point by point. a) First, let us remark that u = 0 an entropy solution associated with the initial condition v0 = 0. If u0 ∈ L1 (R) then thanks to (1.45) we see that u is L1 (R × [0, +∞)) by considering v0 = 0 and v = 0 and provides the desired bound by letting T → +∞. b) If u0 ∈ BV (R) then u0 (· + h) ∈ L1 (R) for h ∈ R. Then using a) we see that u and v the entropy solutions associated respectively with the initial condition u0 and v0 = u0 (· + h) are also in L1 (R × [0, +∞)). Relation (1.45) provides that for any t > 0 Z Z 1 1 |u(x + h, t) − u(x, t)| ≤ |u0 (x + h) − u0 (x)|. h R h R R As the total variation T V (w) of a function x ∈ R 7→ w is defined by T V (w) = limh→0 h−1 R |w(x + h) − w(x)| dx, we then have T V (u(·.t)) ≤ T V (u0 ), for all t > 0. This implies that u(·, t) ∈ BV (R) for
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all t > 0. Using the L1 bound of a) and the definition of BV norm kwkBV (R) = kwkL1 (R) + T V (w) we obtained the desired bound. c) Set w0 = u0 − v0 and w = u − v. Using a) and 1.8 we obtain that for any t > 0 Z Z (|w| + w)(x, t) dx ≤ (|w0 | + w0 ) dx. R



R



As w+ = max(0, w) = (|w| + w)/2, we have that w0 = 0 a.e in R and thus yields the desired result. d) and e) Proof is left to the reader.



R R



w+ (x, t) dx = 0, which



As a consequence of corollary 1.5, we can state the main result concerning weak entropy solutions. Theorem 1.1 (Kruzkov ) let u0 ∈ L∞ (R), the Cauchy problem (1.1) admits a single weak entropy solution. We finally analyze the admissibility of a discontinuity for a weak solution with respect to the entropy balance law. Proposition 1.24 (Viscous Limit Criterion for Discontinuity via the entropy ) Let (η, g) be an entropy-entropy flux pair associated with the scalar conservation law (1.1a). Let u be a weak solution of (1.1a)-(1.1b) that is composed by two regular functions uL and uR separated by a discontinuity curve {(ξ(t), t) | t ≥ 0}. The function u verifies the entropy balance equation (1.36) iff − σ(t)(η(uR ) − η(uL ))(ξ(t), t) + (g(uR ) − g(uL ))(ξ(t), t) ≤ 0,



(1.48)



where σ(t) = (dξ/dt)(t). Proof. The proof is left to the reader. Corollary 1.6 If f is convex, let u be a pure shock solution of the scalar conservation law that composed by a left constant state uL and a right constant state uR . Then u is an entropy solution if and only if uL > uR . (uL ) Proof. Let (η, g) be a smooth entropy-entropy flux pair. If one notes θη (v) = f (v)−f (η(v) − η(uL )) − v−uL (g(v) − g(uL )). One can see that θη is decreasing, θη (uL ) = 0 and that if u is an entropy solution then θη (uR ) ≥ 0.



Thanks to the previous results, we can now present the unique weak entropy solution of the Riemannn problem (1.17) for the case of a convex flux f . Proposition 1.25 (Entropy Solution of the Riemann Problem) The unique solution of the Riemann Problem (1.17) in the class of Oleinik admissible function is defined as follows. a) if uR > uL then u is a shock that propagates at velocity σ = (f (uR ) − f (uL ))/(uR − uL ), b) if uL < uR then u is a rarefaction defined by   if x/t ≤ ξL = f 0 (uL ), uL , u(x, t) = (f 0 )−1 (x/t), if ξL = f 0 (uL ) < x/t < ξR = f 0 (uR ),   uR , if ξR = f 0 (uR ) ≤ x/t.



Proof. The proof is a straightforward application of the results we obtained in the previous sections. If uR > uL then we know that a pure shock of velocity σ = (f (uR ) − f (uL ))/(uR − uL ) is weak solution of the problem. We also know thanks to corollary 1.6 that is it an entropy solution. In the case uR > uL , we know that the rarefaction solution is a strong solution for t > 0, thus we can deduce that: a) it is a
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weak solution, b) it satisfies the entropy balance law η(u)t + g(u)x = 0 for every convex entropy and its associated flux. Consequently this is a weak entropy solution. Thanks to the Kruzkov theorem, we can deduce that this is the only entropy solution of the Riemann problem.
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Chapter 2



Finite Volume Methods for the Scalar Conservation Law We first introduce a discretization of the space-time domain. • Space Discretization: let ∆x > 0, the real line is subdivided into a sequence of intervals Ki defined by Ki = (xi−1/2 , xi+1/2 ), xi+1/2 = i∆x, ∀i ∈ Z. The center xi of the cell Ki is xi = (xi+1/2 + xi−1/2 ), xi−1/2 and xi+1/2 are called the faces of the cell Ki . • Time Discretization: let ∆t > 0, the half real line [0, +∞) is subdivided into intervals (tn , tn+1 ), where tn = n∆t. We shall consider in the sequel space-time control domain Kin ⊂ R × [0, +∞) defined by Kin = Ki × (tn , tn+1 ), ∀i ∈ Z, ∀n ∈ N tn+2



tn+1



xi−1 xi+1 xi xi−1/2 xi−1/2



tn



Figure 2.1: Discretization of the space-time half-plane R × [0, +∞). The parameters ∆x and ∆t are referred to respectively as the space step and the time step. Remark 2.1 A more general case of time-space discretization may be treated without difficulty by considering a sequence of space steps (∆xi )i∈Z ⊂ (0, +∞), a sequence of time steps (∆tn )n∈N ⊂ (0, +∞) and by setting xi+1/2 = xi−1/2 + ∆xi , ∀i ∈ Z, tn+1 = tn + ∆t, ∀n ∈ N. Purpose of a Finite Volume Method. Let u be the (weak or strong) solution of the scalar conservation law (1.1). A Finite Volume Method aims at computing a real-valued sequence (uni )i∈Z,n∈N , such that uni is a suitable (in some sense) approximation of u(x, t) for (x, t) ∈ Kin . We associate to (uni )i∈Z,n∈N the piecewise constant function u∆ : R × [0, +∞) → R defined by X u∆ (x, t) = unj 1Kjn (x, t), ∀(x, t) ∈ R × [0, +∞). (2.1) j∈Z n∈N
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The purpose of the next section is to investigate 3 points: • describe some construction methods of the numerical schemes, • examines some properties of the numerical schemes, • describe how (uni )i∈Z,n∈N and/or u∆ may be related to u (convergence property).



2.1



Design Procedure for a Finite Volume Approximation of the Transport Problem



Let u ∈ L∞ (R × [0, +∞)) be the (strong or weak) solution of the transport problem (1.1) for an initial condition u0 . Then we know that u verifies the integral balance law (see proposition 1.2): for every (t1 , t2 ) ∈ [0, T )2 and (x1 , x2 ) ∈ R2 Z t2 Z t2 Z x2 Z x2 f (u(x1 , t))dt = 0. f (u(x2 , t))dt − u(x, t1 )dx + u(x, t2 )dx − t1



t1



x1



x1



If we simply choose [x1 , x2 ] × [t1 , t2] to be any of the control domains Kin , we obtain Z



n+1



u(x, t Ki



Z



n



)dx −



Z



tn+1



u(x, t )dx +



Z f (u(xi+1/2 , t))dt −



f (u(xi−1/2 , t))dt = 0.



tn



Ki



tn+1



(2.2)



tn



We want to derive an approximate version of this relation and will try to use it in order to obtain an approximation of u. Let Z  1  n  u be approximation for u(x, tn ) dx,  i  ∆x Ki Z tn+1  1  n   fi+1/2 be approximation for f (u(xi+1/2 , t)) dt. ∆t tn In order to mimic equation (2.2), we demand that n n ∆x(un+1 − uni ) + ∆t(fi+1/2 − fi−1/2 )=0 i



By simply adding an approximation (u0i )i∈Z for the initial condition u0 , we obtain the following recursive process  n n fi+1/2 − fi−1/2  un+1 − uni   + = 0, ∀i ∈ Z, ∀n ∈ N, (2.3a)  i ∆t ∆x Z  def 1   u0i = u0 (x) dx, ∀i ∈ Z. (2.3b)  ∆x Ki n The term fi+1/2 is usually referred to as the numerical flux associated with the Finite Volume Method. In the sequel we will consider numerical fluxes that are function of (unj )j∈Z . This means that given n (unj )j∈Z we can evaluate all the numerical fluxes fi+1/2 and thus update the approximation to (un+1 )j∈Z . j n+1 This category of scheme are called explicit schemes in the sense that (uj is not the solution of an implicit equation. More specifically we shall consider in the sequel two-point numerical fluxes of the form n fi+1/2 = F (uni−1 , uni ). These numerical schemes can be recast into the general form



un+1 = H(uni−k , . . . , uni+k ; ∆t, ∆x), i



∀i ∈ Z, ∀n ∈ N.



(2.4)



A numerical scheme like (2.3a) defined thanks to a numerical flux is called a conservative scheme. Conservative schemes are endowed with an important property of invariance in L1 . Proposition 2.1 If u∆ is an approximation obtained thanks to a conservative scheme then Z Z Z u∆ (x, tn )dx = u∆ (x, 0)dx = u0 (x)dx. R



R



R
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2.2. A FEW CLASSIC NUMERICAL SCHEMES Proof. The sum for all i ∈ Z of (2.3a) reads



P



i∈Z



un+1 = i



P



i∈Z



uni , which yields the desired result.



Remark 2.2 Other choices are possible instead of (2.3b) for defining the discrete initial condition (u0i )i∈Z . For example, if u0 ∈ C (R), another standard choice in the framework of Finite Difference Methods is u0i = u0 (xi ), i ∈ Z. Before going any further, we introduce a few notations that will be used in the sequel. We suppose that X is a Banach space equipped with the norm k · kX . In the sequel, for any function v : (x, t) 7→ v(x, t) we shall note for all v(t) = v( · , t) and we shall also suppose that u(t) = u( · , t) ∈ X , u∆ (t) = u∆ ( · , t) ∈ X , t ∈ [0, T ]. We introduce the operator H∆ : v ∈ X → H∆ (v) ∈ X defined by H∆ (v) : x ∈ R 7→ H[v(x − k∆x), . . . , v(x + k∆x); ∆t, ∆x),



∀v ∈ X



(2.5)



This operator allows to extend the definition (2.4) of the numerical scheme to R × [0, T ] as we can state now that u∆ (t + ∆t) = H∆ (u∆ (t)), ∀t ∈ [0, T ]. (2.6) In the sequel, we shall note n H∆ = H∆ ◦ · · · ◦ H∆ . {z } | n times



Let us also add a last hypothesis: we suppose that we have a “good” approximation of the initial condition by requiring that lim ku∆ ( · , 0) − u0 kX = 0. (2.7) ∆x→0



Let us remark that: • relations (2.3a)-(2.3b) are a sort of discrete “mimic” of the conservation law (1.1) in the sense proposed by the Finite Difference Methods where each difference terms is meant to approximate a partial derivative terms in the original PDE, • for a given choice of ∆x, (uni )i∈Z and (uni+1/2 )i∈Z , the time step ∆t cannot be chosen arbitrarily, indeed, if ∆t → +∞, then |uni | → +∞, ∀i ∈ Z. This implies that some sort of restriction will have to be imposed on ∆t. This issue will be examined later in section 2.4, n • as soon as the numerical fluxes values fi+1/2 , i ∈ Z are defined, the recursive process defined by (2.3a)-(2.3b) is totally defined.



Thanks to this last remark, we conclude that defining the numerical scheme boils down to proposing a R tn+1 1 n n convenient choice for fi+1/2 . Therefore How should we choose fi+1/2 ' ∆t f (u)(xi+1/2 , t) dt? tn Moreover if u denotes the solution of the conservation law ut + f (u)x = 0 we can ask the two following questions: Question 1: how well does



n+1 1 ∆t [ui



− H(uni−k , . . . , uni+k ; ∆t, ∆x)] = 0 mimic ut + f (u)x = 0?



Question 2: how close to u 7→ u(x, t) is un = (uni )i∈Z ?



2.2 2.2.1



A Few Classic Numerical Schemes The (Bad) Centered Scheme



A simple – a priori reasonable – choice seems be to choose n fj+1/2 =



f (unj ) + f (unj+1 ) . 2



This choice defines what is called the explicit centered scheme. We shall see with a short example that this scheme cannot be used in practice. We consider as a trial case the transport problem obtained for the linear conservation when f (v) = cv, where c ∈ R is a constant.



34



CHAPTER 2. FINITE VOLUME METHODS FOR THE SCALAR CONSERVATION LAW



Definition 2.1 (Centered Scheme for the Linear Transport) The centered scheme for the linear transport reads un+1 − unj + j



c∆t n (u − unj−1 ) = 0 2∆x j+1



(2.8)



Now consider the initial condition x 7→ cos(x). The solution of the conservation obvisouly reads (x, t) 7→ cos(x − ct). Using the linearity of the centered scheme for the transport problem, we can use complex valued approximations by letting u0 (x) = eix , where i2 = −1. Let us discretize the initial condition by setting u0j = u0 (xj ) = exp(i∆x(j + 1/2)). It is then straightforward to see that (2.8) yields q un+1 = Lunj , where L = 1 + ∆x2 sin2 (∆x)/∆t2 . j Thus unj = Ln exp(i∆x(j + 1/2)) and it is obvious that limn→∞ |unj | = +∞ for any j ∈ Z, any ∆x 6= kπ with k ∈ Z and any ∆t > 0. Letting the norm of the approximation explode is of course not acceptable. In this case, we shall say that the scheme is unconditionnaly unstable. In the next sections we will see numerical schemes that are equipped with conditional stability properties depending on the choice of ∆t and ∆x.



2.2.2



Lax-Friedrichs Scheme and Modified Lax-Friedrichs Scheme



We propose to derive the Lax-Friedrichs scheme and a variant called the modified Lax-Friedrichs scheme using the following guideline: is it possible to modify the centered scheme in order to equip it with a stability property that mimics the L∞ -stability of the solution of the conservation law. We shall suppose that the flux f of the conservation law (1.1) is a Lipschitz function with a Lipschitz constant L. Considering the flux of the centered scheme, we modify it into a flux of the form f (u) + f (v) D − (v − u), (2.9) 2 2 where D is a positive parameter left to be identified. When D = 0 one retrieves the centered flux. We shall note in this section λ = ∆t/∆x. F (u, v) =



Classic Lax-Friedrichs scheme We proceed following a Finite-Difference approach: for the conservation law we approximate the space derivative term ∂x f (u) using the centered scheme and for the time derivative term we choose   uni+1 + uni−1 1 n+1 n (∂t u)i ∼ ui − . ∆t 2 a) Show that the resulting scheme as the form (2.3a), for a flux of the form (2.9) D = 1/λ. b) Show that λL ≤ 1 ensures that un+1 is a convex combination of uni−1 and uni+1 . Deduce that under i n 0 this condition we have ku∆ (t )kL∞ (R) ≤ ku kL∞ (R) . The scheme obtained for this particular choice of D is called the Lax-Friedrichs scheme. Modified Lax-Friedrichs scheme We now suppose that we have a scheme of form (2.3a) with a flux given by (2.9) for an unspecified choice of D. c) If one notes f (uni+1 ) − f (uni ) , Ai+1/2 = uni+1 − uni show un+1 can be expressed as a linear combination of uni−1 , uni and uni+1 that involves Ai+1/2 and Ai−1/2 . i d) Express conditions involving Ai+1/2 , Ai−1/2 , D and λ that ensures un+1 to be a convex combination i of uni−1 , uni and uni+1 . e) Deduce from the previous a condition on D that involves every Ai+1/2 , Ai−1/2 for i ∈ Z. Show that L ≤ D is a choice that fulfills this condition. f) One supposes here that L ≤ D. Show that the convex combination constraint imposes a bound on λ that involves Ai+1/2 , Ai−1/2 , D. Show that imposing λ(L + D) ≤ 1 implies that un+1 is a convex comi bination of uni−1 , uni and uni+1 . Deduce that we have the stability estimate: ku∆ (tn )kL∞ (R) ≤ ku0 kL∞ (R) . The resulting scheme is called the modified Lax-Friedrichs scheme. We sum up the definition of both the Lax-Friedrichs scheme and the modified Lax-Frierichs scheme below.
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2.2. A FEW CLASSIC NUMERICAL SCHEMES Definition 2.2 (Lax-Friedrichs Scheme)



If the flux f of the conservation law (1.1) is a Lipschitz function of Lipschitz constant L, the LaxFriedrichs scheme reads un+1 − un+1 + i i



∆t n+1 n+1 [F (un+1 , un+1 )] i i+1 ) − F (ui−1 , ui ∆x



(2.10)



∆x f (u) + f (v) − (v − u). 2 2∆t



(2.11)



where F (u, v) = F LxF (u, v) =



Definition 2.3 (Modified Lax-Friedrichs Scheme) If the flux f of the conservation law (1.1) is a Lipschitz function of Lipschitz constant L, the modified Lax-Friedrichs scheme reads un+1 − un+1 + i i



∆t n+1 n+1 [F (un+1 , un+1 )] i i+1 ) − F (ui−1 , ui ∆x



where F (u, v) = F LxF (u, v) =



f (u) + f (v) D − (v − u), 2 2



(2.12)



(2.13)



and L ≤ D.



2.2.3



Lax-Wendroff Scheme



We propose a guideline for deriving the Lax-Wendroff scheme that is based on a two-step staggered grid approach. We consider the scalar conservation law (1.1) and we introduce a redudant variable v = f (u). Let us suppose for the sake of deriving the scheme that u is smooth. Then the evolution equation for v reads vt = f 0 (u)ut = −f 0 (u)f (u)x . Therefore one can express the conservation law using the system ut + vx = 0,







(2.14a)



0



vt + f (u)vx = 0.



(2.14b)



For discretizing (2.14a)-(2.14b), we consider a staggered grid system where the unknown u is described in cells Ki = (xi−1/2 , xi+1/2 ) and the unknown v is associated to cells Ki+1/2 = (xi , xi+1 ), i ∈ Z. Integrating (2.14a) over Ki × [tn , tn+1 ] leads to the update relation ∗ ∗ ∆x(un+1 − uni ) + ∆t(vi+1/2 − vi−1/2 ) = 0, i



(2.15)



where ∗ vi+1/2



is an approximation for



1 ∆t



Z



tn+1



v(xi+1/2 , t)dt. tn



∗ . A straightforward way to define v within the cell Ki+1/2 would be to We need now to evaluate vi+1/2 n n n ∗ n define vi+1/2 = (f (ui ) + f (ui+1 ))/2 and choose vi+1/2 = vi+1/2 . Unfortunately, this choice leads to the ∗ centered scheme that we discard due to its unstable nature. We choose instead to use evaluate vi+1/2 ∗ n ∗ by using vi+1/2 ' v(xi+1/2 , t + ∆t/2). This amounts to say that vi+1/2 is a predictor value for v ahead n in time of vi+1/2 at instant tn = tn + ∆t/2. Integrating (2.14b) over Ki+1/2 × [tn , tn + ∆t/2] leads to a prediction step of the form



∗ ∆x(vi+1/2



−



n vi+1/2 )



Z



tn +∆t/2



Z



f 0 (u)(x, t)f (u)x (x, t)dxdt = 0.



+ tn



Ki+1/2



In order to evaluate the second integral, in the above expression, we perform the following approximations for x ∈ Ki+1/2 and t ∈ [tn , tn + ∆t/2] 0



f (u)(x, t) ' f



0







uni + uni+1 2







Z



tn +∆t/2



Z



,



f (u)x dxdt ' tn



Ki+1/2



∆t [f (uni+1 ) − f (uni )]. 2
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The predictor step then reads ∗ ∆x(vi+1/2



−



n vi+1/2 )



∆t 0 + f 2







uni + uni+1 2







[f (uni+1 ) − f (uni )].



This two-step approach can be recast into a conservative scheme, that is the Lax-Wendroff scheme. Definition 2.4 (Lax-Wendroff Scheme) For scalar conservation law the Lax-Wendroff scheme reads: un+1 − uni + i



∆t (F (uni , uni+1 )i+1/2 − F (uni−1 , uni+1 )) = 0, ∆x



with the numerical flux F (u, v) = F LxW (u, v) =



∆t 0 f (u) + f (v) − f 2 2∆x







u+v 2



 [f (v) − f (u)].



(2.16)



Remark 2.3 The are different ways to derive the Lax-Wendroff scheme. It is for example possible to have a direct formulation by means of simple Taylor expansion within a Finite Difference Framework (see for example [14]).



2.2.4



Godunov Method (“REA” version)



The Godunov method, originally introduced by S. K. Godunov [7] proposes a 3-step procedure to update the approximation solution from un = (uni )i∈Z to un+1 = (un+1 )i∈Z . i We suppose that the values uni , i ∈ Z are known. The process is: 1. Consider/construct the piecewise constant function un∆ (x) =



X



uni 1Ki (x),



∀x ∈ R.



i∈Z



2. Compute the solution u e of the Cauchy problem ( ∂t v + ∂x f (v) = 0, v(x, 0) =



∀(x, t) ∈ R × [0, +∞),



un∆ (x),



∀x ∈ R,



3. For a wisely chosen value of ∆t > 0 (whose choice will be discussed later), define the updated value un+1 of the approximation solution of the transport problem by setting def = un+1 i



1 ∆x



Z



xi+1/2



xi−1/2



 u e x, ∆t dx.



R. LeVeque refers to this procedure as a REA algorithm: 1) Reconstruct; 2) Evolve, 3) Approximate [14]. Let us examine this method step by step. Step 1. This step is trivial. Step 2. First, we notice that the piecewise constant initial condition un∆ of the Cauchy problem may read as a sum of “step” functions whose jump is located at xi+1/2 , indeed we have un∆ (x) =



i Xh (uni+1 − uni )H(x − xi+1/2 ) + uni 1[xi ,xi+1 ) (x). i∈Z
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xi+1



xi xi+1/2



|



xi+2 xi+3/2



{z } | (RP )i+1/2



{z } (RP )i+3/2



The key idea then consists in noticing, as depicted in figure 2.2.4, that computing u e if t is small enough boils down to solving a juxtaposition of Riemann problems (RPi+1/2 ) defined as follows  ∂ v + ∂x f (v) = 0,   t ( uni ,  v(x, 0) =  uni+1 ,



(RPi+1/2 )



if x ≤ xi+1/2 , if x > xi+1/2 .



The solution of this problem may easily be defined thanks to the entropy solution of the Riemann problem solution wRP defined by proposition 1.25. If we choose ∆t small enough such that the the juxtaposed Riemann problems do not interact then we can write the solution u e of the Cauchy problem as a juxtaposition of Rieman problems solution wRP (·; uni , uni+1 ) (see figure 2.2). Indeed we have that u e(x, t) =



X



wRP



x − x



i+1/2



t



i∈Z



Step 3. We just need to evaluate Z xi+1/2 Z n+1 ∆x ui = u e(x, ∆t)dx = xi−1/2 Z xi



=



; uni , uni+1



xi−1/2



x − x



i−1/2



∆t



1[xi ,xi+1 ) (x), ∀x ∈ R, ∀t ∈ [0, ∆t).



xi



xi−1/2



wRP







Z u e(x, ∆t)dx +



Z  ; uni−1 , uni dx +



(2.17)



xi+1/2



u e(x, ∆t)dx



xi



xi+1/2



wRP



x − x



xi



i+1/2



∆t



 ; uni , uni+1 dx.



Choice of the time step. As we noticed in the paragraph: the time step must be chosen small enough so that the waves generated by the Riemann problems do not interact. In our case, a sufficient condition is that the fastest wave should not travel a greater distance than ∆x/2. Let us then remark that in accordance with corollary 1.5 the entropy solution of the Riemann problem verifies the maximum principle uni ⊥uni+1 ≤ wRP (x/t; uni , uni+1 ) ≤ uni >uni+1 ,



∀(x, t) ∈ R × [0, +∞)



Taking into account proposition 1.25, it is clear that waves involved with wRP (·; uni , uni+1 ) are bounded by sup{|f 0 (z)|, z ∈ [uni ⊥uni+1 , uni >uni+1 ]}. We thus have the following proposition. Proposition 2.2 Under the CFL condition n o 1 ∆t sup |f 0 (z)| ; z ∈ [uni ⊥uni+1 , uni >uni+1 ] ≤ , ∆x 2



∀i ∈ Z,



(2.18)



the waves of the juxtaposed Riemann problems used in the Godunov scheme do not interact. Corollary 2.1 If the flux f is strictly convex, then a sufficient condition for the waves of the juxtaposed Riemann problems used in the Godunov scheme not to interact is ∆t 1 sup |f 0 (uni )| ≤ . ∆x i∈Z 2



(2.19)
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u ˜(x, ∆t)



x t



xi−2



xi−1



xi+1



xi



x un∆ (x)



x xi−2



xi−1 xi−3/2



xi+1



xi xi−1/2



xi+1/2



Figure 2.2: Gogunov Method (REA Version): initial condition composed by juxtaposed Riemann problems (bottom), evolution of the shocks and rarefaction fans involved with each Rieman problems (middle), solution of the Cauchy problem at instant ∆t (top).
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2.3. CONSISTENCY



2.2.5



Godunov Method (flux method version)



There is another way of processing the Godunov Method that does not involve computing the whole solution of the Riemann problem (x, t) 7→ wRP (x/t; uL , uR ) but only the value wRP (x/t = 0; uL , uR ). In order to evaluate ∆xun+1 = i



Z



xi+1/2



u ˜(x, ∆t) dx, xi−1/2



let us use the conservation law in integral form (1.5) over (xi , xi+1/2 ) × (0, ∆t). One obtains Z



xi+1/2



Z



xi+1/2



Z



Z



∆t



f (˜ u(xi , t)) dt = 0.



f (˜ u(xi+1/2 , t)) dt − 0



0



xi



xi



∆t



u ˜(x, 0) dx +



u ˜(x, ∆t) dx − Then one remarks that



u ˜(x, 0) = uni , u ˜(xi+1/2 , t) =



for x ∈ (xi , xi+1/2 ),



wRP (0; uni , uni+1 ) 



u ˜(xi , t) = wRP



∆x n n ;u ,u 2t i i+1



for t ∈ (0, ∆t), 



= uni



for t ∈ (0, ∆t).



This yields that Z



xi+1/2



u ˜(x, ∆t) dx − xi



∆x n u + ∆tf (wRP (0; uni , uni+1 )) − ∆tf (uni ) = 0. 2 i



Using the same lines one obtains Z xi ∆x n u + ∆tf (uni ) − ∆tf (wRP (0; uni−1 , uni )) = 0. u ˜(x, ∆t) dx − 2 i xi−1/2



(2.20)



(2.21)



Summing (2.20) and (2.21) leads to a conservative form of the Godunov scheme. Proposition 2.3 (Godunov Scheme in Conservative Form) The Godunov method can be recast into a conservative numerical scheme as follows un+1 − uni + i



∆t (F (uni , uni+1 )i+1/2 − F (uni−1 , uni+1 )) = 0, ∆x



with the numerical flux F (u, v) = F Godunov (u, v) = f (wRP (0; u, v)).



2.3



(2.22)



Consistency



By the definition (2.6) of the numerical scheme, we see that the function u∆ for all t ∈ [0, T ] verifies i 1 h u∆ (t + ∆t) − H∆ (u∆ (t)) = 0. ∆t However, if t 7→ u(t) ∈ X denotes the scalar conservation law (1.1), we of course have that i 1 h u(t + ∆t) − H∆ (u(t)) 6= 0. ∆t Nevertheless, it seems reasonnable to expect that a good numerical scheme will verify [u(t + ∆t) − H∆ (u(t))]/∆t ' 0 or at least [u(t + ∆t) − H∆ (u(t))]/∆t → 0 in some sense when ∆t, ∆x → 0. The following definitions address this matter. Definition 2.5 (Truncation Error ) Using the above notations, the truncation error t ∈ [0, T ] 7→ Tr∆ (t) ∈ X of the numerical scheme (2.4)
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CHAPTER 2. FINITE VOLUME METHODS FOR THE SCALAR CONSERVATION LAW is the function defined by Tr∆ (t) =



i 1 h u(t + ∆t) − H∆ (u(t)) ∆t



Definition 2.6 (Consistency ) The numerical scheme (2.4) is said to be consistent with respect to the norm k · kX if lim kTr∆ (n∆t)kX = 0,



∆x→0 ∆t→0



0 ≤ n∆t ≤ T.



(2.23)



The consistency is often quantified by the notion of order. Definition 2.7 (Order ) If there exists C1 > 0, C2 > 0, p ∈ N and q ∈ N, such that kTr∆ (n∆t)kX ≤ C1 ∆xp + C2 ∆tq ,



0 ≤ n∆t ≤ T,



then we say that the numerical scheme is of order p in space and order q in time with respect to the norm k · kX . In practice, the truncation error is usually computed by means of Taylor expansions. Therefore the order may be calculated when • the function (v−k , . . . , vk ) 7→ H(v−k , . . . , vk ; ∆t, ∆x) that defines the numerical scheme is regular enough, • the solution u of the conservation law is a strong solution and exhibits enough regularity. When one of these requirements is not satisfied it is usually not possible to compute Tr∆ neither the order of the scheme. However, the order of the scheme may be tested thanks to numerical experiments. When it comes to conservative schemes, it is possible to explore the consistency of the scheme by studying its associated flux instead of the overall numerical scheme. This is achieved by the notion of flux consistency. Definition 2.8 (Flux Consistency ) Consider a conservative numerical scheme with a numerical flux (v1 , . . . , v2k ) 7→ F . We say that the numerical flux is consistent with the flux f of the conservation law if ∀v ∈ R,



F (v, . . . , v) = f (v).



This definition provides a tool that measures if F is good approximation of f at each cell interface. What connection does exists between flux consistency and plain consistency? The answer resides in the following results. For the sake of simplicity and without loss of generality we restrict our study to the case of a two-point numerical flux (v, w) 7→ F (v, w). Lemma 2.1 Let (v, w) 7→ F (v, w) be a numerical flux. Suppose that F is smooth and consistent. Then for any regular function (x, t) 7→ v we have i 1 h F (v(x, t), v(x + ∆x, t)) − F (v(x − ∆x, t), v(x, t)) = f 0 (v(x, t))∂x v(x, t) + O(∆x). ∆x



(2.24)



Proof. The proof of lemma 2.1 is left to the reader. Lemma 2.1 states that if the numerical flux F is consistent then the numerical difference that appears 1 in a conservative numerical ∆x (F (uni , uni+1 ) − F (uni−1 , uni )) provides an order one approximation of the 0 spatial operator (in space) f (u)∂x u. Finally, for conservative schemes: the flux consistency implies the consistency of the whole numerical scheme.
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2.4. STABILITY ANALYSIS Proposition 2.4



Let us consider a conservative numerical approximation of the transport problem with a smooth and consistent numerical flux F . Then the numerical scheme is (at least) of order 1 in both space and time. Consequently the numerical scheme is consistent. As a conclusion of this section: we introduced a few classic tools that pertain to the Finite Difference Methods framework. Roughly speaking, now we can say that if the approximate solution u∆ defined by the sequence (uni )i∈Z,n∈N “remains close” (in some sense) to the PDE solution u then verifying [u(t + ∆t) − H∆ (u(t))]/∆t ' 0 is close to verify ∂t u + ∂x f (u) = 0. We shall wonder in the next section how to properly define the fact that u∆ stays close to u by introducing stability analysis tools. As a conclusion, we gather thereafter a consistency results concerning the classic schemes we presented in section 2.2. Proposition 2.5 When one chooses X = C 0 (R) with k · kX = k · kL∞ (R) , if the solution of the scalar conservation law belongs to C m (R × [0, +∞)) for m ≥ 2, then it is possible to evaluate the truncation error and the order of the schemes we presented in section 2.2. Scheme Centered Scheme Godunov Lax-Friedrichs Lax-Wendroff



2.4



Order in space 2 1 1 2



Order in time 1 1 1 2



Stability Analysis



We will see in this section that the idea that the approximation solution “stays close” to the solution of the PDE can be translated by means of a control of the approximate solution with respect to a functions space norm. The study of such matter is called stability analysis. There are different stability criteria available in the literature. We propose to use the following definition. Definition 2.9 (Stability ) We say that the numerical scheme is stable with respect to the norm k · kX if there exists CT > 0 independent of ∆x and ∆t such that for all v ∈ X n kH∆ (v)kX ≤ CT kvkX ,



0 ≤ n∆t ≤ T.



The above definition is sometimes referred to as the Lax-Richtmyer stability. As it was presented in the chapter 1, the entropy solution of the scalar conservation law is endowed with a stability property in L∞ . Therefore it is natural to examine is such property can be translated into the framework of discrete approximations. We start with a local stability property. Definition 2.10 (Discrete Maximum Principle) We say that this numerical scheme satisfies a discrete maximum principle if there exists α ∈ R and β ∈ R such that if v ∈ X α ≤ v(x) ≤ β,



∀x ∈ R



=⇒



n α ≤ H∆ (v)(x) ≤ β,



∀x ∈ R, 0 ≤ n∆t ≤ T.



Corollary 2.2 (L∞ -Stability ) When a numerical scheme verifies a discrete principle maximum, then this implies a stability property with respect to the L∞ norm, indeed we have for all v ∈ X n kH∆ (v)kL∞ (R) ≤ kvkL∞ (R) ,



0 ≤ n∆t ≤ T.
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We shall study in the sequel a particular class of numerical scheme that are L∞ -stable that are called the monotone schemes. For what concerns the classic numerical schemes of section 2.2 we gather thereafter L∞ stability results. Proposition 2.6 (L∞ -Stability Results) Suppose that f is a Lipschitz function with a Lipschitz constnat L. We have the following results • the centered scheme does not verifies a discrete maximum principle and is not L∞ -stable for any possible choice of ∆t > 0 and ∆x > 0, • the Godunov scheme verifies a discrete maximum principle iff the CFL condition (2.18) is verified, • the modified Lax-Friedrichs scheme verifies a discrete maximum principle under the CFL condition (L + D)∆t/∆x ≤ 1, • the Lax-Friedrichs scheme verifies a discrete maximum principle under the CFL condition L∆t/∆x ≤ 1, • the Lax-Wendroff scheme does not verifies a discrete maximum principle and is not L∞ -stable for any possible choice of ∆t > 0 and ∆x > 0, We end this presention section with a stability tool in L2 that is very popular due its relatively simple implementation. However it is important to mention that this stability tools only provide linearized stability argument. Now, consider a linear approximation numerical scheme of the form X un+1 = ak (∆t, ∆x)unj+k , ∀j ∈ Z, 0 ≤ n∆t ≤ T. (2.25) j k∈Z



The extension of (2.25) to R × [0, T ] reads X u∆ (x, t + ∆t) = ak (∆t, ∆x)u∆ (x + k∆x, t),



∀x ∈ R, ∀t ∈ [0, T ].



(2.26)



k∈Z



Let i ∈ C, i2 = −1. As relation (2.26) is linear we can easily compute the Fourier Transform with respect to the space variable x Z 1 u∆ (x, t)eixξ dx u b∆ (ξ, t) = √ 2π R and we obtain uc ∆ (ξ, t + ∆t) =



X



ak (∆t, ∆x)eiξk∆x uc ∆ (ξ, n∆t),



∀ξ ∈ R, ∀t ∈ [0, T ]..



k∈Z



We finally obtain uc c ∆ (ξ, t + ∆t) = G∆ (ξ)u ∆ (ξ, t),



G∆ (ξ) =



X



ak (∆t, ∆x)eiξk∆x ,



k∈Z



where G∆ is called the amplification factor. The above lines allows to state that for any v ∈ L2 (R), we have \ H v (ξ), ∀ξ ∈ R. (2.27) ∆ (v)(ξ) = G∆ (ξ)b These tools lead to the so-called L2 -stability criterion that can be summed up with the following definition and properties.
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2.5. MONOTONE SCHEMES Definition 2.11



Following the definition 2.9, we say that the numerical scheme (2.25) is L2 -stable if there exists CT > 0 independent of ∆x and ∆t such that for all v ∈ L2 (R) n kH∆ (v)kL2 (R) ≤ CT kvkL2 (R) ,



0 ≤ n∆t ≤ T.



The proposition below connects the L2 -stability to the Fourier transform and the amplification factor G(ξ). Proposition 2.7 (Von Neumann Stability Condition) The numerical scheme (2.25) is L2 -stable iff |G(ξ)| ≤ 1, ∀ξ ∈ R. Proof. The proof is left to the reader. We collect in the proposition below the result of the L2 -stability analysis for the numerical scheme we presented in the previous section. The proof is left to the reader. Proposition 2.8 (L2 -Stability Results for the Linear Transport case) Suppose that the flux f is linear: f (z) = cz, where c ∈ R is a constant. We have the following results: • the centered scheme is never L2 -stable, • the Godunov scheme is L2 -stable iff the CFL condition |c|∆t/∆x ≤ 1 is verified, • the Lax-Friedrichs scheme is L2 -stable iff the CFL condition |c|∆t/∆x ≤ 1 is verified. • the Lax-Wendroff scheme is L2 -stable iff the CFL condition |c|∆t/∆x ≤ 1 is verified. Remark 2.4 While the Von Neumann L2 -stability analysis is a very powerful tool for the linear schemes, there is unfortunately no complete extension for the nonlinear case. If the numerical scheme is nonlinear, the Von Neumann stability analysis can be applied to a linearization of the numerical scheme around a constant state.



2.5



Monotone Schemes



In order to further investigate the stability properties of the numerical scheme, we now wonder wether it is possible to construct a category of numerical schemes that provides a maximum principle. Consider a conservative numerical scheme of the form un+1 = uni + i



∆t ∆t F (uni−1 , uni ) − F (uni , uni+1 ). ∆x ∆x



(2.28)



We suppose that the two-point flux F is a Lipschitz function of its arguments and we note L the Lipschitz constant associated with F . We wonder wether un+1 can be expressed as a convex combination of uni−1 , i uni , uni+1 . We have ∆t ∆t [F (uni−1 , uni ) − F (uni , uni )] − [F (uni , uni+1 ) − F (uni , uni )] ∆x ∆x ∆t ∆t = uni + ai (uni − uni−1 ) + bi (uni+1 − uni ), ∆x ∆x



un+1 = uni + i



if one sets ai = −



F (uni , uni+1 ) − F (uni , uni ) , uni − uni−1



Then we have un+1 = −ai i



bi =



F (uni , uni+1 ) − F (uni , uni ) . (uni+1 − uni )



  ∆t n ∆t ∆t n ∆t n ui−1 + 1 + ai − bi ui + bi u . ∆x ∆x ∆x ∆x i+1



(2.29)
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We see that un+1 can be expressed as a convex combination of uni−1 , uni if and only if i 0 ≤ −ai



∆t ≤ 1, ∆x



0 ≤ bi



∆t ≤ 1, ∆x



0 ≤ 1 + ai



∆t ∆t − bi ≤ 1. ∆x ∆x



(2.30)



The left part of the first two bounds is a constraint upon the sign of ai and bi . Indeed, these inequalities will only be verified if F is an increasing function (resp. decreasing function) of its first (resp. second) argument. If this condition is met, it is always possible to choose ∆t and ∆x in order to verify the other inequalities. This leads us the to the following definition and property. Definition 2.12 (Monotone Flux ) We say that the two-point flux (v, w) 7→ F (v, w) is a monotone flux if F (·, w) is increasing and if F (v, ·) is decreasing. Proposition 2.9 Let F be a Lipschitz numerical flux with Lipschitz constant L associated with the conservative scheme (2.28). If F is monotone, then un+1 is a convex combination of uni−1 , uni and uni+1 under the i condition 1 ∆t L≤ . (2.31) ∆x 2 Proof. It is straightforward. Using the expression for the numerical scheme, one can see that under condition (2.31), relations (2.30) are fulfilled. The condition (2.31) is called a Courant-Friedrichs-Lewy condition. Corollary 2.3 A conservative scheme with a monotone flux is L∞ stable under the CFL condition (2.31). In fact, conservative schemes with monotone flux may belong to a wider category of scheme (under CFL condition). The so-called monotone schemes. Definition 2.13 (Monotone scheme) We consider a numerical scheme of the form un+1 = H(uni−1 , uni , uni+1 , i). We say that this scheme is i monotone if H is an increasing function of its three first arguments. The connection between conservative schemes with a monotone flux and the monotone schemes is materialized by this proposition. Proposition 2.10 Let un+1 = H(uni−1 , uni , uni+1 , i) be a conservative numerical scheme associated with a consistent i numerical flux F . If F is a monotone flux, then under a CFL condition the scheme H is monotone. Proof. We have



 ∆t F (u, v) − F (v, w) . ∆x As F is an increasing (resp. decreasing) function of its first (resp. second) variable, then H is a increasing function of its first and third variables. Now, consider v < v, we have   H(u, v, w, i) − H(u, v, w, i) F (u, v) − F (u, v) F (v, w) − F (v, w) R= =1−λ − . v−v v−v v−v H(u, v, w, i) = v −



As F is Lipschitz, if L is the Lipschitz constant of F , we see that under the CFL condition 1 − 2L ≥ 0, then R ≥ 0 which implies that H is an increasing function of its second variable. Proposition 2.11 (BV space bound: TVD property ) Let F be a Lipschitz numerical flux with Lipschitz constant L associated with the conservative scheme (2.28). Suppose that F is monotone, consistent and that the CFL condition (2.31) then we have X X |uin+1 − un+1 |uni − uni−1 |. (2.32) i−1 | ≤ i∈Z



i∈Z
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2.5. MONOTONE SCHEMES Proof. By substracting the expression of un+1 and un+1 i i−1 given by (2.5), we obtain that n n n n n n un+1 − un+1 i i−1 = (1 + λai − λbi−1 )(ui − ui−1 ) + λbi (ui+1 − ui ) − λai−1 (ui−1 − ui−2 ).



Under the CFL condition (2.31) relations (2.30) are valid then thus yields n n n n n n |un+1 − un+1 i i−1 | = (1 + λai − λbi−1 )|ui − ui−1 | + λbi |ui+1 − ui | − λai−1 |ui−1 − ui−2 |.



We now just have to sum over i ∈ Z and shift indices to obtain the desired result, indeed X X X X |un+1 − un+1 (1 + λai − λbi−1 )|uni − uni−1 | + λbi |uni+1 − uni | − λai−1 |uni−1 − uni−2 | i i−1 | ≤ i∈Z



i∈Z



i∈Z



i∈Z



X X X = (1 + λai − λbi−1 )|uni − uni−1 | + λbi−1 |uni − uni−1 | − λai |uni − uni−1 | i∈Z



=



X



i∈Z



|uni



−



i∈Z



uni−1 |.



i∈Z



Proposition 2.11 states that monotone schemes under CFL condition belong to a wider category of schemes called TVD schemes. Definition 2.14 (TVD schemes) If a numerical scheme verifies X



|uin+1 − un+1 i−1 | ≤



i∈Z



X



|uni − uni−1 |.



i∈Z



one says it is Total Variation Diminishing (TVD). Corollary 2.4 Let F be a Lipschitz numerical flux with Lipschitz constant L associated with the conservative scheme (2.28). Suppose that F is monotone, consistent and that the CFL condition (2.31). If u0 ∈ BV(R) then X |uni − uni−1 | ≤ |u0 |BV(R) , i∈Z



where| · |BV(R) is the classic semi-norm associated with BV(R). The corollary 2.4 implies another type of BV estimate that involve the variation with respect to time. Proposition 2.12 (BV Time Bound ) Let F be a Lipschitz numerical flux with Lipschitz constant L associated with the conservative scheme (2.28). Suppose that F is monotone, consistent and that the CFL condition (2.31). If u0 ∈ BV(R) we have for any T > 0 X X ∆x|un+1 − uni | ≤ 2(T + ∆t)L|u0 |BV(R) (2.33) i 0≤n∆t≤T i∈Z



Proof. Using the notation ai = −



F (uni , uni+1 ) − F (uni , uni ) , uni − uni−1



bi =



F (uni , uni+1 ) − F (uni , uni ) , (uni+1 − uni )



the numerical scheme reads ∆xun+1 = ∆xuni + ∆tani (uni − uni+1 ) + ∆tbni (uni−1 − uni ). i As |ani | ≤ L and |bni | ≤ L we see that ∆x|un+1 − uni | ≤ ∆tL|uni+1 − uni | + ∆tL|uni − uni−1 |. i Summing for all i ∈ Z, 0 ≤ n∆t ≤ T and using (2.33) yields the desired result. The monotone schemes verifies a discrete equivalent of the Kruzkov entropy inequalities.
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Proposition 2.13 (Discrete Entropy Inequality for Monotone Conservative Schemes) Let F be a Lipschitz numerical flux with Lipschitz constant L associated with the conservative scheme (2.28). Suppose that F is monotone, consistent and that the CFL condition (2.31). We have  ∆t  n n n G − G ∀n ≥ 0, ∀i ∈ Z, ∀κ ∈ R, (2.34) |un+1 − κ| − |u − κ| + i i+1/2 i−1/2 ≤ 0, i ∆x where Gni+1/2 = F (uni >κ, uni+1 >κ) − F (uni ⊥κ, uni+1 ⊥κ).



Proof. First, we remark that for (z, α) ∈ R2 , we have |z − α| = z>α − z⊥α. Consider any κ ∈ R. By definition un+1 = H(uni−1 , uni , uni+1 ), and under the hypothesis of proposition 2.11 H is an increasing i function of its argument. This implies H(uni−1 , uni , uni+1 ) ≤ H(uni−1 >κ, uni |>κ, uni+1 >κ),



(2.35)



H(κ, κ, κ) ≤ H(uni−1 >κ, uni |>κ, uni+1 >κ).



(2.36)



and also The consistency of the scheme ensures that κ = H(κ, κ, κ), thus we deduce from (2.35) and (2.36) that un+1 >κ ≤ H(uni−1 >κ, uni |>κ, uni+1 >κ). i Using the same lines we obtain H(uni−1 ⊥κ, uni |⊥κ, uni+1 ⊥κ) ≤ un+1 ⊥κ. i Using the fact that H(u, v, w) = v +



2.6



∆t ∆x [F (v, w)



− F (u, v)], yields the desired result.



Convergence Results for Monotone Schemes



In this section we will prove that monotone schemes do converge towards weak entropy solutions. First we can state the following stability results for monotone schemes, that is a straightforward results of corollary 2.4 and proposition 2.12 . Proposition 2.14 Let T > 0 and F be a Lipschitz numerical flux with Lipschitz constant L associated with the conservative scheme (2.28). Suppose that F is monotone, consistent and that the CFL condition (2.31). If u0 ∈ BV(QT ) then there exists a constant C ∈ R such that |u∆ |BV(QT ) ≤ C.



(2.37)



Proof. The hypotheses allow to use the results of corollary 2.4, proposition 2.12 and the proposition A.3.



We propose here a first convergence result that is loosely modelled after the Lax convergence theorem. It shows that for any T > 0 a monotone conservative numerical scheme that is consistent indeed converges towards a weak solution of the conservation law in QT up to the extraction of a subsequence. Theorem 2.1 (Convergence of Monotone Scheme Towards Weak Solutions) Under the assumption of proposition 2.14, for all T > 0 there exists a function u ∈ BV(QT ), such that u∆ up to the extraction of a subsequence converges pointwise a.e. in QT and in L1loc (QT ) to u. Moreover u is a weak solution of the scalar conservation law (1.1) in QT .



47



2.6. CONVERGENCE RESULTS FOR MONOTONE SCHEMES Proof. Without loss of generality, we can suppose that the discrete initial condition is defined by Z 1 u0i = u0 (x) dx, ∀i ∈ Z. ∆x Ki Let T > 0 and consider ϕ ∈ C0∞ (QT ). We define



1



X



ϕ∆ (x, t) =



ϕni Kin (x, t),



where



ϕni



i∈Z,n∈N



1 = ∆x



Z ϕ(x, n∆t)dx. Ki



If ∆t and ∆x are small enough, there exists a compact set K ⊂ QT such that supp(ϕ) ⊂ supp(ϕ∆ ) ⊂ K. The conservative scheme reads un+1 − uni + i



∆t [F (uni , uni+1 ) − F (uni−1 , uni )] = 0. ∆x



By multiplying the previous equation by ϕni and suming over all n ∈ N and i ∈ Z we obtain 0=



X



(un+1 − uni )ϕni + i



i∈Z n∈N



=



X



i∈Z n∈N



uni ϕn−1 − i



i∈Z n≥1



=−



X



uni ϕni −



X



As ∆x∆tϕni =



i∈Z n≥1



1 ∆x∆t



X



uni ϕni +



i∈Z n=0



i∈Z n≥1



uni (ϕni − ϕn−1 )− i



i∈Z n≥1



X



∆t X [F (uni , uni+1 ) − F (uni−1 , uni )]ϕni ∆x



X



u0i ϕ0i −



Kin



i∈Z n∈N



i∈Z n∈N



∆t X F (uni , uni+1 )(ϕni+1 − ϕni ). ∆x i∈Z n∈N



i∈Z



RR



∆t X ∆t X F (uni , uni+1 )ϕni − F (uni , uni+1 )ϕni+1 ∆x ∆x



ϕ∆ (x, t)dxdt, this yields



ZZ u∆ (x, t)(ϕ∆ (x, t)−ϕ∆ (x, t−∆t))dxdt + Kin



X 1 Z u0 (x)ϕ∆ (x, 0)dx ∆x Ki i∈Z



+



ZZ   ∆t X 1 F u∆ (x, t), u∆ (x + ∆x, t) (ϕ∆ (x+∆x, t)−ϕ∆ (x, t))dxdt = 0. ∆x ∆x∆t Kin i∈Z n∈N



Let us introduce the functions ϕ∆ (x, t) − ϕ∆ (x, t − ∆t) 1[∆t,+∞) (t), ∆t ϕ∆ (x + ∆x, t) − ϕ∆ (x, t) D∆ ϕ∆ (x, t) = , ∆t   d∆ ϕ∆ (x, t) =



F∆ (x, t) = F u∆ (x, t), u∆ (x + ∆x, t) ,



we finally obtain ZZ Z ZZ u∆ (x, t)d∆ ϕ∆ (x, t)dxdt + u0 (x)ϕ∆ (x, 0)dx + QT



R



F∆ (x, t)D∆ ϕ∆ (x, t)dxdt = 0.



(2.38)



QT



Let us examine the behavior of each terms in (2.38) when ∆t and ∆x tend to 0. Under the CFL constraint (2.31) we know that ku∆ kL∞ (QT ) and |u∆ |BV(QT ) are uniformly bounded. Therefore we can apply theorem A.1 and we obtain that there exists u ∈ BV(QT ) such that u∆ (x, t) → u(x, t) a.e. in QT . As the numerical flux F (·, ·) is Lipschitz and consistent we also have that F∆ (x, t) → F (u, u) = f (u) a.e. in QT . Moreover, as u∆ and u∆ (· + ∆x, ·) are uniformly bounded in L∞ (QT ) we deduce that F∆ is also bounded uniformly in L∞ (QT ). A direct application of the dominated convergence theorem yields that ku∆ d∆ ϕ∆−u∂t ϕkL1 (QT ) → 0, kϕ0∆ ( · )−ϕ( · , 0)kL1 (R) → 0, kF∆ D∆ ϕ∆−f (u)∂x ϕkL1 (QT ) → 0. (2.39)
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Thus, by passing to the limit in (2.38) we see that ZZ Z ZZ u∂t ϕ dxdt + u0 (x)ϕ(x, 0)dx + QT



f (u)∂x ϕ dxdt, = 0. QT



R



As this is true for any ϕ ∈ C0∞ (QT ), this proves that u is a weak solution of the scalar conservation law problem in QT . Note that the above theorem only relies on the stability properties in BVand L∞ of the numerical scheme. We now present the main convergence result for monotone schemes conservative scheme. The discrete entropy inequality verified by the numerical scheme plays a key role in this theorem. Theorem 2.2 (Convergence of Monotone Scheme Towards Weak Entropy Solutions) Under the assumption of proposition 2.14, u∆ converges pointwise a.e. in R × [0, +∞)and in L1loc (R × [0, +∞)) to u ∈ BV (R × [0, +∞)) where u is the weak entropy solution of the scalar conservation law (1.1). Proof. The proof is very similar to the proof of theorem 2.1. Without loss of generality, we suppose that the discrete initial condition is defined by Z 1 u0 (x) dx, ∀i ∈ Z. u0i = ∆x Ki Consider ϕ ∈ C0∞ (R × [0, +∞)). We define ϕ∆ (x, t) =



X



1



ϕni Kin (x, t),



where



ϕni



i∈Z,n∈N



1 = ∆x



Z ϕ(x, n∆t)dx. Ki



Consider T > 0 such that there exists a compact set K ⊂ QT that verifies supp(ϕ) ⊂ supp(ϕ∆ ) ⊂ K. For any κ ∈ R, we have the discrete entropy inequality  ∆t  n n n |un+1 − κ| − |u − κ| + G − G ∀n ≥ 0, ∀i ∈ Z, i i+1/2 i−1/2 ≤ 0, i ∆x where Gni+1/2 = F (uni >κ, uni+1 >κ) − F (uni ⊥κ, uni+1 ⊥κ). By multiplying the previous equation by ϕni and suming over all n ∈ N and i ∈ Z we obtain 0≥



X



(|un+1 − κ| − |uni − κ|)ϕni + i



i∈Z n∈N



i∈Z n∈N



=



X



|uni − κ|ϕn−1 − i



i∈Z n≥1



=−



∆t X n [Gi+1/2 − Gni−1/2 ]ϕni ∆x



X



X



|uni − κ|ϕni −



i∈Z n≥1



|uni − κ|(ϕni − ϕn−1 )− i



i∈Z n≥1



X



|uni − κ|ϕni +



i∈Z n∈N



i∈Z n=0



X



|u0i − κ|ϕ0i −



i∈Z



∆t X n ∆t X n Gi+1/2 ϕni − Gi+1/2 ϕni+1 ∆x ∆x i∈Z n∈N



∆t X n Gi+1/2 (ϕni+1 − ϕni ). ∆x i∈Z n∈N



We note     G∆ (x, t) = F u∆ (x, t)>κ, u∆ (x + ∆x, t)>κ − F u∆ (x, t)⊥κ, u∆ (x + ∆x, t)⊥κ . As ∆x∆tϕni =



RR



1 ∆x∆t



ZZ



X i∈Z n≥1



+



Kin



ϕ∆ (x, t)dxdt, we obtain |u∆ (x, t) − κ|(ϕ∆ (x, t)−ϕ∆ (x, t−∆t))dxdt +



Kin



X 1 Z |u0 (x) − κ|ϕ∆ (x, 0)dx ∆x Ki i∈Z



ZZ ∆t X 1 G∆ (x, t)(ϕ∆ (x+∆x, t)−ϕ∆ (x, t))dxdt ≤ 0. ∆x ∆x∆t Kin i∈Z n∈N
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2.7. A FEW HINTS AT HIGHER ORDER METHODS: MUSCL METHODS Let us introduce the functions ϕ∆ (x, t) − ϕ∆ (x, t − ∆t) 1[∆t,+∞) (t), ∆t ϕ∆ (x + ∆x, t) − ϕ∆ (x, t) D∆ ϕ∆ (x, t) = ∆t d∆ ϕ∆ (x, t) =



and we get ZZ



Z



ZZ



ηκ (u∆ )d∆ ϕ∆ dxdt + QT



ηκ (u0 (x))ϕ∆ (x, 0)dx +



G∆ (x, t)D∆ ϕ∆ (x, t)dxdt = 0.



(2.40)



QT



R



Under the CFL constraint (2.31) we know that ku∆ kL∞ (QT ) and |u∆ |BV(QT ) are uniformly bounded. Therefore we can apply theorem A.1 and we obtain that there exists u ∈ BV(QT ) such that u∆ (x, t) → u(x, t) a.e. in QT . As the numerical flux F (·, ·) is Lipschitz and consistent we also have that G∆ (x, t) → F (u>κ, u>κ)(x, t) − F (u⊥κ, u⊥κ)(x, t) = f (u>κ)(x, t) − f (u⊥κ)(x, t). a.e. in QT . As one can easilly verify that f (s>κ) − f (s⊥κ) = sign(s − k)[f (s) − f (κ)] = gκ (s), then one obtains that G∆ (x, t) → gκ (u)(x, t). The uniform L∞ (QT ) bound of u∆ and u∆ (· + ∆x, ·) also provide a uniform L∞ (QT ) bound for G∆ and ηk (u∆ ). A direct application of the dominated convergence theorem yields that kηk (u∆ )d∆ ϕ∆−ηk (u)∂t ϕkL1 (QT ) → 0, kϕ0∆ ( · )−ϕ( · , 0)kL1 (R) → 0, kG∆ D∆ ϕ∆−gκ (u)∂x ϕkL1 (QT ) → 0. Passing to the limit in (2.40) provides ZZ Z ZZ ηκ (u)∂t ϕ dxdt + ηκ (u0 )(x)ϕ(x, 0)dx + QT



gκ (u)∂x ϕ dxdt, = 0.



QT



R



The above relation also reads ZZ Z ZZ ηκ (u)∂t ϕ dxdt + ηκ (u0 )(x)ϕ(x, 0)dx + R×[0,+∞)



R



gκ (u)∂x ϕ dxdt, = 0.



R×[0,+∞)



As this is true for any ϕ ∈ C0∞ (R × [0, +∞)) and any κ, this proves that u is the unique weak entropy solution of the conservation law. A final consequence is that the convergence is also true for the whole sequence u∆ .



2.7



A Few Hints at Higher Order Methods: MUSCL Methods



In the previous sections, we focused mainly on monotone schemes. These scheme while being stable are not very accurate. We will quickly present a possible mean to improve accuracy of the schemes while preserving stability in some sense thanks to the MUSCL methods (Monotone Upwind Scheme for Conservation Laws) due to Van Leer. Before going any further, we mention that proofs of this section are left for exercise to the reader. The key idea of the MUSCL method relies in modifying first order scheme in order to enhance their accuracy thanks to a data-reconstruction process before evaluating the numerical flux values. Suppose given the discrete values (uni )i∈Z at instant n, we consider a x 7→ un∆ that is piecewise linear. Consider a sequence ()∆ui )i∈Z where ∆i is the slope of un∆ within the cell i, and we set un∆ (x) = uni +



∆ui (x − xi ), ∆x



∀x ∈ Ki .



R Obviously, this reconstruction preserves the L1 norm in the sense that Ki un∆ (x) dx = ∆xuni . This + reconstruction allows to define for each cell Ki a left value u− i and a right value ui by setting n n u± i = u∆ (xi±1/2 ) = ui ± ∆ui /2.



(2.41)
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Then we use the standard update formula un+1 + i



∆t n n (f − fi−1/2 ) = 0, ∆x i+1/2



(2.42)



except that for a given numerical flux choice (uL , uR ) 7→ F (uL , uR ) as proposed in the previous section, we use the modified flux evaluation − n fi+1/2 = F (u+ (2.43) i , ui+1 ). Therefore, completing the definition of our new numerical schemes now simply boils down to choosing the slopes ∆ui , which is a delicate matter. In the sequel we shall suppose that the numerical flux F is monotone. Before going any further let us remark that setting ∆ui = 0 for all i ∈ Z bring us back to the classic scheme defined by F .



2.7.1



A First Attempt: Linear Reconstruction



Let us consider variations of u at each cell interface by defining ∆ui+1/2 = uni+1 − uni . It is natural to try the simple choice ∆ui =



1 (∆ui+1/2 + ∆ui−1/2 ). 2



(2.44)



Unfortunately this choice can break the monotonicity of the scheme. Proposition 2.15 Suppose that F is a monotone numerical flux, the numerical scheme defined by (2.42), (2.43) and (2.44) is not necessarily monotone. Proof. Exercise for the reader. Consider the upwind scheme for the transport problem at constant velocity c > 0. Build an initial condition that will break the discrete maximum principle for any choice of ∆t and ∆x. Actually, we shall see in the next section that it is possible to preserve monotonicity if we accept to give up on linearity.



2.7.2



Slope Limiting: the MINMOD Limiter



We propose here to derive a definition for ∆ui that will allow us to preserve a stability property of the scheme, in the sense that the new scheme defined by (2.42), (2.43) will be monotone (under a CFL condition) if the flux F is monotone. The first ingredient consists in choosing ∆ui in order to ensure that the face values u± i are a convex combination of the cell centered neighbour values ui . At the position xi+1/2 , we a left value u+ i and a right value u− and we wish that i+1 n n n n u+ i ∈ [ui ⊥ui+1 , ui >ui+1 ],



n n n n u− i+1 ∈ [ui ⊥ui+1 , ui >ui+1 ].



(2.45)



We use the values of ∆ui±1/2 in order to guide our strategy. Proposition 2.16 We have • if ∆ui−1/2 ∆ui+1/2 < 0, then the only possible choice to ensure (2.45) is to set ∆ui = 0; • if ∆ui−1/2 ∆ui+1/2 0 ≥ 0, then choosing ∆ui among {∆ui+1/2 , ∆ui−1/2 } with the lowest possible magnitude ensures (2.45). This boils down to set ∆ui = minmod(∆ui+1/2 , ∆ui−1/2 ),



(2.46)



2.7. A FEW HINTS AT HIGHER ORDER METHODS: MUSCL METHODS where



( sign(a) min(a, b), minmod(a, b) = 0,



if ab ≥ 0, if ab < 0.
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(2.47)



Proof. The proof is left as exercise. Lemma 2.2 We have that 0≤



minmod(a, b) ≤ 1. a



(2.48)



Proof. The proof is left as exercise. Now that have succeeded in producing interpolated interface values u± i that are convex combination of their neighbouring cell centered values uni it is legitimate to try deriving a scheme whose update formula will provide a convex combination of neighbouring values uni , i.e. a monotone scheme. Proposition 2.17 Let F be a monotone flux that is Lipschitz with a Lipschitz constant L. Then the MUSCL scheme defined by (2.42), (2.43) and the slope choice (2.46) provides an update formulat for un+1 that is a i convex combination of its neighbour previous value under the CFL condition 2L∆t/∆x ≤ 1. Proof. Proof is left as an exercise for the reader.
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Chapter 3



One-Dimensional Linear Transport Hyperbolic Systems with Constant Coefficients Let u0 ∈ L∞ (R × [0, +∞); Rm ) with m ∈ N, we consider the Cauchy Problem: seek for a function u : (x, t) ∈ R × [0, +∞) 7→ Rm such that ( ∂t u + A∂x u = 0, ∀x ∈ R, ∀t > 0, (3.1) u(x, 0) = u0 (x), ∀x ∈ R, where A is a m × m matrix with real coefficients. Definition 3.1 (Strict Hyperbolicity for a Linear System with Constant Coefficients) We say that the linear system with constant coefficients (3.1) is strictly hyperbolic if A has m distinct real eigenvalues λ1 < · · · < λp . In the sequel we shall always assume that (3.1) is strictly hyperbolic. We can therefore diagonalize that matrix A. Let us note (rk )k=1,...,m and (lk )k=1,...,m the elements of Rm such that for k = 1, . . . , m and q = 1, . . . , m Ark = λk rk , lTk A = λk lTk , lTq rk = δqk . Let P be the m × m matrix whose colums are composed by the component of the vector rk   ···



P =  r1 then



rm  ,



 A = P ΛP −1 ,



with



λ1



0 ..



 Λ= 0



  .



. λm



Proposition 3.1 The solution of the Cauchy problem (3.1) is given by u(x, t) =



m  X



 lTk u0 (x − λk t) rk .



(3.2)



k=1



Proof. Let us note v = (v1 , . . . , vm ) = P −1 u, we have by multiplying ∂t u + A∂x u = 0 by P −1 on the left we obtain 0 = P −1 ∂t u + P −1 A∂x u = ∂t (P −1 u) + P −1 AP ∂x (P −1 u). Thus we have ∂t v + Λ∂x v = 0. 53



54CHAPTER 3. ONE-DIMENSIONAL LINEAR TRANSPORT HYPERBOLIC SYSTEMS WITH CONSTANT COEFF The above equation reads ∂t vk + λk ∂x vk = 0.,



k = 1, . . . , m.



However the unique solution of this equation is vk (x, t) = vk (x − λk t, 0). Let us note that lTk u(x, t) = vk (x, t), thus vk (x, t) = (lTk u)(x − λk t, 0) = (lTk u0 )(x − λk t). Pm Pm As u(x, t) = k=1 vk (x, t)rk = k=1 (lTk u0 )(x − λk t)rk , this concludes the proof. What we see is that the information that “flows” to a point (x, t) is the combination of m informations flowing to the point following each a characteristic curve of each slope λk , k = 1, . . . , m. We see that the value of u at this point depends on the values of u within a cone as depicted in figure 3 delimited by the characteristic curves of slope λ1 and λm . t



v1 x



t



v2 x



.. . t



vm x



t



u



··· x



Figure 3.1: Familiy of characteristic curves for each wave speed λ1 , . . . , λm and cone of dependence for the linear hyperbolic system with constant coefficients. Proposition 3.2 (Solution of the Riemann Problem) We consider the initial condition ( u0 (x) =



uL



if x < 0,



uR



if x ≥ 0,



55 where uL =



Pm



k=1 (vL )k rk



and uR =



Pm



k=1 (vR )k rk .



The problem (3.1) with such initial condition is called the Riemann problem associated with (3.1). The solution of this problem is a self similar solution (x, t) 7→ u(x, t). This function is composed by (m + 1) constant states separated by m discontinuities propagating at speed λ1 < · · · < λm and it is defined by  w0 = uL , if x/t < λ1 ,      .   ..  x   wp , if λp < x/t < λp+1 , u(x, t) = wRP ; uL , uR = (3.3)  t   ..    .    wm = uR , if x/t > λm , Pp Pm where wp = k=1 (vR )k rk + k=p+1 (vL )k rk . Proof. We note again v = P −1 u = (v1 , . . . , vm ) and if k = 1, . . . , m the system reads ( (vL )k , if x < 0, ∂t vk + λk ∂x vk = 0, x ∈ R, t > 0, vk (x, 0) = (vR )k , if x ≥ 0. The solution of the above transport problem reads for k = 1, . . . , m h i vk (x, t) = (vR )k − (vL )k H(x/t − λk ) + (vL )k . This implies that u(x, t) = wRP



x t



m h  X i ; uL , uR = (vR )k − (vL )k H(x/t − λk )rk + (vL )k rk .



(3.4)



k=1



We recall the eigenvalues are ordered by λ1 < · · · < λm . Suppose that Suppose that x/t < λ1 , then by (3.4) we have m  X x ; uL , uR = (vL )k rk = uL . wRP t k=1



If λp < x/t < λp+1 then wRP



x t



p h p m m  X i X X X ; uL , uR = (vR )k − (vL )k rk + (vL )k rk = (vR )k rk + (vL )k rk . k=1



k=1



k=1



k=p+1



Finally for x/t > λm , we see that wRP



x t



m h m m  X i X X ; uL , uR = (vR )k − (vL )k rk + (vL )k rk = (vR )k rk = uR . k=1



k=1



k=1



Remark 3.1 Let us note that in the solution (3.3) of the Riemann problem, the jump of the solution x/t 7→ wRP (x/t; uL , uR ) across each discontinuity verifies A(wm − wm−1 ) = λm [(vR )m − (vL )m−1 ] = λm [wm − wm−1 ],



m=1



For the sake of underlining the importance of the hyperbolicity property, we shall now give a brief example of what happens when the matrix involved in the system definition cannot be diagonalized. In this case the system may develops solutions that are not function but that belong to the class of Radon measures.



56CHAPTER 3. ONE-DIMENSIONAL LINEAR TRANSPORT HYPERBOLIC SYSTEMS WITH CONSTANT COEFF Proposition 3.3 Example of Non-Hyperbolic (Linear) System Let u = (τ, v) ∈ R2 , consider the riemann problem   ∂t u + M ∂x u = 0 ( (3.5) (τL , vL ), if x < 0, 0 0  (τ, v)(x, 0) = (τ , v )(x) = (τR , vR ), if x ≥ 0, where M is the matrix







c M= 0



 −1 . c



The riemann problem (3.5) admits a solution in the class of measures of the form τ =(τR − τL )H(x − ct) + τL + (vR − vL )tδΓ , v =(vR − vL )H(x − ct) + vL , where Γ = {(x, t) = (cs, s), s ∈ [0, +∞)}. Proof. The variabla v verifies an evolution equation that is decoupled from the rest of the system. Indeed, we have vt + cvx = 0. The unique solution of this linear transport equation is v(x, t) = v(x − ct, 0). This gives here with the Riemann Problem initial condition v(x, t) = v 0 (x − ct) = (vR − vL )H(x − ct) + vL . The first equation of system (3.5) using weak differentiation now becomes 0 = τt + cτx − vx = τt + cτx − (vR − vL )δΓ . This means that τ is the solution of a linear transport equation with a measure source term that reads τt + cτx = (vR − vL )δΓ .



(3.6)



Let us check that τ (x, t) = τ 0 (x − ct) + t(vR − vL )tδΓ is a solution of (3.6) in the sense of distributions. Let ϕ ∈ C0∞ (R × (0, +∞)), then < τt + cτx , ϕ > = − < τ, ϕt + cϕx > ZZ =− τ 0 (x − ct)(ϕt + cϕx )(x, t)dxdt − (vR − vL ) < tδΓ , ϕt + cϕx > ZZ =− τ 0 (y)(ϕt + cϕx )(y + ct, t)dxdt − (vR − vL ) < δΓ , t(ϕt + cϕx ) > ZZ d =− τ 0 (y) [ϕ(y + ct, t)]dxdt − (vR − vL ) < δΓ , t(ϕt + cϕx ) > . dt R∞ d As ϕ has a compact support in R × (0, +∞) then 0 dt [ϕ(y + ct, t)]dt = 0 and thus Z < τt + cτx , ϕ > = −(vR − vL ) < δΓ , t(ϕt + cϕx ) >= −(vR − vL ) m(ϕt + cϕx )(cm, m)dm m∈R Z Z d = −(vR − vL ) m [ϕ(cm, m)]dm = (vR − vL ) ϕ(cm, m)dm dm m∈R m∈R And thus finally we have < τt + cτx , ϕ >= (vR − vL ) < δΓ , ϕ > .



Appendix A



Useful Analysis Elements We gather hereater a few known results that will be useful in the lecture.



A.1



Misc Results



Proposition A.1 (Green-Ostrogradski Formula) Let Ω ⊂ Rm , consider A ∈ C 1 (Ω; Rm ) and u ∈ C 1 (Ω; R) then Z Z Z T div(A)u dx = A nu dγ − AT ∇u dx, Ω



∂Ω



(A.1)



Ω



where n is the outward unit normal to Ω. Lemma A.1 Let h ∈ L1loc (R × (0, +∞)). Then ZZ hϕ dxdy = 0, ∀ϕ ∈ C0∞ (R×(0, +∞))



=⇒



h(x, t) = 0,



for a.a. (x, t) ∈ R × (0, +∞)



R×[0,+∞)



. Proof. The proof is left to the reader. Lemma A.2 Let ψ ∈ C0∞ (R × [0, +∞)), then there exists ϕ ∈ C0∞ (R × [0, +∞)) such that ψ = ∂t ϕ + c∂x ϕ. Proof. We proceed by constructing a function ϕ solution of the problem. Let ψ ∈ C0∞ (R × [0, +∞)), and suppose we know a function ϕ ∈ C0∞ (R × [0, +∞)) such that ψ = ∂t ϕ + c∂x ϕ. Then for all (x, t) ∈ R × [0, +∞) and any s > 0 we have that ψ(x + cs, t + s) = (∂t ϕ + c∂x ϕ)(x + cs, t + s). Let us note s 7→ h(s) = ϕ(x + cs, t + s), then h is smooth and we remark that dh ds (s) = (∂t ϕ + c∂x ϕ)(x + cs, t + s) = ψ(x + cs, t + s). Moreover, for any function (x, t) 7→ K(x, t), we also have that d [h(s) + K(x, t)] = (∂t ϕ + c∂x ϕ)(x + cs, t + s) = ψ(x + cs, t + s). ds Now we consider any given a > 0 and we integrate over [0, a] Z a Z a d ψ(x + cs, t + s)ds = [h(s) + K(x, t)]ds 0 0 ds = h(a) − h(0) + aK(x, t) = ϕ(x + ca, t + a) − ϕ(x, t) + aK(x, t). As K is arbitrary, we can choose K(x, t) = −ϕ(x + ca, t + a)/a and thus we obtain that Z a ϕ(x, t) = − ψ(x + cs, t + s)ds. 0
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APPENDIX A. USEFUL ANALYSIS ELEMENTS



Does the function ϕ match the statement of the Lemma? a) The function ϕ is smooth. Indeed, as ψ ∈ C ∞ (R × [0, +∞)) then ϕ ∈ C ∞ (R × [0, +∞)). b) The function ϕ has a compact support. Indeed, consider M > 0 such that supp(ψ) ⊂ [−M, M ] × [0, M ]. If 0 < s < a then x < x + cs < x + ca and t < t + s < t + a. Therefore for all 0 < s < a ( M 0 such that the function ϕ verifies ϕt + cϕx = ψ. Indeed we have Z a Z a d (ψt +cψx )(x+cs, t+s)ds = − (ϕt +cϕx )(x, t) = − [ψt (x+cs, t+s)]ds = ψ(x, t)−ψ(x+ca, t+a). 0 ds 0 If we choose a > M , then ∀(x, t) ∈ R × [0, +∞) we have (ϕt + cϕx )(x, t) = ψ(x, t).



A.2



Space of Functions with Bounded Variation



Definition A.1 (Total Variation) Let Ω ⊂ Rm and u ∈ L1loc (Ω), the total variation TV (u) of u is defined by Z  1 m TV (u) = sup u div (ϕ) dx | ϕ ∈ C0 (Ω; R ), kϕkL∞ (Ω;Rm ) = 1



(A.2)



Ω



Definition A.2 (BV functions) We say that u ∈ L1loc (Ω) has a bounded variation if TV (u) < +∞. We define  BV (Ω) = u ∈ L1loc (Ω) | TV(u) < +∞ .



(A.3)



The total variation defines a semi-norm for BV(Ω) that is noted |u|BV(Ω) = TV(u). Let us give two useful results in two particular cases. Proposition A.2 (Total Variation of Piecewise Constant Functions Defined over R) If Ω ⊂ R and (xi+1/2 )i+1/2 ⊂ Ω is a sequence of points that provides a discretization of Ω in the sense that Ω = ∪i∈Z [xi−1/2 , xi+1/2 ]. Suppose that h : R → R is a piecewise constant function, h(x) = hi if x ∈ (xi−1/2 , xi+1/2 ) where (hi )i∈Z ⊂ R. Then TV(h) =



X



|hi+1 − hi |.



(A.4)



i∈Z



Proof. Proof is left to the reader. Proposition A.3 (Total Variation of Piecewise Constant Functions Defined over R × [0, T )) Let T > 0 and QT = R × [0, T ). We suppose given two sequences xi+1/2 = xi−1/2 + ∆x and tn+1 = tn + ∆t are sequences of points that provide a discretization of QT in the sense that QT = ∪i∈Z,n∈N [xi−1/2 , xi+1/2 ] × [tn , tn+1 ]. Suppose that u : QT → R is a piecewise constant function,



59



A.3. FOURIER TRANSFORM u(x, t) = uni if x ∈ (xi−1/2 , xi+1/2 ) × (tn , tn+1 ) where (uni )i∈Z,n∈N ⊂ R. Then  XX n TV(u) = ∆t|uni+1 − uni | + ∆x|un+1 − u | . i i



(A.5)



i∈Z n∈N



Proof. Proof is left to the reader. Theorem A.1 (Corollary of Helly’s selection theorem) Consider (un )n∈N ⊂ BV(Ω), suppose that there exists C1 > 0 and C2 > 0 such that kun kL∞ (Ω) ≤ C1 ,



|un |BV(Ω) ≤ C2 ,



∀n ∈ N.



Then there exists u ∈ BV(Ω) and a subsequence (unk )k∈N such that • unk (x) → u(x) for a.a. x ∈ Ω, • unk → u in L1loc (Ω), • kukL∞ (Ω) ≤ C1 and |u|BV(Ω) ≤ C2 .



A.3



Fourier Transform



Let us recall a few definitions and properties of the Fourier Transform in L2 (R). Hereafter i ∈ C will denote the complex number such that i2 = −1. Definition A.3 (Fourier Transform in L2 ) Let f ∈ L2 (R), the function fb defined by 1 fb(ξ) = √ 2π



Z



f (x)e−ixξ dx,



∀ξ ∈ R,



R



is called the Fourier Transform or f . Proposition A.4 • f ∈ L2 (R) if and only if fb ∈ L2 (R), R • f (x) = √12π R fb(ξ)eixξ dξ, ∀x ∈ R, (inverse Fourier Transform formula) • kf kL2 (R) = kfbkL2 (R) (Parseval formula) , • fba (ξ) = eiξa fb(ξ), where fa : x ∈ R 7→ f (x + a), ∀a ∈ R (Fourier Transform translation formula) .
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