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Abstract – The actual generation of video search engines offers low-level abstractions of the data while users seek for high-level semantics. The main challenge in video retrieval remains bridging the semantic gap. Thus, the effectiveness of video retrieval is based on the result of the interaction between query selection and a goal-oriented human user. The system exploits the human capability for rapidly scanning imagery augmenting it with an active learning loop, which tries to always present the most relevant material based on the current information. We describe in this paper, a machine learning system for interactive video retrieval. The core of this system is a kernel-based SVM classifier. The video retrieval uses the core as an active learning classifier. We perform an experiment against the 2005 NIST TRECVID benchmark in the high-level task.



1. I NTRODUCTION The main challenge in video retrieval remains bridging the semantic gap. That is, low level features are easily measured and computed, but the starting point of the retrieval process is typically the high level query from a human. Translating or converting the question posed by a human to the low level features illustrates the problem in bridging the semantic gap. The introduction of multimedia analysis, coupled with machine learning, has paved the way for generic indexing approaches [1], [2]. Recently, a machine learning technique called active learning has been used to improve query performance in image retrieval systems [3], [4]. The major difference between conventional relevance feedback and active learning is that the former only selects top-ranked examples for user labeling, while the latter adopts more intelligent sampling strategies to choose informative examples from which the classifier can learn the most. This motivated us to develop and adapt an incremental learning framework with interaction/supervision from a human. This paper deals with video browsing based on shot detection, key-frame extraction, indexing and content-based retrieval. From one or several frames brought by a user, the aim is to retrieve the shots illustrating the same concept. First, we have to split the video into shots, segments of a video delimited by specific transition effects, which are generally related to a more simple concept. In this paper, we present our machine learning system for video retrieval, composed of the shot extraction module, the key frame extraction module and the video retrieval module. Each shot can then be summarized by one or several key-frames. The video browsing and retrieval can also be seen as a classification problem. Indeed, our retrieval module is



based on kernel-based SVM (Support Vector Machine), now considered in active learning framework, and uses the key-frames extracted.



2. S HOT BOUNDARY DETECTION The first step for video-content analysis, content based video browsing and retrieval is the partitioning of a video sequence into shots. A shot is defined as an image sequence that presents continuous action which is captured from a single operation of single camera. Shots are joined together in the editing stage of video production to form the complete sequence. Shots can be effectively considered as the smallest indexing unit where no changes in scene content can be perceived and higher level concepts are often constructed by combining and analyzing the inter and intra shot relationships. There are two different types of transitions that can occur between shots: abrupt (discontinuous) shot transitions, also referred as cuts; or gradual (continuous) shot transitions, which include video editing special effects (fade-in, fade-out, dissolving, wiping, etc.). A video index is much smaller and thus easier to construct and use if it references video shots instead of every video frame. We present our detector for abrupt transitions and gradual transitions detection in [5].



3. K EY FRAME EXTRACTION Key frames provide a suitable abstraction and framework for video indexing, browsing and retrieval [6]. One of the most common ways of representing video segments is by representing each video segment such as shot by a sequence of key frame(s) hoping that a “meaningful” frame can capture the main contents of the shot. This method is particularly helpful for browsing video contents because users are provided with visual information about each video segment indexed. During query or search, an image can be compared with the key frames using similarity distance measurement. Thus, the selection of key frames is very important and there are many ways to automate the process. There exist different approaches for key frame extraction [6]: shot boundary based, visual content based, shot activity based and clustering based. Clustering is a powerful technique used in various disciplines, such as pattern recognition, speech analysis, and information retrieval. Yang and Lin [7] introduce a clustering approach based on a statistical model. This method is based on the similarity of the current frame with



their neighbors. A frame is important, if it contains more temporally consecutive frames that are spatially similar to this frame. The principal advantage of this method is that the clustering threshold is set by a statistical model. This technique is based on the method of [8] with the difference that the parameters are set by a statistical classifier. We based our unsupervised key frame detector on the method proposed by [7].



4. ACTIVE L EARNING The idea is to improve the classifier by asking users to label informative shots and adding the labeled shots into the training set of the classifier. Active learning adopts intelligent sampling strategies to choose informative examples from which the classifier can learn the most. A general assumption on the informativeness of examples is that an example is more useful if the classifier’s prediction on it is more uncertain. Based on this assumption, active learning methods typically sample examples close to the classification hyperplane. Another general belief is that a relevant example is more useful than an irrelevant one especially when the number of relevant examples is small compared with that of the irrelevant ones. In active learning, the system has access to a pool of unlabeled data and can request the user’s label for a certain number of instances in the pool. However, the cost of this improvement is that users must label documents when the relevance is unclear or uncertain for the system. These “uncertain documents” are also proven to be very informative for the system to improve the learned query concept model quickly [9]. The typical active learning settings consists of the following components [10]: an unlabeled pool U , an active learner l composed of three components, (f, q, X). The first component is a classifier, f : X → [−1, 1], trained on the current set of labeled data X (typically few). The second component q(X) is the querying function that, given a current labeled set X, decides which example in U to query next. The active learner can return a classifier f after each query or after some fixed number of queries. Recently, active learning has been used on video analysis [11], [12]. This research proposes an approach to active learning for content-based video retrieval. The goal of active learning when applied to content-based video retrieval is to significantly reduce the number of key frames annotated by the user. We use active learning to aid in the semantic labeling of video databases. The learning approach proposes sample video segments to the user for annotation and updates the database with the new annotations. It then uses its accumulative knowledge to propagate the labels to the rest of the database, after which it proposes new samples for the user to annotate. We use the RETIN system, a content-based search engine image retrieval [4], for content-based video retrieval. This system belongs to binary classification approach, which is based on SVM classifier and on an active learning strategy [13].



4.1 RETIN system This system is based on SV Mactive method [3] which query examples closest to the decision boundary. Since training set stays very small (even after interaction) in context-based image retrieval comparing to the whole database size, getting a reliable estimation of the boundary is a major problem. In this particular context, statistical techniques are not always the best ones. [4] propose a heuristic-based correction to the estimation of f close to the boundary. Let (xi )i∈{1,...,n} , xi ∈ R be the feature vectors representing images from the database, and x(i) the permuted vector after a sort according to the function f . At the feedback step j, SV Mactive proposes to label m images from rank sj to sj+m−1 : x(1),j | {z }



, x(2),j , . . . , x(sj ),j , . . . , x(sj+m−1 ),j , . . . , x(n),j | {z } | {z }



most relevant



images to label



less relevant



While the strategy of SV Mactive consists in selecting sj from the images that are closer to the SVM boundary, [4] propose to use the ranking operation. The drawback of the former is that the boundary changes a lot during the first iterations, while the ranking operation persists almost stable, this characteristic is exploit by the latter. In fact, they suppose that the best s allows to present as many relevant images as irrelevant ones. In their method, the selected images are restricted to be well balanced between relevant and irrelevant images, then sj is considered good. Therefore, they exploit this property to adapt s during the feedback step. In order to maintain the training set balanced, they adopt the following upgrade rule for sj+1 : sj+1 = sj +h(rrel (j), rirr (j)), where rrel and rirr are the number of relevant and irrelevant labels, respectively. h(., .) is a function which characterizes the system dynamics where h(x, y) = k(x − y). Through this rule, they ensure to maintain the training set s balanced, increasing the set when rrel > rirr and decreasing in the other case. With the objective to optimize the training set, they increase the sparseness of the training data. In fact, nothing prevents to select an image that it is closer to another (already labeled or selected). To overcome this problem, m cluster of images from x(sj ),j to x(sj +M −1),j (where M = 10m for instance) can be computed using an enhanced version of Linde-Buzo-Gray (LBG) algorithm [14]. Next, the system selects for labeling the most relevant image in each cluster. Thus, images close to each other in the feature space will not be selected together.



5. O UR



CONTENT- BASED VIDEO RETRIEVAL



SYSTEM



Our content-based video retrieval system consists of 3 basic steps: video segmentation, key frame extraction and video indexing. Figure 1 illustrates our framework. First, the video is segmented into shot detecting the abrupt transitions and gradual transitions. From each shot, a key frame extraction is executed. One or more key frames



could represent the content of the shot, it depends in the complexity of the shot content. Then, we extract color and texture features from the key-frames. We perform the feature extraction implemented in RETIN system. We used color L∗ a∗ b and Gabor texture features [15] for still images and the Fourier-Mellin and Zernike moments extracted for shot detection. For the active classification process, a SVM binary classifier with specific kernel function is used. The interactive process starts with a coarse query (one or a few frames), and allows the user to refine his request as much as necessary. The most popular way to interact with the system is to let the user annotate examples as relevant or irrelevant to his search. The positive and negative labels are then used as examples or counterexamples of the searched category. The user decides whether to stop or continue with the learning process. If the user decides to continue new examples are added to the training set and the classification process is iterated. Finally, if the user decides to stop, the final top similarity ranking is presented to the user.



parameters set used for our content-based video retrieval system. 6.1 Data set We use the TRECVID-2005 data set for high level feature task. Given a standard set of shot boundaries for the feature extraction test collection and a list of features definitions, participants are asked to return for each chosen feature, the top ranked video shots (ranked according to the system’s confidence). The presence of each feature is assumed to be binary, i.e., it is either present or absent in the given standard video shot. The feature test collection contains 140 files/videos and 45,765 reference shots. The features to be detected are defined (briefly) as follows and are numbered 38-47: (38) People walking/running, (39) Explosion or fire, (40) Map, (41) US Flag, (42) Building exterior, (43) Waterscape/ waterfront, (44) Mountain, (45) Prisoner, (46) Sports, (47) Car. The features were annotated using a tool developed by Carnegie Mellon University. 6.2 Features and parameters Color, texture and shape information are used to perform the high level task. We used color L∗ a∗ b, Gabor texture (features provided by RETIN system) and the FourierMellin and Zernike moments extracted for shot detection. Features provided by RETIN system are statistical distributions of color and textures resulting from a dynamic quantization of the feature spaces. That is, the color and texture space clusterings are used to compute the image histograms. The clustering process is performed using an enhanced version of LBG algorithm. We have adopted the dynamic quantization with 32 classes, i.e., 32 for color and 32 for texture. In the case of shape descriptors, as we use the features extracted for shot boundary detection, the number of bins for Zernike moments are 11 bins and for Fourier Mellin are 24 bins. When distributions are used as feature vectors, a Gaussian kernel gives excellent results in comparison to distance-based techniques [16]. Thus, we use this kernel associated to SVM to compare key frames and compute classification. The number m of key frames labeled at each interactive feedback is set to m = 10. The number of feedbacks is set to 25. 6.3 Evaluation



Figure 1: Our content-based video retrieval system



6. E XPERIMENTS A potentially important asset to help video retrieval and browsing is the ability to automatically identify the occurrence of various semantics features such as “Indoor/Outdoor”, “People”, etc., which occur in video information. In this section, we present the features and



The active strategy is implemented through an “active” window, which proposes the most useful key-frames for annotations (Fig. 2). The interface is composed on one hand of the key-frames ranked by relevance result and on the other hand of a few key-frames, which are at the very brink of the category. The lower window displays the key frames to be labeled during the learning process. The upper one (the bigger one) is the final window, where the key frames are displayed according to their relevance. These key-frames are the most likely to make the category boundary rapidly evolve towards the solution.



many different and very complex types of video features in an efficient way, avoiding any tuning or pre-processing, and providing results robust and stable to training data set. Our system shows very good performance for high-level feature retrieving. Our next step will be to reinforce the transition detection with new relevant features, to combine global and local features in order to participate and evaluate our video retrieval system, in the high-level feature task of next TRECVID edition. Acknowledgement



Figure 2: System Interface, initialization and annotation, some key-frames annotated positively (cross marker) and negatively (square marker) We retrieve the shots from all TRECVID-2005 data containing the 10 concepts chosen during high level feature task TRECVID-2005 evaluation. Results are compared through the Mean Average Precision. We compare the MAP for our system with the average MAP of all the participants of TRECVID-2005 high level feature task in Table 1. Categories 38. People-Marching 39. Explosion-Fire 40. Maps 41. Flag-US 42. Building 43. Waterscape-Waterfront 44. Mountain 45. Prisoner 46. Sports 47. Car



our MAP 0.836 0.159 0.167 0.168 0.177 0.242 0.151 0.832 0.163 0.163



mean MAP 05 0.106 0.031 0.171 0.061 0.225 0.165 0.128 0.001 0.206 0.158



Table 1: Comparison of the MAP for our system with average MAP of TRECVID-2005 participants for 10 official concepts chosen during 2005 evaluation. These results are very encouraging in the context of high-level feature task and search task for our system. We have quite comparable results with the average MAPs of TRECVID-2005 participants for 5 of the 10 features tested, better, or even far better, results for the 5 left.



7. C ONCLUSION In this paper we addressed the problem of retrieving high-level concepts such as “Car” or “Prisoner” from a segmented video, using only visual information. Thus, the first step consists in segment the video into shots which are generally related to a more simple concept. Then shot can be summarized by one or more key frames. The retrieval process begins with the key frame features, they are used to retrieve the parts of the video which are related to a specific concept. We build a system around a machine learning core: a kernel-based SVM classifier. This core is used, in an active learning framework, for the video retrieval module. Our method allows to merge



We thank NIST and TRECVID Organisation for allowing us to present here our algorithm evaluation. The authors are grateful to MUSCLE Network of Excellence, CNPq and CAPES for the financial support of this work.
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