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Abstract We prove an elementary recursive bound on the degrees for Hilbert 17-th problem, which is the expression of a nonnegative polynomial as a sum of squares of rational functions. More precisely, we obtain the following tower of five exponentials 22



k d4



2



where d is the degree and k is the number of variables of the input polynomial. Our method is based on the proof of an elementary recursive bound on the degrees for Stengle’s Positivstellensatz, which is an algebraic certificate of the emptyness of the realization of a system of sign conditions. We also obtain a tower of five exponentials, namely ! 4k k k 2max{2,d} +s2 max{2,d}16 bit(d)



22 where d is a bound on the degrees, s is the number of polynomials and k is the number of variables of the input polynomials.



Contents 1 Introduction 1.1 Hilbert 17-th problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ∗



3 3



Laboratoire of Math´ematiques (UMR CNRS 6623) UFR des Sciences et Techniques, Universit´e of FrancheComt´e 25030 Besan¸con cedex FRANCE. E-mail: [email protected] † Departamento de Matem´ atica, FCEN, Universidad de Buenos Aires and IMAS CONICET-UBA, ARGENTINA. Partially supported by the grants UBACYT 20020120100133 and PIP 099/11 CONICET. E-mail: [email protected] ‡ IRMAR (UMR CNRS 6625), Universit´e de Rennes 1, Campus de Beaulieu 35042 Rennes cedex FRANCE. E-mail: [email protected] MSC Classification: 12D15, 14P99, 13J30 Keywords: Hilbert 17-th problem, Positivstellensatz, Real Nullstellensatz, degree bounds, elementary recursive functions.



1



CONTENTS 1.2 1.3 1.4 1.5



2



Positivstellensatz . . . . . . . . . . . . . . . . . . . . . . . . . . . Historical background on constructive proofs and degree bounds Our results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Organization of the paper . . . . . . . . . . . . . . . . . . . . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



3 6 7 10



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



11 11 11 17 18 21 24 28 30



3 Intermediate Value Theorem 3.1 Intermediate Value Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.2 Real root of a polynomial of odd degree . . . . . . . . . . . . . . . . . . . . . . .



32 32 35



4 Fundamental Theorem of Algebra 4.1 Fundamental Theorem of Algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.2 Decomposition of a polynomial in irreducible real factors . . . . . . . . . . . . . . 4.3 Decomposition of a polynomial in irreducible real factors with multiplicities . . .



37 37 42 48



5 Hermite’s Theory 5.1 Hermite’s quadratic form and real root counting . . 5.2 Hermite’s quadratic form and Subresultants . . . . . 5.3 Sylvester Inertia Law . . . . . . . . . . . . . . . . . . 5.4 Hermite’s quadratic form and Sylvester Inertia Law



. . . .



54 54 60 74 79



. . . .



83 84 88 100 107



2 Weak inference and weak existence 2.1 Weak inference . . . . . . . . . . . 2.1.1 Basic rules . . . . . . . . . 2.1.2 Sums of squares . . . . . . 2.1.3 Case by case reasoning . . . 2.2 Weak existence . . . . . . . . . . . 2.3 Complex numbers . . . . . . . . . 2.4 Identical polynomials . . . . . . . . 2.5 Matrices . . . . . . . . . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . .



. . . . . . . .



. . . .



. . . . . . . .



. . . .



6 Elimination of one variable 6.1 Thom encoding of real algebraic numbers . . . . . . . . . 6.2 Conditions on the parameters fixing the Thom encoding . 6.3 Conditions on the parameters fixing the real root order on 6.4 Realizable sign conditions on a family of polynomials . . .



. . . . . . . .



. . . .



. . a .



. . . . . . . .



. . . .



. . . . . . . .



. . . .



. . . . . . . .



. . . .



. . . .



. . . . . . . . family . . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



. . . .



7 Proof of the main theorems



116



8 Annex



121



References



124



1



INTRODUCTION



1



3



Introduction



Throughout this paper, we denote by N the set of nonnegative integers, by N∗ the set of positive integers, by R the field of real numbers, by K an ordered field and by R a real closed extension of K.



1.1



Hilbert 17-th problem



Hilbert 17-th problem asks whether a real multivariate polynomial taking only nonnegative values is a sum of squares of rational functions ([27], [28], [29]). E. Artin gave a positive answer proving the following statement [1]. Theorem 1.1.1 (Hilbert 17-th problem) Let P ∈ R[x1 , . . . , xk ]. If P takes only nonnegative values in Rk , then P is a sum of squares in R(x1 , . . . , xk ).



1.2



Positivstellensatz



In order to give the statement of the Positivstellensatz, we will deal with finite conjunctions of equalities, strict inequalities and nonstrict inequalities on polynomials in K[x], where x = (x1 , . . . , xk ) is a set of variables. Definition 1.2.1 A system of sign conditions F in K[x] is a list of three finite (possibly empty) sets [F6= , F≥ , F= ] in K[x], representing the conjunction    P (x) 6= 0 for P ∈ F6= , P (x) ≥ 0 for P ∈ F≥ ,   P (x) = 0 for P ∈ F= . Since the condition P (x) ≤ 0 is equivalent to −P (x) ≥ 0, the condition P (x) > 0 is equivalent to P (x) 6= 0 ∧ P (x) ≥ 0 and the condition P (x) < 0 is equivalent to P (x) 6= 0 ∧ −P (x) ≥ 0, any finite conjunction of equalities, strict inequalities and nonstrict inequalities can be represented by a system of sign conditions as in Definition 1.2.1. Throughout this paper, we freely speak of a system of sign conditions to indicate such a general conjunction, but this is a slight abuse of language to mean the associated system of sign conditions, presented as in Definition 1.2.1. Definition 1.2.2 For an ordered extension L of K, the realization of a system of sign conditions F in L is the set ^ ^ ^ Real(F, L) = {ξ ∈ Lk | P (ξ) 6= 0, P (ξ) ≥ 0, P (ξ) = 0}. P ∈F6=



P ∈F≥



P ∈F=



If Real(F, L) is the empty set, we say that F is unrealizable in L. Stengle’s Positivstellensatz, to which we will refer from now on simply as the Positivstellensatz, states that if a system F is unrealizable in R, there is an algebraic identity which certifies this fact. To describe such an identity, we introduce the following notation and definitions.
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Notation 1.2.3 Let P be a finite set in K[x]. We denote by • P 2 the set of squares of elements of P, • M (P) the multiplicative monoid generated by P, • N (P)K[x] the nonnegative cone generated by P in K[x], which is the set of elements of P type 1≤i≤m ωi Vi2 · Ni with ωi ∈ K, ωi > 0, Vi ∈ K[x] and Ni ∈ M (P) for 1 ≤ i ≤ m, • Z (P)K[x] the ideal generated by P in K[x]. When the ring K[x] is clear from the context, we simply write N (P) for N (P)K[x] and Z (P) for Z (P)K[x] . Definition 1.2.4 A system of sign conditions F in K[x] is incompatible if there is an algebraic identity S+N +Z =0 (1) 2 ), N ∈ N (F ) with S ∈ M (F6= ≥ K[x] and Z ∈ Z (F= )K[x] . The identity (1) is called an incompatibility of F. We use the notation ↓ F ↓K[x]



to mean that an incompatibility of F is provided. We denote simply ↓F ↓ when the ring K[x] is clear from the context. The polynomials S, N and Z are called the monoid, cone and ideal part of the incompatibility. An incompatibility of F as (1) is a certificate that F is unrealizable in any ordered extension L of K. Indeed, suppose that there exsists ξ ∈ Real(F, L). Then S(ξ) > 0, N (ξ) ≥ 0, and Z(ξ) = 0, which is impossible since S + N + Z = 0. Example 1.2.5 The identity P2 − P2 = 0



(2)



is an incompatibility of F = [{P }, ∅, {P }], since P 2 ∈ M ({P }2 ), 0 ∈ N (∅) and −P 2 ∈ Z ({P }). For simplicity we write ↓ P 6= 0, P = 0 ↓ to mean ↓ F ↓. The identity (2) also shows that ↓ P > 0, P ≤ 0 ↓ since P 2 ∈ M ({P }2 ), −P 2 ∈ N ({P, −P }) and 0 ∈ Z (∅). Similarly, the identity (2) also shows that ↓ P > 0, P = 0 ↓ ,



↓ P < 0, P = 0 ↓ ,



↓ P < 0, P ≥ 0 ↓



and



↓ P > 0, P < 0 ↓ .
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0 , F 0 , F 0 ] be systems of sign conditions Notation 1.2.6 Let F = [F6= , F≥ , F= ] and F 0 = [F6= = ≥ 0 0 0 , F ∪ F 0 ]. in K[x]. We denote by F, F the system [F6= ∪ F6= , F≥ ∪ F≥ = =



  Note that ↓ F ↓ implies y F, F 0 y. A major concern in this paper is the degree of the incompatibilities in the Positivstellensatz. To deal with them, we introduce below the following definitions. Definition 1.2.7 Let P be a finite set in K[x]. P • For N = 1≤i≤m ωi Vi2 · Ni ∈ N (P), with ωi ∈ K, ωi > 0, Vi ∈ K[x] and Ni ∈ M (P) for 1 ≤ i ≤ m, we say that ωi Vi2 · Ni are the components of N in N (P). P • For Z = 1≤i≤m Wi · Pi ∈ Z (P) with Wi ∈ K[x] and Pi ∈ P for 1 ≤ i ≤ m, we say that Wi · Pi are the components of Z in Z (P). Note that N ∈ N (P) and Z ∈ Z (P) can be written as a sum of components in many different ways. So, when we talk of the components of N or Z, the ones we refer to should be clear from the context. Definition 1.2.8 Let F by a system of sign conditions in K[x]. The degree of the incompatibility S+N +Z =0 (3) P P 2 2 ), N = with S ∈ M (F6= 1≤i≤m Wi · Pi ∈ Z (F= ) is the 1≤i≤m ωi Vi · Ni ∈ N (P), and Z = maximum of the degrees of S, the components of N and the components of Z. For a subset of variables w ⊂ x, the degree in w of the incompatibility (3) is the maximum of the degrees in w of S, the components of N and the components of Z. Contrary to the common convention, we consider the degree of the zero polynomial as 0. In this way, we have for instance the incompatibility 0 = 0 of degree 0 which proves ↓ 0 6= 0 ↓. The Positivstellensatz is the following theorem. Theorem 1.2.9 (Positivstellensatz) Let F be a system of sign conditions in K[x]. The following are equivalent: 1. F is unrealizable in R, 2. F is unrealizable in every ordered extension of K, 3. F is incompatible. 3. =⇒ 2. and 2. =⇒ 1. are clear, the difficult part is to prove 1. =⇒ 3. This statement comes from [51] (see also [6, 18, 19, 35, 47]). As a consequence, we have an improved version of Hilbert 17-th problem due to Stengle [51]. Theorem 1.2.10 (Improved Hilbert 17-th problem) Let P ∈ K[x]. If P is nonnegative in Rk , then P is a sum of squares of elements in K(x) multiplied by positive elements in K, with denominators vanishing only at points where P vanishes.
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Proof. Since P is nonnegative in Rk , by Theorem 1.2.9 (Positivstellensatz) applied to the system with only one sign condition P < 0, we have an identity P 2e + N1 − N2 · P = 0 with e ∈ N and N1 , N2 ∈ N (∅)K[x] . Therefore P =



N2 · P 2 N2 · P 2 · (P 2e + N1 ) = . P 2e + N1 (P 2e + N1 )2



The result follows by expanding the numerator of the last expression in (4).



(4) 



Another consequence of the Positivstellensatz 1.2.9 is the Real Nullstellensatz. Theorem 1.2.11 (Real Nullstellensatz) Let P, P1 , . . . , Ps ∈ K[x1 , . . . , xk ]. If P vanishes on the zero set of P1 , . . . , Ps in Rk , the sum of an even power of P and an element in N (∅)K[x] belongs to the ideal generated by P1 , . . . , Ps in K[x1 , . . . , xk ]. Proof. Apply Theorem 1.2.9 (Positivstellensatz) to the system of sign conditions P 6= 0, P1 = 0, . . . , Ps = 0. 



1.3



Historical background on constructive proofs and degree bounds



In order to compare different degree bounds, in this section we use the notions of primitive recursive function and elementary recursive function (see [48, Chapter 1]). With respect to Hilbert 17-th problem, Artin’s proof of Theorem 1.1.1 is non constructive and uses Zorn’s lemma. Kreisel and Daykin provided then the first constructive proofs [33, 34, 14, 16] of this result, providing primitive recursive degree bounds. For the Positivstellensatz, also the original proofs were non constructive and used Zorn’s lemma. The first constructive proof was given in [39, 40, 41], and it is based on the translation into algebraic identities of Cohen-H¨ormander’s quantifier elimination algorithm [9, 30, 6]. Following this construction, primitive recursive degree estimates for the incompatibility of the input system were obtained in [43]. In order to state this result precisely, we introduce the following notation. Notation 1.3.1 Let F = [F6= , F≥ , F= ] be a system of sign conditions in K[x]. We denote by |F| a subset of F6= ∪ F≥ ∪ F= such that for every P ∈ F6= ∪ F≥ ∪ F= one and only one element of {P, −P } is in |F|. The first known degree bound for the Positivstellensatz is the following result (see [43, Th´eor`eme 26]), which is, in fact, still the only known degree bound up to now. Theorem 1.3.2 (Positivstellensatz with primitive recursive degree estimates) Let F be a system of sign conditions in K[x1 , . . . , xk ], such that #|F| = s and the degree of every polynomial in F is bounded by d. If Real(F, R) is empty, one can compute an incompatibility ↓ F ↓ with degree bounded by 2



2.



dlog(d)+loglog(s)+c ..



where c is a universal constant and the height of the exponential tower is k + 4.
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A different constructive proof for the Real Nullstellensatz and Hilbert 17-th problem was given in [49], providing also primitive recursive degree bounds for the incompatibility it produces. On the other hand, lower degree bounds for the Positivstellensatz are given in [24], where for k ≥ 2, an example of an incompatible system F in K[x1 , . . . , xk ] with |F| = k and the degree of every polynomial in F bounded by 2, such that every incompatibility of the system has degree at least 2k−2 is provided. Concerning Hilbert 17-th problem, an example of a nonnegative polynomial of degree 4 in k variables, such that in any decomposition as a sum of squares of rational functions, the degree of some denominator is bounded from below by a linear function in k, appears in [5]. The huge gap between the best known lower degree bound for the Positivstellensatz, which is single exponential, and the best upper degree bound known up to now, which is primitive recursive, is in strong contrast with the state of the art for Hilbert Nullstellensatz. For this result, elementary recursive upper degree bounds are already known since [25]. Indeed, it is easy using resultants to obtain a double exponential bound on the degree of a Nullstellensatz identity [53, 4]. More recent and sophisticated results give single exponential degree estimates [7, 8, 32, 31], which are known to be optimal.



1.4



Our results



The aim of this paper is to provide for the first time elementary recursive estimates on the degrees of the polynomials involved in the Positivstellensatz, Real Nullstellensatz and Hibert 17th problem. The existence of such bounds is a long-standing open question. Notation 1.4.1 We denote by bit(d) the number of bits of the natural number d, defined by  1 if d = 0, bit(d) = k if d 6= 0 and 2k−1 ≤ d < 2k . We can state now the main results of this paper. Theorem 1.4.2 (Positivstellensatz with elementary recursive degree estimates) Let F be a system of sign conditions in K[x1 , . . . , xk ], such that #|F| = s and the degree of every polynomial in F is bounded by d. If Real(F, R) is empty, one can compute an incompatibility ↓ F ↓ with degree bounded by 



 4k k k 2max{2,d} +s2 max{2,d}16 bit(d) 



22



.



As a particular case of Theorem 1.4.2 we also get the following result. Theorem 1.4.3 (Real Nullstellensatz with elementary recursive degree estimates) Let P, P1 , . . . , Ps ∈ K[x1 , . . . , xk ] with degree bounded by d. If P vanishes on the zero set of P1 , . . . , Ps in Rk , there is an identity P 2e + N + Z = 0
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with N a sum of squares in K[x1 , . . . , xk ] multiplied by positive elements of K and Z in the ideal generated by P1 , . . . , Ps in K[x1 , . . . , xk ], with degree bounded by  k k 4k 2max{2,d} +(s+1)2 max{2,d}16 bit(d)  



.



22 The final main theorem of this paper is the following result.



Theorem 1.4.4 (Hilbert 17-th problem with elementary recursive degree estimates) Let P ∈ K[x1 , . . . , xk ] be a polynomial of degree d. If P is nonnegative in Rk , then P =



X



ωi



i



Pi2 Q2



with ωi ∈ K, ωi > 0, Pi ∈ K[x], Q ∈ K[x], Q vanishing only at points where P vanishes and deg Pi2 for every i and deg Q2 bounded by 2



22



k d4



.



We sketch now a very brief description of the strategy we follow in our proof of Theorem 1.4.2 and Theorem 1.4.4. If a system of sign conditions F in K[x] is unrealizable in R, we want to construct an incompatibility of F. The idea is to transform a proof of the fact that F is unrealizable into a construction of an incompatibility. This was already the strategy used by [40, 43]; the proof that F is unrealizable was using Cohen-H¨ormander quantifier elimination method [9, 30, 6] and was giving primitive recursive bounds for the final incompatibility. In the current paper, the proof that F is unrealizable has to be based on more powerful tools than Cohen-H¨ ormander quantifier elimination method to obtain elementary recursive degree bounds, but it also has to remain on the algebraic side, so that we are able to turn it into the construction of an incompatibility. The methods to prove the unrealizability in R of a system F are composed by many steps, therefore, we need to know how to turn each of this steps into the construction of a new incompatibility. This is in general a very hard task and requires transforming standard and rather abstract proofs in very concrete proofs, in a way such that the outcome is so transparent that becomes possible to read these new proofs as algebraic certificates or as constructions of algebraic certificates from other ones. More explicitely, in order to construct incompatibilities, we first need to associate to a well-chosen existing proof of the preceeding results, some specific algebraic identities. Then, using the key notions of weak inference and weak existence coming from [43], we have to show how to translate these modified proofs into constructions of incompatibilities. This translation is far from straightforward, relies heavily on the selected proof and the associated algebraic identities, and, as said before, should be done at each step for the corresponding specific result, most of the times in a different way. Indeed, the methods we develop here to consctruct incompatibilities associated to some well known results in mathematics may actually be of independent interest from our main results. Since a single step of a proof that a system F is unrealizable in R which cannot be traduced into the construction of an incompatibility is enough to ruin the whole construction, it is clear
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that the choice of the general method we use to prove that F is unrealizable, taking into account which steps compose this method, is of major importance in our result. The first proofs of quantifier elimination for the reals by Tarski, Seidenberg, Cohen or Hormander [52, 50, 9, 30] were all providing primitive recursive algorithms. The situation changed with the Cylindrical Algebraic Decomposition method [10, 38] and elementary recursive algorithms where obtained [44]. Cylindrical Algebraic Decomposition, being based on repeated projections, is in fact doubly exponential (see for example [4]). Deciding emptyness for the realization of a system of sign conditions does not require the full strength of quantifier elimination and only requires the existential theory of the reals, when all the quantifiers are existential. Single exponential degree bounds, using the critical point method to project in one step a block of variables, have been obtained for the existential theory of the reals [22, 23, 46, 2, 15, 4]. But these results are based on methods which seem too geometric to be translated into algebraic identities, and this is why we choose to use the technique of Cylindrical Algebraic Decomposition. There are many possible variants of the Cylindrical Algebraic Decomposition method, so there are still some choices to make. In order to obtain our main results we need a method such that for each of its steps we are able to produce an incompatibility, and therefore we are led to a suitable new variant of Cylindrical Algebraic Decomposition with this property. Our proof translates into constructions of incompatibilities several main ingredients. Part of them are classical mathematical facts, but many of them come from much more recent results in computer algebra. These main ingredients are: • the Intermediate Value Theorem for polynomials, • Laplace’s proof of the Fundamental Theorem of Algebra, • Hermite’s quadratic form, for real root counting with polynomial constraints, • subresultants whose signs are determining the signature of Hermite’s quadratic form, • Sylvester’s inertia law, • Thom’s lemma characterizing real algebraic numbers by sign conditions, and sign determination, • a suitable new variant of Cylindrical Algebraic Decomposition, reducing one by one the number of variables to consider. Finally, for any unrealizable system of sign conditions we are able to construct an explicit incompatibility and prove that the degree bound of this incompatibility is elementary recursive. More precisely the five level of exponentials in Theorem 1.4.2 and Theorem 1.4.4 comes from the following facts • Cylindrical Algebraic Decomposition is based on repeated subresultants and produces univariate polynomials of doubly exponential degree, • Laplace’s proof of the Fundamental Theorem of Algebra introduces a polynomial of exponential odd degree,
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• the construction of incompatibilities for the Intermediate Value Theorem produces algebraic identities of doubly exponential degrees. The tower of five exponents finally comes from the fact that applying Laplace’s proof of the Fundamental Theorem of Algebra to a univariate polynomial of doubly exponential degree, coming from Cylindrical Algebraic Decomposition, produces an odd degree polynomial of triple exponential degree, and the Intermediate Value Theorem adds two more exponents to the degree of the final incompatibility. And we are lucky enough that the other ingredients of our construction do not increase the height of the tower above five exponentials. Full details will be provided in the paper.



1.5



Organization of the paper



Since the paper is very long, a big effort is made to keep the organization simple. In Section 2 we describe the concepts of weak inference and weak existence and we include many lemmas showing examples of them, with degree estimates, which correspond each to a very simple mathematical fact. These lemmas are used a big number of times in the rest of the paper and can be considered as the small bricks we use to obtain our results. From Section 3 to 6 we develop weak inference versions of different theorems. In Section 3 we give a weak inference version of the Intermediate Value Theorem for polynomials. In Section 4 we give a weak inference version of the classical Laplace’s proof of the Fundamental Theorem of Algebra and finally get a weak inference version of the factorization of a real polynomial into factors of degree one and two. In Section 5, which is independent from Section 3 and Section 4, we obtain incompatibilities expressing the impossibility for a polynomial to have a number of real roots in conflict with the rank and signature of its Hermite’s quadratic form, through an incompatibility version of Sylvester’s Inertia Law. In Section 6 we show how to eliminate a variable in a family of polynomials under weak inference form. As said before, all these results may be of independent interest of our main results. Finally, in Section 7 we prove Theorem 1.4.2 and Theorem 1.4.4. Each of Sections 3 to 6 contains a final theorem which is the only result from the section which is used out of the section, and it is used only in one of the remaining sections, as illustrated in the following diagram. Section 3 → Section 4 & Section 6 → Section 7 % Section 5 A final annex provides the details of the proofs of several technical lemmas comparing the values of numerical functions which we use in our degree estimates.
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Weak inference and weak existence



In this section we describe the concepts of weak inference (Definition 2.1.1) and weak existence (Definition 2.2.1) introduced in [43], improving and making more precise results from [42] (see also [11]). These are mechanisms to construct new incompatibilities from other ones already available. Most of the work we do in the paper is to develope weak inference and weak existence versions of known mathematical and algorithmical results, and perform the corresponding degree estimates; therefore, these notions are central to our work. Several examples of the use of these notions, which play a role in the other sections of the paper, are provided, the most important being the case by case reasoning (see Subsection 2.1.3).



2.1



Weak inference



The idea behind the concept of weak inference is the following: let F, F1 , . . . , Fm , be systems of sign conditions in K[u] = K[u1 , . . . , un ]. Suppose that we know that for every υ = (υ1 , . . . , υn ) ∈ Rn if the system F is satisfied at υ, then at least one of the systems F1 , . . . , Fm is also satisfied at υ. If we are given initial incompatibilities ↓ F1 , H ↓K[v] , . . . , ↓ Fm , H ↓K[v] , v ⊃ u, this means that all the systems [F1 , H], . . . , [Fm , H] are unrealizable. Then we can conclude that the system [F, H] is also unrealizable in R and we would like an incompatibility ↓ F, H ↓K[v] to certify this fact. A weak inference is an explicit way to construct this final incompatibility from the given initial ones. Definition 2.1.1 (Weak Inference) Let F, F1 , . . . , Fm be systems of sign conditions in K[u]. A weak inference _ F ` Fj 1≤j≤m



is a construction that, for any system of sign conditions H in K[v] with v ⊃ u, and any incompatibilities ↓ F1 , H ↓K[v] , . . . , ↓ Fm , H ↓K[v] called the initial incompatibilities, produces an incompatibility ↓ F, H ↓K[v] called the final incompatibility. Whenever we prove a weak inference, we also provide a description of the monoid part and a bound for the degree in the final incompatibility. This information is necessary to obtain the degree bound in our main results. 2.1.1



Basic rules



In the following lemmas we give some simple examples of weak inferences, most of them involving no disjunction to the right (this is to say, m = 1 in Definition 2.1.1).
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Lemma 2.1.2 Let P1 , P2 , . . . , Pm ∈ K[u]. Then P1 > 0 ` P1 ≥ 0,



(1)



P1 > 0 ` P1 6= 0,



(2)



` P12 ≥ 0,



(3)



P1 6= 0 ` ^



(4) (5) (6)



1≤j≤m



Pj ≥ 0 `



Y



Pj ≥ 0,



(7)



Pj > 0.



(8)



1≤j≤m



1≤j≤m



^



> 0,



P1 = 0 ` P1 · P2 = 0, Y Pj 6= 0, Pj 6= 0 `



1≤j≤m



^



P12



Pj > 0 `



1≤j≤m



Y 1≤j≤m



Moreover, in all cases, the initial incompatibility serves as the final incompatibility. Proof. Since the proof of all the items is very similar, we only prove (8) which appears as the less obvious one. Consider the initial incompatibility  Y 2e Y S· Pi + N0 + N1 · Pi + Z = 0 1≤j≤m



1≤j≤m



2 ), N , N ∈ N (H ) and Z ∈ Z (H ), where H = [H , H , H ] is a system of with S ∈ M (H6= 0 1 ≥ = ≥ = 6= sign conditions in K[v] with v ⊃ u. This proves the claim since  Y 2e Y S· Pi =S· Pi2e ∈ M ((H6= ∪ {P1 , . . . , Pm })2 ), 1≤j≤m



N0 + N1 ·



Q



1≤i≤m Pi



1≤j≤m



∈ N (H≥ ∪ {P1 , . . . , Pm }) and Z ∈ Z (H= ).







Lemma 2.1.3 Let α ∈ K, P ∈ K[u]. If α > 0, P ≥ 0 ` αP ≥ 0,



(9)



P > 0 ` αP > 0.



(10)



P ≥ 0 ` αP ≤ 0,



(11)



P > 0 ` αP < 0.



(12)



P = 0 ` αP = 0.



(13)



If α < 0,



For any α,



Moreover, in all cases, up to a division by a positive element of K, the initial incompatibility serves as the final incompatibility.



2



WEAK INFERENCE AND WEAK EXISTENCE



13



Proof. Immediate.







Lemma 2.1.4 Let P ∈ K[u]. Then P ≥ 0, P ≤ 0



`



P = 0.



If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree in w ⊂ v bounded by δw , the final incompatibility has the same monoid part and degree in w bounded by δw + max{δw − degw P, 0}. Proof. Consider the initial incompatibility S+N +Z +W ·P =0 2 ), N ∈ N (H ), Z ∈ Z (H ) and W ∈ K[v], where H = [H , H , H ] is a with S ∈ M (H6= ≥ = ≥ = 6= system of sign conditions in K[v]. If W is the zero polynomial there is nothing to do; otherwise we rewrite the initial incompatibility as



S + N + 41 (1 + W )2 · P + 14 (1 − W )2 · (−P ) + Z = 0. 2 ), N + 1 (1+W )2 ·P + 1 (1−W )2 ·(−P ) ∈ N (H ∪{P, −P }) This proves the claim since S ∈ M (H6= ≥ 4 4 and Z ∈ Z (H= ). The degree bound follows easily. 



Lemma 2.1.5 Let P1 , . . . , Pm ∈ K[u]. Then ^



Pj = 0 `



1≤j≤m



^ 1≤j≤m0



Pj ≥ 0,



^



X



Pj = 0,



(14)



Pj ≥ 0.



(15)



1≤j≤m



Pj = 0 `



m0 +1≤j≤m



X 1≤j≤m



In both cases, if we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree in w ⊂ v bounded by δw , the final incompatibility has the same monoid part and P degree in w bounded by δw + max{degw Pj | 1 ≤ j ≤ m} − degw 1≤j≤m Pj . Proof. We first prove item 14. Consider the initial incompatibility X S+N +Z +W · Pj = 0 1≤j≤m 2 ), N ∈ N (H ), Z ∈ Z (H ) and W ∈ K[v], where H = [H , H , H ] is a with S ∈ M (H6= ≥ = ≥ = 6= system of sign conditions in K[v]. We rewrite this equation as X S+N +Z + W · Pj = 0. 1≤j≤m 2 ), N ∈ N (H ) and Z + This proves the claim since S ∈ M (H6= ≥ {P1 , . . . , Pm }). The degree bound follows easily.



P



1≤j≤m W



· Pj ∈ Z (H= ∪
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Now we prove item 15. Consider the initial incompatibility X Pj + Z = 0 S + N0 + N1 · 1≤j≤m 2 ), N , N ∈ N (H ) and Z ∈ Z (H ), where H = [H , H , H ] is a system of with S ∈ M (H6= 0 1 ≥ = ≥ = 6= sign conditions in K[v]. We rewrite this equation as X X S + N0 + N1 · Pj + Z + N1 · Pj = 0. 1≤j≤m0



m0 +1≤j≤m



P 2 ), N + This proves the claim since S ∈ M (H6= 0 1≤j≤m0 N1 · Pj ∈ N (H≥ ∪ {P1 , . . . , Pm0 }) and P Z + m0 +1≤j≤m N1 · Pj ∈ Z (H= ∪ {Pm0 +1 , . . . , Pm }). The degree bound follows easily.  Lemma 2.1.6 Let P1 , . . . , Pm ∈ K[u]. Then ^ P1 6= 0, Pj = 0



`



2≤j≤m



X



Pj 6= 0.



1≤j≤m



P If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S( 1≤j≤m Pj )2e and degree in w ⊂ v bounded by δw , the final incompatibility has monoid  part S · P12e and degree  P in w bounded by δw + 2e max{degw Pj | 1 ≤ j ≤ m} − degw 1≤j≤m Pj . Proof. Consider the initial incompatibility S·



 X



Pj



2e



+N +Z =0



1≤j≤m 2 ), N ∈ N (H ) and Z ∈ Z (H ), where H = [H , H , H ] is a system of sign with S ∈ M (H6= ≥ = ≥ = 6= conditions in K[v]. We rewrite this equation as



S · P12e + N + Z + Z2 = 0 P where Z2 ∈ Z ({P2 , . . . , Pm }) is the sum of all the terms in the expansion of S · ( 1≤j≤m Pj )2e which involve at least one of P2 , . . . , Pm . This proves the claim since S · P12e ∈ M ((H6= ∪ {P1 })2 ), N ∈ N (H≥ ) and Z + Z2 ∈ Z (H= ∪ {P2 , . . . , Pm }). The degree bound follows easily.  Lemma 2.1.7 Let P1 , . . . , Pm ∈ K[u]. Then ^ ^ P1 > 0, Pj ≥ 0, 2≤j≤m0



m0 +1≤j≤m



Pj = 0



`



X



Pj > 0.



1≤j≤m



2e P If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S · 1≤j≤m Pj 2e and degree in w ⊂ v bounded by δ w , the final incompatibility has monoid part S · P1 and degree P in w bounded by δw + max{1, 2e} max{degw Pj | 1 ≤ j ≤ m} − degw 1≤j≤m Pj .
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Proof. Consider the initial incompatibility 2e  X X S· Pj + Z = 0 Pj + N0 + N1 · 1≤j≤m



1≤j≤m



2 ), N , N ∈ N (H ) and Z ∈ Z (H ), where H = [H , H , H ] is a system of with S ∈ M (H6= 0 1 ≥ = ≥ = 6= sign conditions in K[v]. We rewrite this equation as X X S · P12e + N0 + N2 + N1 · Pj + Z + Z2 + N1 · Pj = 0, 1≤j≤m0



m0 +1≤j≤m



P where N2 ∈ N ({P1 , . . . , Pm0 }) is the sum of all the terms in the expansion of S · ( 1≤j≤m Pj )2e which do not involve any of Pm0 +1 , . . . , Pm with exception of the term S · P12e and Z2 ∈ P Z ({Pm0 +1 , . . . , Pm }) is the sum of all the terms in the expansion of S · ( 1≤j≤m Pj )2e which involve at least one of Pm0 +1 , . . . , Pm . This proves the claim since S · P12e ∈ M ((H6= ∪ {P1 })2 ), P P N0 + N2 + 1≤j≤m0 N1 · Pj ∈ N (H≥ ∪ {P1 , . . . , Pm0 }) and Z + Z2 + m0 +1≤j≤m N1 · Pj ∈ Z (H= ∪ {Pm0 +1 , . . . , Pm }). The degree bound follows easily.  Lemma 2.1.8 Let m1 , . . . , mn ∈ N∗ and Pj,k , Qj,k ∈ K[u] for 1 ≤ j ≤ mk , 1 ≤ k ≤ n. Then ^ ^ X Pj,k = 0 ` Pj,k · Qj,k = 0. 1≤k≤n 1≤j≤mk



1≤k≤n, 1≤j≤mk



If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree in w ⊂ v bounded by δw , the final incompatibility has the same monoid part and degree in w bounded by n o X δw + max max{degw Pj,k · Qj,k | 1 ≤ j ≤ mk } − degw Pj,k · Qj,k | 1 ≤ k ≤ n . 1≤j≤mk



Proof. Follows from Lemmas 2.1.2 (item 5) and an easy adaptation of the proof of Lemma 2.1.5 (item 14).  Lemma 2.1.9 Let P1 , P2 ∈ K[u]. Then P1 · P2 ≥ 0, P2 > 0



`



P1 ≥ 0.



If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree in w ⊂ v bounded by δw , the final incompatibility has monoid part S · P22 and degree in w bounded by δw + 2 degw P2 . Proof. Consider the initial incompatibility S + N0 + N1 · P1 + Z = 0 2 ), N , N ∈ N (H ) and Z ∈ Z (H ), where H = [H , H , H ] is a system of with S ∈ M (H6= 0 1 ≥ = ≥ = 6= sign conditions in K[v]. We multiply this equation by P22 and we obtain



S · P22 + N0 · P22 + N1 · P1 · P22 + Z · P22 = 0. This proves the claim since S·P22 ∈ M ((H6= ∪{P2 })2 ), N0 ·P22 +N1 ·P1 ·P22 ∈ N (H≥ ∪{P1 ·P2 , P2 }) and Z · P22 ∈ Z (H= ). The degree bound follows easily. 
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Lemma 2.1.10 Let P1 , P2 ∈ K[u]. Then P1 · P2 > 0, P2 > 0



`



P1 > 0.



If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S · P12e and degree in w ⊂ v bounded by δw , the final incompatibility has monoid part S ·P22 if e = 0 and S ·(P1 ·P2 )2e if e ≥ 1 and degree in w bounded by δw + 2 max{1, e} degw P2 in both cases. Proof. Consider the initial incompatibility S · P12e + N0 + N1 · P1 + Z = 0 2 ), N , N ∈ N (H ) and Z ∈ Z (H ), where H = [H , H , H ] is a system with S ∈ M (H6= 0 1 ≥ = ≥ = 6= of sign conditions in K[v]. If e = 0, we proceed as in the proof of Lemma 2.1.9. If e ≥ 1, we multiply this equation by P22e and we obtain



S · (P1 · P2 )2e + N0 · P22e + N1 · P1 · P22e + Z · P22e = 0. This proves the claim since S · (P1 · P2 )2e ∈ M ((H6= ∪ {P1 · P2 , P2 })2 ), N0 · P22e + N1 · P1 · P22e ∈ N (H≥ ∪ {P1 · P2 , P2 }) and Z · P22e ∈ Z (H= ). The degree bound follows easily.  Lemma 2.1.11 Let P1 , P2 ∈ K[u]. Then P1 + P2 > 0, P1 · P2 ≥ 0



`



P1 ≥ 0, P2 ≥ 0.



If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree in w ⊂ v bounded by δw , the final incompatibility has monoid part S · (P1 + P2 )2 and degree in w bounded by δw + 2 max{degw P1 , degw P2 }. Proof. Consider the initial incompatibility S + N0 + N1 · P1 + N2 · P2 + N3 · P1 · P2 + Z = 0 2 ), N , N , N , N ∈ N (H ) and Z ∈ Z (H ), where H = [H , H , H ] is a with S ∈ M (H6= 0 1 2 3 ≥ = ≥ = 6= system of sign conditions in K[v]. We multiply this equation by (P1 + P2 )2 and we rewrite it as



S · (P1 + P2 )2 + N0 · (P1 + P2 )2 + N1 · P12 · (P1 + P2 ) + N2 · P22 · (P1 + P2 )+ +(N1 + N2 ) · (P1 + P2 ) · P1 · P2 + N3 · (P1 + P2 )2 · P1 · P2 + Z · (P1 + P2 )2 = 0. This proves the claim since S · (P1 + P2 )2 ∈ M ((H6= ∪ {P1 + P2 })2 ), N0 · (P1 + P2 )2 + N1 · P12 · (P1 + P2 ) + N2 · P22 · (P1 + P2 ) + (N1 + N2 ) · (P1 + P2 ) · P1 · P2 + N3 · (P1 + P2 )2 · P1 · P2 ∈ N (H≥ ∪ {P1 + P2 , P1 · P2 }) and Z · (P1 + P2 )2 ∈ Z (H= ). The degree bound follows easily.  Lemma 2.1.12 Let P1 , . . . , Pm ∈ K[u]. Then Y Pj = 0 ` 1≤j≤m



_



Pj = 0.



1≤j≤m



If we have initial incompatibilities in K[v] where v ⊃ u with monoid part Sj and degree in Q w ⊂ v bounded by δw,j , the final incompatibility has monoid part 1≤j≤m Sj and degree in w P bounded by 1≤j≤m δw,j .
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Proof. Consider for 1 ≤ j ≤ m the initial incompatibility Sj + Nj + Zj + Wj · Pj = 0 2 ), N ∈ N (H ), Z ∈ Z (H ) and W ∈ K[v], where H = [H , H , H ] with Sj ∈ M (H6= j ≥ j = j ≥ = 6= is a system of sign conditions in K[v]. We pass Wj · Pj to the right hand side in the initial Q incompatibility, we multiply all the results, we pass (−1)m 1≤j≤m Wj · Pj to the left hand side and we obtain Y Y Wj · Pj = 0 Sj + N + Z + (−1)m+1 1≤j≤m



1≤j≤m



Q where N ∈ N (H≥ ) is the sum of all the terms in the expansion of 1≤j≤m (Sj + Nj ) with Q exception of the term 1≤j≤m Sj and Z ∈ Z (H= ) is the sum of all the terms in the expansion Q of 1≤j≤m (Sj + Nj + Zj ) which involve at least one of Z1 , . . . , Zm . This proves the claim since Q Q Q m+1 2 1≤j≤m Sj ∈ M (H6= ), N ∈ N (H≥ ) and Z + (−1) 1≤j≤m Wj Pj ∈ Z (H= ∪ { 1≤j≤m Pj }). The degree bound follows easily.  2.1.2



Sums of squares



The following remark states a very useful algebraic identity. Remark 2.1.13 Let A be a commutative ring and A1 , . . . , Am , B1 , . . . , Bm ∈ A. Consider the sum of squares X



N(A1 , . . . , Am , B1 , . . . , Bm ) =



 X



σ∈{−1,1}m , σ6=(1,...,1)



Then  X



Aj B j



2



σ(j)Aj Bj



2



X



+ 2m



(Aj Bj 0 )2 .



1≤j,j 0 ≤m, j6=j 0



1≤j≤m



X



+ N(A1 , . . . , Am , B1 , . . . , Bm ) = 2m



1≤j≤m



1≤j≤m



A2j ·



X



Bj2 .



(16)



1≤j≤m



We can prove now some more weak inferences. Lemma 2.1.14 Let P1 , . . . , Pm ∈ K[u]. Then X Pj2 = 0 ` 1≤j≤m



^



Pj = 0.



1≤j≤m



If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree in w ⊂ v bounded by δw , the final incompatibility has monoid part S 2 and degree in w bounded by   2 δw + max{degw Pj | 1 ≤ j ≤ m} − min{degw Pj | 1 ≤ j ≤ m} . Proof. Consider the initial incompatibility S+N +Z +



X 1≤j≤m



Wj · Pj = 0



2



WEAK INFERENCE AND WEAK EXISTENCE



18



2 ), N ∈ N (H ), Z ∈ Z (H ) and W ∈ K[v] for 1 ≤ j ≤ m, where H = with S ∈ M (H6= ≥ = j P [H6= , H≥ , H= ] is a system of sign conditions in K[v]. We pass Wj · Pj to the right hand side, we raise to the square, we add N(W1 , . . . , Wm , P1 , . . . , Pm ) defined as in Remark 2.1.13, we P P substitute using (16), we pass 2m Wj2 · Pj2 to the left hand side and we obtain X X Pj2 = 0 Wj2 · S 2 + N1 + N(W1 , . . . , Wm , P1 , . . . , Pm ) + Z1 − 2m 1≤j≤m



1≤j≤m



2 ), where N1 = 2N ·S +N 2 and Z1 = 2Z ·S +2Z ·N +Z 2 . This proves the claim since S 2 ∈ M (H6= P P P N1 + N(W1 , . . . , Wm , P1 , . . . , Pm ) ∈ N (H≥ ) and Z1 − 2m Wj2 · Pj2 ∈ Z (H= ∪ { Pj2 }). The P degree bound follows easily taking into account that degw Pj2 = 2 max{degw Pj }. 



Lemma 2.1.15 Let P1 , . . . , Pm , Q1 , . . . , Qm ∈ K[u]. Then X X Pj · Qj 6= 0 ` Pj2 6= 0. 1≤j≤m



1≤j≤m



P If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S ·( 1≤j≤m Pj2 )2e P and degree in w ⊂ v bounded by δw , the final incompatibility has monoid part S · ( 1≤j≤m Pj · Qj )4e and degree in w bounded by δw + 4e max{degw Qj | 1 ≤ j ≤ m}. Proof. Consider the initial incompatibility  X 2e S· Pj2 +N +Z =0 1≤j≤m 2 ), N ∈ N (H ) and Z ∈ Z (H ), where H = [H , H , H ] is a system of sign with S ∈ M (H6= ≥ = ≥ = 6= P conditions in K[v]. We multiply this equation by 22me ( Q2j )2e , we substitute using (16) and we obtain  X 4e  X 2e  X 2e S· P j · Qj + N1 + 22me N · Q2j + 22me Z · Q2j =0 1≤j≤m



1≤j≤m



1≤j≤m



P where N1 is the sum of all the terms in the expansion of S · (( 1≤j≤m Pj · Qj )2 + P N(P1 , . . . , Pm , Q1 , . . . , Qm ))2e with exception of the term S · ( 1≤j≤m Pj · Qj )4e . This proves the P P P claim since S·( 1≤j≤m Pj ·Qj )4e ∈ M ((H6= ∪{ 1≤j≤m Pj ·Qj })2 ), N1 +22me N ·( 1≤j≤m Q2j )2e ∈ P N (H≥ ) and 22me Z · ( Q2j )2e ∈ Z (H= ). The degree bound follows easily.  2.1.3



Case by case reasoning



We call case by case reasoning the weak inferences in the following lemmas, which enable us to consider separately the different possible sign conditions in each case. Lemma 2.1.16 Let P ∈ K[u]. Then `



P 6= 0 ∨ P = 0.



If we have initial incompatibilities in K[v] where v ⊃ u with monoid part S1 · P 2e and S2 and degree in w ⊂ v bounded by δw,1 and δw,2 , the final incompatibility has monoid part S1 · S22e and degree in w bounded by δw,1 + 2e(δw,2 − degw P ).
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Proof. Consider the initial incompatibilities S1 · P 2e + N1 + Z1 = 0



(17)



S2 + N2 + Z2 + W · P = 0



(18)



and 2 ), N , N ∈ N (H ), Z , Z ∈ Z (H ) and W ∈ K[v], where H = with S1 , S2 ∈ M (H6= 1 2 ≥ 1 2 = [H6= , H≥ , H= ] is a system of sign conditions in K[v]. If e = 0 we take (17) as the final incompatibility. If e 6= 0 we proceed as follows. We pass W · P to the right hand side in (18), we raise both sides to the (2e)-th power, we multiply the result by S1 and we obtain



S1 · S22e + N3 + Z3 = S1 · W 2e · P 2e



(19)



where N3 ∈ N (H≥ ) is the sum of all the terms in the expansion of S1 · (S2 + N2 + Z2 )2e which do not involve Z2 with exception of the term S1 · S22e and Z3 ∈ Z (H= ) is the sum of all the terms in the expansion of S1 · (S2 + N2 + Z2 )2e which involve Z2 . If W is the zero polynomial, we take (19) as the final incompatibility. Otherwise, we multiply (17) by W 2e , we substitute S1 · W 2e · P 2e using (19) and we obtain S1 · S22e + N1 · W 2e + N3 + Z1 · W 2e + Z3 = 0. 2 ), N · W 2e + N ∈ N (H ) and Z · W 2e + Z ∈ This proves the claim since S1 · S22e ∈ M (H6= 1 3 ≥ 1 3 Z (H= ). The degree bound follows easily. 



Lemma 2.1.17 Let P ∈ K[u]. Then P 6= 0



`



P > 0 ∨ P < 0.



If we have initial incompatibilities in K[v] where v ⊃ u with monoid part S1 · P 2e1 and S2 · P 2e2 and degree in w ⊂ v bounded by δw,1 and δw,2 , the final incompatibility has monoid part S1 · S2 · P 2(e1 +e2 ) and degree in w bounded by δw,1 + δw,2 . Proof. Consider the initial incompatibilities S1 · P 2e1 + N1 + N10 · P + Z1 = 0



(20)



S2 · P 2e2 + N2 − N20 · P + Z2 = 0



(21)



and 2 ), N , N 0 , N , N 0 ∈ N (H ) and Z , Z with S1 , S2 ∈ M (H6= 1 2 ≥ 1 2 ∈ Z (H= ), where H = 1 2 [H6= , H≥ , H= ] is a system of sign conditions in K[v]. We pass N10 · P and −N20 · P to the right hand side in (20) and (21), we multiply the results and we pass −N10 · N20 · P 2 to the left hand side and we obtain



S1 · S2 · P 2(e1 +e2 ) + N3 + N10 · N20 · P 2 + Z3 = 0 where N3 = N1 · S2 · P 2e2 + N2 · S1 · P 2e1 + N1 · N2 and Z3 = Z1 · S2 · P 2e2 + Z2 · S1 · P 2e1 + Z1 · N2 + Z2 · N1 + Z1 · Z2 . This proves the claim since S1 · S2 · P 2(e1 +e2 ) ∈ M ((H6= ∪ {P })2 ), N3 + N10 · N20 · P 2 ∈ N (H≥ ) and Z3 ∈ Z (H= ). The degree bound follows easily. 
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Lemma 2.1.18 Let P ∈ K[u]. Then `



P > 0 ∨ P < 0 ∨ P = 0.



If we have initial incompatibilities in K[v] where v ⊃ u with monoid part S1 · P 2e1 , S2 · P 2e2 and S3 and degree in w ⊂ v bounded by δw,1 , δw,2 and δw,3 , the final incompatibility has monoid 2(e +e ) part S1 · S2 · S3 1 2 and degree in w bounded by δw,1 + δw,2 + 2(e1 + e2 )(δw,3 − degw P ). Proof. Follows from Lemmas 2.1.16 and 2.1.17.







Lemma 2.1.19 Let P1 , . . . , Pm ∈ K[u]. Then ^  _ ^ ` Pj 6= 0, Pj = 0 . J⊂{1,...,m}



j6∈J



j∈J



Q 2e If we have initial incompatibilities in K[v] where v ⊃ u with monoid part SJ · j6∈J Pj J,j , degree in w ⊂ v bounded by δw , and eJ,j ≤ e ∈ N∗ , the final incompatibility has monoid part Y e0 SJJ J⊂{1,...,m}



with e0J ≤ 2



2m+1 −m−2



2m −1



e



m+1 −2



and degree in w bounded by 22



e2



m −1



δw .



Proof. The proof can be easily done by induction on m using Lemma 2.1.16. Lemma 2.1.20 Let P1 , . . . , Pm ∈ K[u]. Then ^ _ Pj 6= 0 ` 1≤j≤m



^



J⊂{1,...,m}



Pj > 0,



j∈J



^







 Pj < 0 .



j6∈J



Q 2e If we have initial incompatibilities in K[v] where v ⊃ u with monoid part SJ · j Pj J,j , degree in w ⊂ v bounded by δw , and eJ,j ≤ e ∈ N, the final incompatibility has monoid part Y Y 2e0 SJ · Pj j J⊂{1,...,m}



1≤j≤m



with e0J ≤ 2m e and degree in w bounded by 2m δw . Proof. The proof can be easily done by induction on m using Lemma 2.1.17.







Lemma 2.1.21 Let P1 , . . . , Pm ∈ K[u]. Then   ^ ^ _ ^ Pj > 0, Pj < 0, Pj = 0 . ` J⊂{1,...,m} J 0 ⊂{1,...,m}\J



j∈J 0



j6∈J∪J 0



j∈J



Q 2e 0 If we have initial incompatibilities in K[v] where v ⊃ u with monoid part SJ,J 0 · j6∈J Pj J,J ,j , degree in w ⊂ v bounded by δw , and eJ,J 0 ,j ≤ e ∈ N∗ , the final incompatibility has monoid part Y e0J,J 0 SJ,J 0 J⊂{1,...,m} J 0 ⊂{1,...,m}\J m+1 +m2m −2m−2



with e0J,J 0 ≤ 22



m −1



e2



m+1 +m2m −2



and degree in w bounded by 22



Proof. Follows from Lemmas 2.1.19 and 2.1.20.



m −1



e2



δw . 
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Weak existence



Weak inferences are constructions to obtain new incompatibilities from other incompatibilities already known. It will be useful sometimes to introduce in the new incompatibilities, new sets of auxiliary variables, which should be eliminated later on. Weak existence is a generalization of weak inference wich enables us to do so. Definition 2.2.1 (Weak Existence) Consider disjoint sets of variables u = (u1 , . . . , un ), t0 = (t0,1 , . . . , t0,r0 ), t1 = (t1,1 , . . . , t1,r1 ), . . . , tm = (tm,1 , . . . , tm,rm ). Let F(u, t0 ) be a system of sign conditions in K[u, t0 ] and F1 (u, t1 ) . . . , Fm (u, tm ) systems of sign conditions in K[u, t1 ], . . . , K[u, tm ]. A weak existence _ ∃tj [ Fj (u, tj ) ] ∃t0 [ F(u, t0 ) ] ` 1≤j≤m



is a construction that, given any system of sign conditions H(v) in K[v] with v ⊃ u, v disjoint from t0 , t1 , . . . , tm , and initial incompatibilities     y F1 (u, t1 ), H(v) y , . . . , y Fm (u, tm ), H(v) yK[v,tm ] K[v,t1 ] produces an incompatibility   y F(u, t0 ), H(v) y K[v,t0 ] called the final incompatibility. Note that the sets of variables t1 , . . . , tm which appear in the initial incompatibilities have been eliminated in the final incompatibility and also the set of variables t0 which do not appear in the initial incompatibilities has been introduced in the final incompatibility. Most of the times, it will not be the case that we want to introduce and eliminate sets of variables simultaneously. So, for instance, we write _ F(u) ` ∃tj [ Fj (u, tj ) ] 1≤j≤m



for a weak existence in which the sets of variables t1 , . . . , tm have been eliminated but no new set of variables has been introduced. We illustrate the concept of weak existence with a few lemmas. In general, we need to make a careful analysis of the degree bounds considering also the auxiliary variables. Lemma 2.2.2 Let P ∈ K[u]. Then P 6= 0



`



∃t [ t 6= 0, P · t = 1 ].



Suppose we have an initial incompatibility in K[v, t] where v ⊃ u and t 6∈ v, with monoid part S · t2e , degree in w ⊂ v bounded by δw and degree in t bounded by δt . Let δ¯t be the smallest even ¯ number greater than or equal to δt . Then, the final incompatibility has monoid part S · P δt −2e and degree in w bounded by δw + δ¯t degw P .
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Proof. Consider the initial incompatibility in K[v, t] X X S · t2e + ωi Vi2 (t) · Ni + Wj (t) · Zj + W (t) · (P · t − 1) = 0 i



22



(22)



j



with S ∈ M (H6= 2 ), ωi ∈ K, ωi > 0, Vi (t) ∈ K[v, t] and Ni ∈ M (H≥ ) for every i, Wj (t) ∈ K[v, t] and Zj ∈ H= for every j and W (t) ∈ K[v, t], where H = [H6= , H≥ , H= ] is a system of sign conditions in K[v]. 1¯ For every i, let Vi0 be the reminder of P 2 δt · V (t) in the division by P t − 1 considering t as the main variable; note that degw Vi0 ≤ degw Vi (t) + 21 δ¯t degw P . Similarly, for every j, let Wj0 ¯ be the reminder of P δt · Wj (t) in the division by P t − 1 considering t as the main variable; note that degw Wj0 ≤ degw Wj (t) + δ¯t degw P . ¯ We multiply (22) by P δt and we deduce that exists W 0 (t) ∈ K[v, t] such that X X ¯ S · P δt −2e + ωi Vi02 · Ni + Wj0 · Zj + W 0 (t) · (P · t − 1) = 0. i



j



Looking at the degree in t, we have that W 0 (t) is the zero polynomial. This proves the claim P P ¯ since S · P δt −2e ∈ M ((H6= ∪ P )2 ), ωi Vi02 · Ni ∈ M (H≥ ) and Wj0 · Zj ∈ H= . The degree bound follows easily.  Lemma 2.2.3 Let P ∈ K[u]. Then P ≥0



`



∃t [ t2 = P ].



If we have an initial incompatibility in K[v, t] where v ⊃ u and t 6∈ v, with monoid part S, degree in w ⊂ v bounded by δw and degree in t bounded by δt , the final incompatibility has the same monoid part and degree in w bounded by δw + 21 δt degw P. Proof. Consider the initial incompatibility in K[v, t] X X S+ ωi Vi2 (t) · Ni + Wj (t) · Zj + W (t) · (t2 − P ) = 0 i



(23)



j



2 ), ω ∈ K, ω > 0, V (t) ∈ K[v, t] and N ∈ M (H ) for every i, W (t) ∈ K[v, t] with S ∈ M (H6= i i i i ≥ j and Zj ∈ H= for every j and W (t) ∈ K[v, t], where H = [H6= , H≥ , H= ] is a system of sign conditions in K[v]. For every i, let Vi1 · t + Vi0 be the reminder of Vi (t) in the division by t2 − P considering t as the main variable; note that degw Vi0 ≤ degw Vi (t) + 14 δt degw P and degw Vi1 ≤ degw Vi (t) + 1 4 (δt − 2) degw P . Similarly, for every j, let Wj1 · t + Wj0 be the reminder of Wj (t) in the division by t2 − P considering t as the main variable; note that degw Wj0 ≤ degw Wj (t) + 21 δt degw P . From (23) we deduce that exists W 0 (t) ∈ K[v, t] such that X X S+ ωi (Vi1 · t + Vi0 )2 · Ni + (Wj1 · t + Wj0 ) · Zj + W 0 (t) · (t2 − P ) = 0. i



j



We rewrite this equation as X X S+ ωi (Vi12 · P + Vi02 ) · Ni + Wj0 · Zj + W 000 · t + W 00 (t) · (t2 − P ) = 0. i



j
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for some W 000 ∈ K[v] and W 00 (t) ∈ K[v, t] Looking at the degree in t, we have that W 00 (t) is the zero polynomial; and looking again at the degree in t, we have that then also W 000 is the zero polynomial. This proves the claim since P P 2 ), S ∈ M (H6= ωi (Vi12 · P + Vi02 ) · Ni ∈ N (H≥ ∪ {P }) and Wj0 · Zj ∈ Z (H= ). The degree bound follows easily.  Lemma 2.2.4 Let P ∈ K[u]. Then P >0



∃t [ t > 0, t2 = P ].



`



If we have an initial incompatibility in K[v, t] where v ⊃ u and t 6∈ v, with monoid part S · t2e , degree in w ⊂ v bounded by δw and degree in t bounded by δt , the final incompatibility has monoid part S 2 · P 2e and degree in w bounded by 2δw + (max{1, 2e} + δt ) degw P. Proof. Consider the initial incompatibility in K[v, t] S · t2e + N1 (t) + N2 (t)t + Z(t) + W (t) · (t2 − P ) = 0



(24)



2 ), N (t), N (t) ∈ N (H ) with S ∈ M (H6= 1 2 ≥ K[v,t] , Z(t) ∈ Z (H= )K[v,t] and W (t) ∈ K[v, t], where H is a system of sign conditions in K[v]. We substitute t = −t in (24) and we obtain   y t < 0, t2 = P, H y (25) K[v,t]



with the same monoid part and degree bounds. Then we apply to (24) and (25) the weak inference t 6= 0



`



t > 0 ∨ t < 0.



By Lemma 2.1.17, we obtain   y t 6= 0, t2 = P, H y K[v,t] with monoid part S 2 · t4e , degree in w bounded by 2δw and degree in t bounded by 2δt . Since the exponent of t in the monoid part is a multiple of 4, this incompatibility is also an incompatibility  2  y t > 0, t2 = P, H y . (26) K[v,t] Then we apply to (26) the weak inference P > 0, t2 = P



`



t2 > 0.



By Lemma 2.1.7, we obtain   y P > 0, t2 = P, H y K[v,t]



(27)



with monoid part S 2 · P 2e , degree in w bounded by 2δw + max{1, 2e} degw P and degree in t bounded by 2δt . Finally we apply to (27) the weak inference P ≥0



`



∃t [ t2 = P ].
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By Lemma 2.2.3, we obtain ↓ P > 0, H ↓K[v] with the same monoid part and degree in w bounded by 2δw + (max{1, 2e} + δt ) degw P , which serves as the final incompatibility.  Remark 2.2.5 In the preceeding lemmas, we have no case of a weak existence with an existential variable to the left. The first example of such a situation appears later in the paper, when we deal with the Intermediate Value Theorem in Section 3.



2.3



Complex numbers



We introduce the conventions we follow to deal with complex variables in the weak inference context, which has been originally defined to be well adapted to a real setting. Notation 2.3.1 (Complex Variables) A complex variable, always named z, represents two variables corresponding to its real and imaginary parts, always named a and b, so that z = a+ib. We also use z to denote a set of complex variables and a and b to denote the set of real and imaginary parts of z. Let z = (z1 , . . . , zn ) and P ∈ K[i][u, z]. We denote by PRe ∈ K[u, a, b] and PIm ∈ K[u, a, b] the real and imaginary parts of P . The expression P = 0 is an abbreviation for PRe = 0, PIm = 0, and the expression P 6= 0 is an abbreviation for 2 2 PRe + PIm 6= 0.



We illustrate the use of complex variables with some lemmas. Lemma 2.3.2 Let C, D ∈ K[u]. Then C + iD 6= 0



`



∃z [ z 6= 0, z 2 = C + iD ].



If we have an initial incompatibility in K[v, a, b] where v ⊃ u and a, b 6∈ v, with monoid part S · (a2 + b2 )2e , degree in w ⊂ v bounded by δw and degree in (a, b) bounded by δz , the final incompatibility has monoid part S 4 · (C 2 + D2 )2(2e+1) and degree in w bounded by 4δw + (20 + 24e + 8δz ) max{degw C, degw D}. Proof. Consider the initial incompatibility in K[v, a, b] S · (a2 + b2 )2e + N (a, b) + Z(a, b) + W1 (a, b) · (a2 − b2 − C) + W2 (a, b) · (2a · b − D) = 0 (28) 2 ), N (a, b) ∈ N (H ) with S ∈ M (H6= ≥ K[v,a,b] , Z(a, b) ∈ Z (H= )K[v,a,b] and W1 (a, b), W2 (a, b) ∈ K[v, a, b], where H is a system of sign conditions in K[v]. We substitute b = −b in (28) and we obtain   y z 6= 0, z 2 = C − iD, H y (29) K[v,a,b]
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with the same monoid part and degree bounds. Then we apply to (28) and (29) the weak inference (2a · b)2 = D2



`



2a · b = D ∨ 2a · b = −D.



By Lemma 2.1.12, we obtain   y z 6= 0, a2 − b2 = C, (2a · b)2 = D2 , H y K[v,a,b]



(30)



with monoid part S 2 · (a2 + b2 )4e , degree in w bounded by 2δw and degree in (a, b) bounded by 2δz . We consider a new auxiliary variable t. Taking into account the identities     a2 − b2 − C = a2 − 12 (t + C) − b2 − 21 (t − C) ,     (2a · b)2 − D2 = a2 − 12 (t + C) · 4b2 + b2 − 21 (t − C) · 2(t + C) + (t2 − C 2 − D2 ), we apply to (30) the weak inference 1 1 a2 = (t + C), b2 = (t − C), t2 = C 2 + D2 2 2



`



a2 − b2 = C, (2a · b)2 = D2 .



By Lemma 2.1.8, we obtain      z 6= 0, a2 = 1 (t + C), b2 = 1 (t − C), t2 = C 2 + D2 , H  y y 2 2 K[v,a,b,t]



(31)



with monoid part S 2 ·(a2 +b2 )4e , degree in w bounded by 2δw +2 degw C, degree in (a, b) bounded by 2δz and degree in t bounded by 2. Then we apply to (31) the weak inference 1 1 t 6= 0, a2 = (t + C), b2 = (t − C) 2 2



`



z 6= 0.



By Lemma 2.1.6 we obtain     1 1 2 2 2 2 2  t 6= 0, a = (t + C), b = (t − C), t = C + D , H  y y 2 2 K[v,a,b,t]



(32)



with monoid part S 2 ·t4e , degree in w bounded by 2δw +(2+4e) degw C, degree in (a, b) bounded by 2δz and degree in t bounded by 2 + 4e. Then we successively apply to (32) the weak inferences t+C ≥0



`



∃a [ a2 = 12 (t + C) ],



t−C ≥0



`



∃b [ b2 = 12 (t − C) ].



By Lemma 2.2.3, we obtain   y t 6= 0, t + C ≥ 0, t − C ≥ 0, t2 = C 2 + D2 , H y K[v,t]



(33)
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with monoid part S 2 · t4e , degree in w bounded by 2δw + (2 + 4e + 2δz ) degw C, and degree in t bounded by 2 + 4e + 2δz . Finally we successively apply to (33) the weak inferences t > 0, t2 − C 2 ≥ 0 ` t + C ≥ 0, t − C ≥ 0, D2 ≥ 0, t2 = C 2 + D2 ` t2 − C 2 ≥ 0, ` D2 ≥ 0, C 2 + D2 > 0 ` ∃t [ t > 0, t2 = C 2 + D2 ]. By Lemmas 2.1.11, 2.1.5 (item 15), 2.1.2 (item 3) and 2.2.4, we obtain an incompatibility in K[v]  2  y C + D2 > 0, H y K[v] with monoid part S 4 · (C 2 + D2 )2(2e+1) and degree in w bounded by 4δw + (20 + 24e + 8δz ) max{degw C, degw D}. Note that this incompatibility is also an incompatibility  2  y C + D2 6= 0, H y (34) K[v] with the same degree bound, which serves as the final incompatibility.







Lemma 2.3.3 Let C, D ∈ K[u]. Then `



∃z [ z 2 = C + iD ].



If we have an initial incompatibility in K[v, a, b] where v ⊃ u and a, b 6∈ v, with monoid part S, degree in w ⊂ v bounded by δw and degree in (a, b) bounded by δz , the final incompatibility has monoid part S 8 and degree in w bounded by 8δw + (20 + 8δz ) max{degw C, degw D}. Proof. Consider the initial incompatibility in K[v, a, b] S + N (a, b) + Z(a, b) + W1 (a, b) · (a2 − b2 − C) + W2 (a, b)(2a · b − D) = 0



(35)



2 ), N (a, b) ∈ N (H ) with S ∈ M (H6= ≥ K[v,a,b] , Z(a, b) ∈ Z (H= )K[v,a,b] and W1 (a, b), W2 (a, b) ∈ K[v, a, b], where H is a system of sign conditions in K[v]. We proceed by case by case reasoning. First we consider the case C 2 + D2 6= 0. We apply to (35) the weak inference



C 2 + D2 6= 0



`



∃z [ z 6= 0, z 2 = C + iD ].



By Lemma 2.3.2 we obtain   2 y C + D2 6= 0, H y K[v]



(36)



with monoid part S 4 · (C 2 + D2 )2 and degree in w bounded by 4δw + (20 + 8δz ) max{degw C, degw D}.
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We consider then the case C 2 + D2 = 0. We evaluate a = b = 0 in (35) and we apply the weak inference C 2 + D2 = 0 ` C = 0, D = 0. By Lemma 2.1.14, we obtain  2  y C + D2 = 0, H y K[v]



(37)



with monoid part S 2 and degree in w bounded by 2δw + 2 max{degw C, degw D}. Finally we apply to (36) and (37) the weak inference `



C 2 + D2 6= 0 ∨ C 2 + D2 = 0.



By Lemma 2.1.16, we obtain ↓ H ↓K[v] with monoid part S 8 and degree in w bounded by 8δw + (20 + 8δz ) max{degw C, degw D}, which serves as the final incompatibility.  Lemma 2.3.4 Let E(y) = y 2 + G · y + H = 0 ∈ K[i][u, y]. Then `



∃z [ E(z) = 0 ].



If we have an initial incompatibility in K[v, a, b] where v ⊃ u and a, b 6∈ v, with monoid part S, degree in w ⊂ v bounded by δw and degree in (a, b) bounded by δz , the final incompatibility has monoid part S 8 and degree in w bounded by 8δw + (40 + 24δz ) max{degw G, degw H}. Proof. Consider the initial incompatibility in K[v, a, b] S + N (a, b) + Z(a, b) + W1 (a, b) · ERe (a, b) + W2 (a, b) · EIm (a, b) = 0



(38)



2 ), N (a, b) ∈ N (H ) with S ∈ M (H6= ≥ K[v,a,b] , Z(a, b) ∈ Z (H= )K[v,a,b] and W1 (a, b), W2 (a, b) ∈ K[v, a, b], where H is a system of sign conditions in K[v]. Let C = 41 G2Re − 14 G2Im − HRe ∈ K[u] and D = 21 GRe GIm − HIm ∈ K[u]. Then we have 2  2  ERe (a, b) = a2 − b2 + GRe · a − GIm · b + HRe = a + 12 GRe − b + 12 GIm − C,     EIm (a, b) = 2a · b + GIm · a + GRe · b + HIm = 2 a + 12 GRe · b + 12 GIm − D.



We substitute a = a − 21 GRe and b = b − 12 GIm in (38) and we obtain  2  y z = C + iD, H y K[v,a,b]



(39)



with monoid part S, degree in w bounded by δw + δz degw G and degree in (a, b) bounded by δz . Finally we apply to (39) the weak inference `



∃ z [ z 2 = C + iD ].



By Lemma 2.3.3, we obtain ↓ H ↓K[v] with monoid part S 8 and degree in w bounded by 8δw +(40+24δz ) max{degw G, degw H}, which serves as the final incompatibility. 
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Identical polynomials



We introduce the notation we use to deal with polynomial identities in the weak inference context. P P Notation 2.4.1 (Identical Polynomials) Let P (y) = 0≤h≤p Ch · y h , Q(y) = 0≤h≤p Dh · y h ∈ K[u, y]. The expression P (y) ≡ Q(y) is an abbreviation for ^ Ch = Dh . 0≤h≤p



Note that P (y) ≡ Q(y) is a conjunction of polynomial equalities in K[u]. We illustrate the use of this notation with a few lemmas. Lemma 2.4.2 Let P (y), Q(y) ∈ K[u, y] with degy P = degy Q. Then P (y) ≡ Q(y), Q(y) > 0



`



P (y) > 0.



If we have an initial incompatibility in K[v] where v ⊃ (u, y), with monoid part S · P (y)2e and degree in w ⊂ v bounded by δw , the final incompatibility has monoid part S · Q(y)2e and degree in w bounded by  δw + max{1, 2e} max{degw P (y), degw Q(y)} − degw P (y) . Proof. Follows from Lemmas 2.1.2 (item 5) and 2.1.7.







Lemma 2.4.3 Let P (y) ∈ K[u, y] with degy P ≥ 2. Then P (t1 ) = 0, Quot(P, y − t1 )(t2 ) = 0



`



P (y) ≡ (y − t1 ) · (y − t2 ) · Quot(P, (y − t1 )(y − t2 )).



If we have an initial incompatibility in K[v] where v ⊃ (u, t1 , t2 ) with monoid part S and degree in w ⊂ v bounded by δw , the final incompatibility has the same monoid part and degree in w bounded by δw + max{degw (t1 · Quot(P, y − t1 )(t2 )), degw P (t1 )} − degw (−t1 · Quot(P, y − t1 )(t2 ) + P (t1 )). Proof. Because of the identity in K[u, t1 , t2 , y] P (y) = (y−t1 )·(y−t2 )·Quot(P, (y−t1 )(y−t2 ))+Quot(P, y−t1 )(t2 )·y−t1 ·Quot(P, y−t1 )(t2 )+P (t1 ), the lemma follows from Lemma 2.1.8.







Lemma 2.4.4 Let P (y) ∈ K[u, y] with degy P ≥ 2. Then P (z) = 0, b 6= 0



`



P (y) ≡ ((y − a)2 + b2 ) · Quot(P, (y − a)2 + b2 ).



If we have an initial incompatibility in K[v] where v ⊃ (u, a, b) with monoid part S and degree in w ⊂ v bounded by δw , the final incompatibility has monoid part S · b2 and degree in w bounded by δw + degw b2 + degw P .
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Proof. Because of the identity in K[u, a, b, y] P (y) = ((y − a)2 + b2 ) · Quot(P, (y − a)2 + b2 ) +



PIm (a, b) bPRe (a, b) − a · PIm (a, b) y+ , b b



the initial incompatibility is of type S + N + Z + W1



b · PRe (a, b) − a · PIm (a, b) PIm (a, b) + W2 =0 b b



(40)



2 ), N ∈ N (H ), Z ∈ Z (H ) and W , W ∈ K[v], where H is a system of sign with S ∈ M (H6= ≥ = 1 2 conditions in K[v]. We multiply (40) by b2 and we obtain an incompatibility   y b 6= 0, b · PIm (a, b) = 0, b2 · PRe (a, b) − a · b · PIm (a, b) = 0, H y (41) K[v]



with monoid part S · b2 and degree in w bounded by δw + degw b2 . Finally we apply to (41) the weak inference P (z) = 0



`



b · PIm (a, b) = 0, b2 · PRe (a, b) − a · b · PIm (a, b) = 0.



By Lemma 2.1.8, we obtain an incompatibility   y P (z) = 0, b 6= 0, H y K[v] with the same monoid part and, after some analysis, degree in w bounded by δ2 + degw b2 + degw P , which serves as the final incompatibility  Notation 2.4.5 We denote R(z, z 0 ) = Resy ((y − a)2 + b2 , (y − a0 )2 + b02 ) where Resy is the resultant polynomial in the variable y. Note that R(z, z 0 ) = ((a − a0 )2 + (b − b0 )2 ) · ((a − a0 )2 + (b + b0 )2 ). Lemma 2.4.6 R(z, z 0 ) = 0



`



2



(y − a)2 + b2 ≡ (y − a0 )2 + b0 .



If we have an initial incompatibility in K[v] where v ⊃ (a, b, a0 , b0 ) with monoid part S and degree in w ⊂ v bounded by δw , the final incompatibility has monoid part S 4 and degree in w bounded by   4 δw + max{degw a − a0 , degw b − b0 } − min{degw a − a0 , degw b − b0 } . Proof. Consider the initial incompatibility     2 2 y a − a0 = 0, a2 + b2 − a0 − b0 = 0, H y



K[v]



(42)
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where H is a system of sign conditions in K[v]. On the one hand, we succesively apply to (42) the weak inferences a2 − a0 2 = 0, b2 − b0 2 = 0



`



a2 + b2 − a0 2 − b0 2 = 0,



a − a0 = 0



`



a2 − a0 2 = 0,



b − b0 = 0



`



b2 − b0 2 = 0,



(a − a0 )2 + (b − b0 )2 = 0



`



a − a0 = 0, b − b0 = 0.



By Lemmas 2.1.5 (item 14), 2.1.2 (item 5) and 2.1.14 we obtain an incompatibility   y (a − a0 )2 + (b − b0 )2 = 0, H y K[v]



(43)



with monoid part S 2 and degree in w bounded by 2(δw + max{degw a − a0 , degw b − b0 } − min{degw a − a0 , degw b − b0 }). On the other hand, in a similar way we obtain from (42) an incompatibility   y (a − a0 )2 + (b + b0 )2 = 0, H y (44) K[v]



with the same monoid part and degree bound. Since R(z, z 0 ) = ((a − a0 )2 + (b − b0 )2 ) · ((a − a0 )2 + (b + b0 )2 ), the proof is finished by applying to (43) and (44) the weak inference R(z, z 0 ) = 0



`



(a − a0 )2 + (b − b0 )2 = 0 ∨ (a − a0 )2 + (b + b0 )2 = 0.



By Lemma 2.1.12, we obtain an incompatibility   y R(z, z 0 ) = 0, H y K[v] with monoid part S 4 and degree in w bounded by   4 δw + max{degw a − a0 , degw b − b0 } − min{degw a − a0 , degw b − b0 } , which serves as the final incompatibility.



2.5







Matrices



We introduce the notation we use to deal with matrix identities in the weak inference context. Notation 2.5.1 (Identical Matrices) Let A = (Aij )1≤i,j≤p , B = (Bij )1≤i,j≤p ∈ K[u]p×p . The expression A ≡ B is an abbreviation for ^ Aij = Bij . 1≤i≤p, 1≤j≤p



We denote by 0 the matrix with all its entries equal to 0.
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We illustrate the use of this notation with two lemmas. Lemma 2.5.2 Let A, B ∈ K[u]p×p . Then A ≡ 0, B ≡ 0



`



A + B ≡ 0.



If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree in w ⊂ v bounded by δw , the final incompatibility has the same monoid part and degree in w bounded by δw + max{max{degw Aij , degw Bij } − degw Aij + Bij | 1 ≤ i ≤ p, 1 ≤ j ≤ p}. Proof. Follows from Lemma 2.1.8.







Lemma 2.5.3 Let A, B, C ∈ K[u]p×p . Then A≡0



`



B · A · C ≡ 0.



If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree in w ⊂ v bounded by δw , the final incompatibility has the same monoid part and degree in w bounded by δw + degw B + degw A + degw C. Proof. Follows from Lemma 2.1.8.
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Intermediate Value Theorem



In this section we prove a weak existence version of the Intermediate Value Theorem for polynomials (Theorem 3.1.3) and we apply it to prove the weak existence of a real root for a polynomial of odd degree (Theorem 3.2.1). The only result extracted from Section 3 used in the rest of the paper is the last result of the section, which is Theorem 3.2.1 (Real Root of an Odd Degree Polynomial as a weak existence), and is used three times in Section 4.



3.1



Intermediate Value Theorem



We define the following auxiliary function, which plays a key role in the estimates of the growth of degrees in the construction of incompatibilities related to the Intermediate Value Theorem. Definition 3.1.1 Let g1 : N × N → N, k



g1 {k, p} = 23·2 pk+1 . We extend the definition of g1 with g1 {−1, 0} = 2. Technical Lemma 3.1.2 For every (k, p) ∈ N × N, 4pg1 {k − 1, k}g1 {k, p} ≤ g1 {k + 1, p}. Proof. Easy.







Theorem 3.1.3 (Intermediate Value Theorem as a weak existence) Let P h 0≤h≤p Ch · y ∈ K[u, y]. Then ∃(t1 , t2 ) [ Cp 6= 0, P (t1 ) · P (t2 ) ≤ 0 ]



`



P (y)



=



∃t [ P (t) = 0 ].



If we have an initial incompatibility in K[v, t] where v ⊃ u and t, t1 , t2 6∈ v, with monoid part S, degree in w ⊂ v bounded by δw and degree in t bounded by δt , the final incompatibility has monoid part S e · Cp2f with e ≤ g1 {p − 1, p}, f ≤ g1 {p − 1, p}δt , degree in w bounded by g1 {p − 1, p}(δw + δt degw P ) and the degree in (t1 , t2 ) bounded by g1 {p − 1, p}δt . Note that the degree estimates obtained are doubly exponential in the degree of P (y) with respect to y. The proof is based on an induction on the degree of P (y) with respect to y, which is an adaptation of the proof by Artin [1] that if a field is real (i.e. -1 is not a sum of squares) its extension by an irreducible polynomial of odd degree is also real. Proof: Consider the initial incompatibility in K[v, t] X X ωi Vi2 (t) · Ni + Wj (t) · Zj + Q(t) · P (t) = 0 S+ i



j



(1)
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2 ), ω ∈ K, ω > 0, V (t) ∈ K[v, t] and N ∈ M (H ) for every i, W (t) ∈ K[v, t] with S ∈ M (H6= i i i i ≥ j and Zj ∈ H= for every j and Q(t) ∈ K[v, t], where H = [H6= , H≥ , H= ] is a system of sign conditions in K[v]. The proof is done by induction on p. For p = 0, P (t) = C0 and P (t1 ) · P (t2 ) = C02 . We evaluate t = 0 in (1), we pass the term Q(0) · C0 to the right hand side, we square both sides and we pass Q2 (0) · C02 back to the left hand side. We take the result as the final incompatibility. Suppose now p ≥ 1. If Q(t) is the zero polynomial, we evaluate t = 0 in (1) and we take the result as the final incompatibility. From now, we suppose that Q(t) is not the zero polynomial and therefore, δt ≥ p. We denote by δ¯t the smallest even number greater than or equal to δt . 1¯ δt For every i, let V˜i (t) ∈ K[v, t] be the remainder of Cp2 · Vi (t) in the division by P (t) considering t as the main variable; then degw V˜i (t) ≤ degw Vi (t) + 21 δ¯t degw P . Similarly, for every j, let ˜ j (t) ∈ K[v, t] be the remainder of C δ¯t · Wj (t) in the division by P (t) considering t as the main W p ˜ j (t) ≤ deg Wj (t) + δ¯t deg P . variable; then deg W w



w



w



¯



We multiply (1) by Cpδt and we deduce that exists Q0 (t) ∈ K[v, t] such that X X ¯ ˜ j (t) · Zj + Q0 (t) · P (t) = 0. ωi V˜i2 (t) · Ni + W S · Cpδt + i



(2)



j



¯ ˜ j (t) · Zj for every j is bounded by Since the degree in w of S · Cpδt , V˜i2 (t) · Ni for every i and W δw + δ¯t degw P , the degree in w of Q0 (t) · P (t) is also bounded by the same quantity. If Q0 (t) is the zero polynomial, we evaluate t = 0 in (2) and take the result as the final ˜ i (t) = 0 for every incompatibility. In particular, for p = 1, degt V˜i (t) = 0 for every i and degt W 0 j; looking at the degree in t in (2), we deduce that Q (t) is the zero polynomial and we are done. ˜ 0 (t); From now on, we suppose p ≥ 2 and that Q0 (t) is not the zero polynomial. Let q = degt Q P ` 0 looking again at the degree in t in (2) we have q ≤ p − 2. Let Q (t) = 0≤`≤q D` · t and, for P 0 ≤ k ≤ q + 1, Q0k−1 (t) = 0≤`≤k−1 D` · t` . We will prove, by a new induction on k, that for 0 ≤ k ≤ q + 1, we have     ^     Cp 6= 0, Q0 (t1 ) · Q0 (t2 ) ≤ 0, D = 0, H ` k−1 k−1   y y k≤`≤q K[v,t1 ,t2 ]



of type S ek ·Cp2fk +Nk,1 (t1 , t2 )−Nk,2 (t1 , t2 )·Q0k−1 (t1 )·Q0k−1 (t2 )+Zk (t1 , t2 )+



X



D` ·Rk,` (t1 , t2 ) = 0 (3)



k≤`≤q



with Nk,1 (t1 , t2 ), Nk,2 (t1 , t2 ) ∈ N (H≥ )K[v,t1 ,t2 ] , Zk (t1 , t2 ) ∈ Z (H= )K[v,t1 ,t2 ] , Rk,` (t1 , t2 ) ∈ K[v, t1 , t2 ] for every `, ek ≤ g1 {k, p} − 2, fk ≤ (g1 {k, p} − 2)δt , degree in w bounded by (g1 {k, p} − 4)(δw + δt degw P ) and degree in (t1 , t2 ) bounded by (g1 {k, p} − 4)δt . For k = 0, we simply evaluate t = 0 in (2). Suppose now that we have an equation like (3) for some 0 ≤ k ≤ q. We will obtain an equation like (3) for k + 1. • We rewrite (2) in this way: X X ¯ ˜ j (t) · Zj + P (t) · S · Cpδt + ωi V˜i (t)2 · Ni + W i



j



X k+1≤`≤q



D` · t` + P (t) · Q0k (t) = 0
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   0 D` = 0, Qk (t) = 0, H   y k+1≤`≤q ^



(4)



K[v,t]



with degree in w bounded by δw + δ¯t degw P and degree in t bounded by 2(p − 1). Since k < p, by the inductive hypothesis on p, we have a procedure to obtain from (4) an incompatibility     ^   0 0  Cp 6= 0, Dk 6= 0, Q (t1 ) · Q (t2 ) ≤ 0, D` = 0, H  (5) k k   y y k+1≤`≤q K[v,t1 ,t2 ]



0



¯



0



0



with monoid part S e · Cpδt e · Dk2f with e0 ≤ g1 {k − 1, k}, f 0 ≤ 2g1 {k − 1, k}(p − 1), degree in w bounded by g1 {k − 1, k}(δw + δ¯t degw P + 2(p − 1)(δw + δ¯t degw P )) = g1 {k − 1, k}(2p − 1)(δw + δ¯t degw P ) and degree in (t1 , t2 ) bounded by 2g1 {k − 1, k}(p − 1). • On the other hand, we substitute Q0k−1 (t1 ) · Q0k−1 (t2 ) = Q0k (t2 ) · Q0k (t2 ) + Dk · − tk1 · Q0k (t2 ) − tk2 · Q0k (t1 ) + Dk · tk1 · tk2 in (3) and we obtain     Cp 6= 0, Q0 (t1 ) · Q0 (t2 ) ≤ 0, k k  y



   D` = 0, H   y k≤`≤q ^







(6)



K[v,t1 ,t2 ]



with monoid part S ek · Cp2fk , degree in w bounded by g1 {k, p}(δw + δt degw P ) and degree in (t1 , t2 ) bounded by (g1 {k, p} − 4)δt + 2k. • Finally we apply to (5) and (6) the weak inference `



Dk 6= 0 ∨ Dk = 0.



By Lemma 2.1.16, we obtain     Cp 6= 0, Q0 (t1 ) · Q0 (t2 ) ≤ 0, k k  y



   D` = 0, H   y k+1≤`≤q ^



K[v,t1 ,t2 ]



2f with monoid part S ek+1 · Cp k+1 with ek+1 = e0 + 2ek f 0 and fk+1 = 21 δ¯t e0 + 2fk f 0 , degree in w bounded by g1 {k − 1, k}(2p − 1)(δw + δ¯t degw P ) + 2f 0 g1 {k, p}(δw + δt degw P ) and degree in (t1 , t2 ) bounded by 2g1 {k − 1, k}(p − 1) + 2f 0 ((g1 {k, p} − 4)δt + 2k). The bounds ek+1 ≤ g1 {k + 1, p} − 2 and fk+1 ≤ (g1 {k + 1, p} − 2)δt follow using Lemma 3.1.2 since



g1 {k−1, k}+4(g1 {k, p}−2)g1 {k−1, k}(p−1) ≤ 4pg1 {k−1, k}g1 {k, p}−2 ≤ g1 {k+1, p}−2. The degree bounds also follow using Lemma 3.1.2 since 2g1 {k−1, k}(2p−1)+4g1 {k−1, k}g1 {k, p}(p−1) ≤ 4pg1 {k−1, k}g1 {k, p}−4 ≤ g1 {k+1, p}−4
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and 2g1 {k − 1, k}(p − 1) + 4g1 {k − 1, k}((g1 {k, p} − 4)δt + 2k)(p − 1) ≤ ≤ (4pg1 {k − 1, k}g1 {k, p} − 4)δt ≤ ≤ (g1 {k + 1, p} − 4)δt . So, for k = q + 1, we have 2fq+1



S eq+1 · Cp



+ Nq+1,1 (t1 , t2 ) + Zq+1 (t1 , t2 ) = Nq+1,2 (t1 , t2 ) · Q0 (t1 ) · Q0 (t2 ).



On the other hand, substituting t = t1 and t = t2 in (2) we have X X ¯ ˜ j (t1 ) · Zj = −Q0 (t1 ) · P (t1 ) ωi V˜i (t1 )2 · Ni + S · Cpδt + W i



and



¯



S · Cpδt +



X



(7)



(8)



j



ωi V˜i (t2 )2 · Ni +



i



X



˜ j (t2 ) · Zj = −Q0 (t2 ) · P (t2 ). W



(9)



j



Multiplying (7), (8) and (9) and passing terms to the left hand side we obtain 2(fq+1 +δ¯t )



S eq+1 +2 ·Cp



2



2



+N (t1 , t2 )−Nq+1,2 (t1 , t2 )·Q0 (t1 )·Q0 (t2 )·P (t2 )·P (t2 )+Z(t1 , t2 ) = 0 (10)



for some N (t1 , t2 ) ∈ N (H≥ )K[v,t1 ,t2 ] and Z(t1 , t2 ) ∈ Z (H= )K[v,t1 ,t2 ] . Equation (10) serves as the final incompatibility, taking into account that eq+1 + 2 ≤ g1 {q + 1, p}, fq+1 + δ¯t ≤ g1 {q + 1, p}δt , the degree in w is bounded by (g1 {q + 1, p} − 4)(δw + δt degw P ) + 2(δw + δ¯t degw P ) ≤ g1 {q + 1, p}(δw +δt degw P ), the degree in (t1 , t2 ) is bounded by (g1 {q+1, p}−4)δt +4p−4 ≤ g1 {q+1, p}δt and g1 {q + 1, p} ≤ g1 {p − 1, p}. 



3.2



Real root of a polynomial of odd degree



Now we prove the weak existence of a real root for a monic polynomial of odd degree as a consequence of Theorem 3.1.3 (Intermediate Value Theorem as a weak existence). Theorem 3.2.1 (Real Root of an Odd Degree Polynomial as a weak existence) Let P p be an odd number and P (y) = y p + 0≤h≤p−1 Ch · y h ∈ K[u, y]. Then `



∃t [ P (t) = 0 ].



If we have an initial incompatibility in K[v, t] where v ⊃ u and t 6∈ v, with monoid part S, degree in w ⊂ v bounded by δw and degree in t bounded by δt , the final incompatibility has monoid part S e with e ≤ g1 {p − 1, p} and degree in w bounded by 3g1 {p − 1, p}(δw + δt degw P ) (see Definition 3.1.1). To prove Theorem 3.2.1 we first give in Lemma 3.2.2, for a monic polynomial of odd degree, a real value where it is positive and a real value where it is negative. Then, we apply the weak existence version of the Intermediate Value Theorem from Theorem 3.1.3.
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P Lemma 3.2.2 Let p be an odd number, P (y) = y p + 0≤h≤p−1 Ch · y h ∈ K[u, y] and E = P p + 0≤h≤p−1 Ch2 ∈ K[u]. Then both P (E) and −P (−E) are sums of squares in K[u] multiplied by positive elements in K plus a positive element in K. Proof. We only prove the claim for P (E) and the respective claim for −P (−E) follows by considering the polynomial −P (−y). We consider the Horner polynomials of P , Hor0 (P ) = 1, Hori (P ) = Cp−i + y · Hori−1 (P ) for 1 ≤ i ≤ p. We will prove by induction on i that for 1 ≤ i ≤ p, X Hori (P )(E) = p − i + Ch2 + Ni + ωi (11) 0≤h≤p−i−1



with Ni ∈ N (∅) and ωi a positive element in K. For i = 1 we have X Hor1 (P )(E) = Cp−1 + p + Ch2 = p − 1 +



X 0≤h≤p−2



0≤h≤p−1



 1 2 3 Ch2 + Cp−1 + + . 2 4



Suppose now that we have an equation like (11) for some 1 ≤ i − 1 ≤ p − 1. Then we have     P P Hori (P )(E) = Cp−i + p + 0≤h≤p Ch2 · p − i + 1 + 0≤h≤p−i Ch2 + Ni−1 + ωi−1 = = p−i+



P



2 0≤h≤p−i−1 Ch



+ Ni + ωi



by taking    X Ni = p − 1 + Ch2 · p − i + 1 + 0≤h≤p



X 0≤h≤p−i



  1 2 Ch2 + Ni−1 + ωi−1 + Ni−1 + Cp−i + 2



and ωi = ωi−1 + 43 . Finally, since Horp (P ) = P , the claim follows by considering equation (11) for i = p.







Proof of Theorem 3.2.1: We apply to the initial incompatibility the weak inference ∃(t1 , t2 ) [ P (t1 ) · P (t2 ) ≤ 0 ]



`



∃t [ P (t) = 0 ]



By Theorem 3.1.3 (Intermediate Value Theorem as a weak existence), we obtain an incompatibility with monoid part S e with e ≤ g1 {p−1, p}, degree in w bounded by g1 {p−1, p}(δw +δt degw P ) and degree in (t1 , t2 ) bounded by g1 {p − 1, p}δt . Then we simply substitute t1 = E and t2 = −E where E is defined as in Lemma 3.2.2. The degree bound follows easily. 
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Fundamental Theorem of Algebra



In this section, we follow the approach of a famous algebraic proof of the Fundamental Theorem of Algebra due to Laplace’s to give a weak existence form of this theorem (Theorem 4.1.8). This approach is based on an induction on the power of 2 appearing in the degree of the polynomial, being the base case the case of polynomials of odd degree. We then apply Theorem 4.1.8 to obtain a weak disjunction on the possible decompositions of a polynomial in irreducible real factors according to the number of real and complex roots (Theorem 4.2.4). Finally we obtain a weak disjunction on the possible decompositions of a polynomial in irreducible real factors taking into account multiplicities (Theorem 4.3.5). Apart from many results from Section 2, the only result from Section 3 used in this section is Theorem 3.2.1 (Real Root of an Odd Degree Polynomial as a weak existence), and it is used once in the base case of the induction in the proof of Theorem 4.1.8 (Fundamental Theorem of Algebra as a weak existence), once in the proof of Lemma 4.2.1 and once in the proof of Theorem 4.2.4 (Real Irreducible Factors as a weak existence). On the other hand, the only result extracted from Section 4 used in the rest of the paper is Theorem 4.3.5 (Real Irreducible Factors with Multiplicities as a weak existence), which is used only once in Section 6.



4.1



Fundamental Theorem of Algebra



In order to prove a weak existence version of the Fundamental Theorem of Algebra in Theorem 4.1.8, we need some auxiliary notation, definitions and results. r Notation 4.1.1 For p ∈ N∗ , we denote by r{p} the  biggest nonnegative integer r such that 2 p divides p and by n{p} the combinatorial number 2 .



Laplace’s proof of the Fundamental Theorem of Algebra [37] is very well known (see for example [3]). It is based on an inductive reasoning on r{p}, where p is the degree of the polynomial P ∈ R[X] for which the existence of a complex root is being proved. The result is true for a polynomials of odd degree for which r{p} = 0. An auxiliary polynomials of degree n{p} is constructed, and has a complex root by induction, taking into account that r{n{p}} = r{p}−1. A complex root of P is then produced by solving a quadratic equation. Following Laplace’s approach, we define auxiliary polynomials. 0 00 , . . . , y 00 Definition 4.1.2 Let p ≥ 1, c = (c0 , . . . , cp−1 ), y 0 = (y00 , . . . , yn{p} ) and y 00 = (y0,1 0,n{p} , 00 , . . . , y 00 00 y1,2 1,n{p} , . . . , yn{p}−1,n{p} ) be vectors of variables. We denote by K(c) the algebraic closure of K(c). We consider P • P (c, y) = y p + 0≤h≤p−1 ch · y h ∈ K[c, y],



• for 0 ≤ k ≤ n{p}, Qk (c, yk0 ) =



Y



(yk0 − k(ti + tj ) − ti tj ) ∈ K[c, yk0 ]



1≤i 
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