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Abstract This paper is concerned with the numerical approximation of viability kernels. The method described here provides an alternative approach to the usual viability algorithm. We first consider a characterization of the viability kernel as the value function of a related optimal control problem, and then use a specially relevant numerical scheme for its approximation. Since this value function is discontinuous, usual discretization schemes (such as finite differences) would provide a poor approximation quality because of numerical diffusion. Hence, we investigate the Ultra-Bee scheme, particularly interesting here for its anti-diffusive property in the transport of discontinuous functions. Although currently there is no available convergence proof for this scheme, we observed that numerically, the experiments done on several benchmark problems for computing viability kernels and capture basins are very encouraging compared to the viability algorithm, which fully illustrates the relevance of this scheme for numerical approximation of viability problems. © 2006 IMACS. Published by Elsevier B.V. All rights reserved. Keywords: Viability kernel; Capture basin; Ultra-Bee scheme; Optimal control



1. Introduction We consider a control system, defined by the differential equation:   y(t) ˙ = f y(t), u(t) , u(t) ∈ U for almost every t  0 y(0) = x0



(1a) (1b)



where f : Rn × Rp → Rn and U is a compact subset in Rp . We denote by F the set-valued map defined by F (y) := {f (y, u), u ∈ U }, for every y ∈ Rn . Following [2], we say that a solution y(·) of (1a) is viable in a constrained set K ⊂ Rn , under the dynamics F , if it remains in K forever: ∀t  0,



y(t) ∈ K.



(2)
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The Viability Kernel of K under F , denoted by ViabF (K), is defined as the set of points x0 from which can start a viable solution, i.e.,    ViabF (K) := x0 ∈ K, ∃u ∈ L∞ (0, +∞); U ,



 the solution y of (1a) associated to u satisfies ∀t  0, y(t) ∈ K .



(3)



The viability theory aims at controlling dynamical systems with the goal to maintain them inside a given constrained set. Such problems are frequent in ecology or economics, where the systems die or badly deteriorate when they leave some regions of the state space. For instance Béné et al. studied the management of a renewable resource as a viability problem [6]. They pointed out irreversible overexploitation configurations related to the resource extinction. Mullon et al. proposed a viability model of the trophic interactions in marine ecosystems [18]. Bonneuil studied the conditions the prey-predator dynamics must satisfy to avoid the extension of one or the other species as a viability problem [8]. Recent applications of viability concepts can also be found in finance [22] and in the evaluation of the resilience of socio-ecological systems [17]. The viability kernel may be characterized in diverse ways through tangential conditions thanks to the viability theorems [3]. The viability kernel algorithm, proposed by Saint-Pierre [20] computes for a given grid Gh , a discrete viability kernel that converges to the viability kernel ViabF (K) when the grid resolution h tends to 0. In this paper, we investigate an alternative approach. First, we characterize the viability kernel by the infinite time limit of the value function of an evolutionary control problem. This value function being discontinuous, usual discretization schemes such as those based on interpolation techniques (like semi-Lagrangian or finite differences methods developed for continuous value functions [10,1]) fail to provide accurate approximations because of numerical diffusion [13]. Here, we propose to use the anti-diffusive Ultra-Bee scheme extended to the resolution of Hamilton–Jacobi– Bellman equations [7], which we believe is particularly relevant to the specific shape of the value functions derived from viability problems. So far, no convergence proof for this scheme is available. However, the numerical experiments tested on several benchmark problems and compared to the viability algorithm are very encouraging, in terms of the approximation error. Extension to the computation of the capture basin of a target C ⊂ K (defined as the set of initial states x0 ∈ K such that C is reached in finite time before possibly leaving K by at least one trajectory y(·)) is also treated and illustrated. The paper is organized as follows. In Section 2, we define value functions related to the above problems, and give Hamilton–Jacobi–Bellman (HJB) equations satisfied by these value functions. In Section 3, we recall the UltraBee scheme adapted to treat HJB equations, and also define an Ultra-Bee scheme for computing a capture basin. In Section 4 we compare on various examples the numerical results given by the Ultra-Bee scheme and by the viability algorithm (we deeply thank P. Saint-Pierre for allowing us to use his code). For sake of completeness we also recall the viability algorithm in Appendix A. 2. Statement of the problem and basic results Let K be a non-empty compact subset of Rn , and let U be a non-empty compact convex subset of Rp . Let f : Rn × U → Rn satisfies: (A1) f is a continuous function. There exists two functions g(x) and h(x) such that f (x, u) = g(x) + h(x) · u. There exists co  0 s.t. supu∈U |f (x, u)|  co (1 + |x|). Moreover, for every R > 0, there exists LR > 0, such that ∀x, y ∈ B(0, R), supu∈U |f (x, u) − f (y, u)|  LR |x − y|. Remark 2.1. Note that in what follows, it could be also possible to consider more general functions f , replacing the assumption f (x, u) = g(x) + h(x) · u by for instance the fact that for all x, the subset {f (x, u), u ∈ U } is convex and compact.
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2.1. Preliminaries and notations For any measurable control u ∈ U := L∞ ((0, ∞); U ), we denote by yx (·) the unique absolutely continuous solution of



  y˙x (t) = f yx (t), u(t)



for a.e. t  0, : Rn



We define the set-valued map F   F (z) := f (z, u); u ∈ U .



yx (0) = x.



(4)



→ R by



If (A1) is fulfilled then F is a continuous set-valued map which satisfies a linear growth (i.e. ∃C  0, ∀x ∈ Rn , supy∈F (x) |y|  C(1 + |x|)), and has convex compact values. It is easy to check that if yx is a solution of (4), then yx satisfies the differential inclusion:   z˙ (t) ∈ F z(t) for a.e. t  0, z(0) = x. (5) Conversely, z is a solution of (5) if there exists u ∈ L∞ ((0, ∞); U ) such that z is the solution of (4) associated to u [2,3]. In order to deal with capture basin problems in Section 2.3, we shall need to define modified dynamics FC , associated to a given compact set C ⊂ Rn , by: ⎧ if z ∈ / C, ⎨ F (z) FC (z) := Conv{0, F (z)} if z ∈ ∂C, (6) ⎩ {0} if z ∈ int(C) where int(C) is the interior of C, ∂C is the border of C, and Conv{0, F (z)} is the convex hull of {0} ∪ F (z). Here, under the assumption (A1), the set-valued function FC is upper semi-continuous,1 satisfies a linear growth, and has convex compact values. In this case also, the following differential inclusion:   y(t) ˙ ∈ FC y(t) for a.e. t  0, y(0) = x, (7) admits absolutely continuous solutions (see [2]). Moreover, for any solution y of (7), there exists u ∈ L∞ ((0, ∞); U ) and w ∈ L∞ ((0, +∞); [0, 1]) such that:   y(t) ˙ = w(t)f y(t), u(t) for a.e. t  0, y(0) = x, and (8a)   w(t) ∈ W y(t) , for a.e. t  0 (8b) where W is the set-valued map defined by ⎧ if z ∈ / C, ⎨ {1} z ∈ Rn W(z) = [0, 1] if z ∈ ∂C, ⎩ {0} if z ∈ int C.



(9)



For this fact one can adapt the proof of [2, Chapter 1.14, Corollary 1]. Remark 2.2. The trajectories of (7) correspond to the same trajectories as the solutions of (4) as long as it evolves outside the set C. When a trajectory of (7) touches the border ∂C of C, then it may either stay on the border or keep moving under the dynamics F . When it starts from a point of the interior of C, it does not move anymore. 2.2. Viability kernel To determine the viability kernel of K under the dynamics F , we define the function 0 if ∃u ∈ U, s.t. the solution yx of (4) satisfies yx (t) ∈ K, ∀t  0, V(x) := +∞ otherwise. 1 For any x , for any open N such that F (x ) ⊂ N , ∃M neighborhood of x , F (M) ⊂ N . 0 0 0 C
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Of course we have that V(x) = +∞ if x ∈ / K. We can also write V(x) as an optimization problem:   V(x) = min 0 | ∃u ∈ U, yx solution of (4) satisfies yx (t) ∈ K, ∀t  0 , with the convention that V(x) = +∞ if the set of constraints is empty. Then the viability kernel is given by   ViabF (K) = x ∈ Rn , V(x) = 0 . For each T  0, we introduce now the following time-dependent value function 0 if ∃u ∈ U, yx solution of (4), yx (t) ∈ K ∀t ∈ [0, T ], V (T , x) = +∞ otherwise. Moreover, we have Lemma 2.1. Under assumption (A1), for every x ∈ K, V (T , x) converges towards V(x) as T → +∞. Proof. We first remark that, for every x ∈ Rn , 0  T  T , we have V (T , x)  V (T , x). Indeed, suppose that V (T , x) = 0. Then there exists a control u such that yx (t) ∈ K for every t ∈ [0, T ], and in particular for every t ∈ [0, T ]. Hence V (T , x) = 0. Otherwise, in the case V (T , x) = +∞, the inequality V (T , x)  V (T , x) is also satisfied. Now, in the case V(x) = 0, there exists u ∈ U , such that the trajectory yx associated to u and starting from x T →+∞ satisfies yx (t) ∈ K ∀t  0. This implies that V (T , x) = 0 for all T > 0, and we have V (T , x) −−−−−→ 0. For the reciprocal, we follow the arguments of [20, Theorem 3.1]. Let x ∈ K such that limT →+∞ V (T , x) = 0. This means that for every n  0, there exists a trajectory yn solution of (5) (with the initial condition yn (0) = x) such that yn (t) belongs to K for every t ∈ [0, n]. Using (A1), we obtain the bounds:



 







yn (t)  1 + |x| eco t t  0; 







 



y˙n (t)  co 1 + |x| eco t a.e. t > 0; here co is the same as in (A1). Then, the sequence (yn ) is bounded in W 1,1 (0, +∞; e−(co +1)t dt) (which is the space of functions z ∈ L1 (0, +∞; −(c e o +1)t dt) integrable for the measure e−(co +1)t dt and such that its weak derivative z˙ ∈ L1 (0, +∞; e−(co +1)t dt). By the Ascoli–Alaoglu theorem, we derive that there exists a function y ∈ W 1,1 (0, +∞; e−(co +1)t dt) and a subsequence, still denoted by yn , such that yn converges uniformly to y,



  y˙n converges weakly to y˙ in L1 0, +∞; e−(co +1)t dt . Moreover, by the convergence theorem [2, Chapter 1.4, Theorem 1], y satisfies   y(t) ˙ ∈ F y(t) a.e. t > 0, y(0) = x. On the other hand, for every t  0: y(t) = lim yn (t) ∈ K. n→∞ nt



We conclude that there exists a trajectory starting at x and lying in K forever, thus V(x) = 0 which ends the proof. Note that this result is not new; a similar result may be found in [3, Chapter 4]. We may also deduce the following result (which proof is left to the reader): Lemma 2.2. Let ΩT := {x, V (T , x) = 0}. Under the assumption (A1), we have (i) ΩT ⊂ ΩT ⊂ K, for every T  T  0,  (ii) T >0 ΩT = ViabF (K).
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Now we propose to compute ΩT for T large enough, and to approximate ViabF (K) by ΩT . We thus look for an approximation for V (T ,·) in K. It is clear that V can be interpreted as a value function of an optimal control problem:   V (T , x) = min 0 | ∃u ∈ U, yx solution of (4) and yx (t) ∈ K, ∀t ∈ [0, T ] . Then V satisfies an Hamilton–Jacobi–Bellman equation of the following form:   Vt − min f (x, u) · ∇x V = 0, t > 0, x ∈ K; u∈U



V (0, x) = 0,



x ∈ K.



(10a) (10b)



Many works deal with the sense of solution of the above equation. Let us just mention that under hypotheses which include the “inward-pointing” constraint qualification min f (x, u) · ηx < 0 ∀x ∈ ∂K



(11)



u∈U



(where ηx is the unit outward normal vector, in the case ∂K is sufficiently smooth) the value function is continuous and is the unique viscosity solution of (10). The hypothesis (11) was introduced by Soner [23], see also CapuzzoDolcetta and Lions [11], Ishii and Koike [15]. In our case, the inward qualification assumption does not necessarily hold, since it would imply that ViabF (K) = K (in this case, it obvious that V (T , x) = 0 if x ∈ K and V (T , x) = +∞ otherwise). When the “inward-pointing” constraint fails, the characterization of the value function as the lower semi-continuous solution to (10) is provided by Frankowska and Plaskacz [14] under the “outward-pointing” constraint qualification: max f (x, u) · ηx > 0 ∀x ∈ ∂K.



(12)



u∈U



(In this case, the solution of (10) is no more necessarily V (T , x) = 0 if x ∈ K and V (T , x) = +∞ otherwise.) The notion of lower semi-continuous solutions has first been introduced by Barron and Jensen [5,4]. The results of [14] can been viewed as a generalization of the work of Barron–Jensen done for state constraint-free problems. These hypotheses (11) or (12) under which the value function may correctly be characterized, will not be further investigated here. Our purpose in this paper is not to provide a theoretical framework for analyzing the solution to this kind of HJB equations, but rather to illustrate the numerical approximation of the value function by using a specific (anti-diffusive) scheme. 2.3. Capture basin Let us introduce a “target” C, a closed subset of K. The subset of initial states x ∈ K such that C is reached in finite time before possibly leaving K by at least one trajectory yx (·) is called the capture basin of C in K and denoted CaptF (C):  CaptF (C) := x ∈ K; s.t. there exist yx solution of (5) and t  0,  such that yx (t) ∈ C, yx (s) ∈ K, ∀s ∈ [0, t] . (13) We now consider the modified dynamics FC defined in (6). It is know that we have ViabFC (K) = CaptF (C) ∪ ViabF (K) (see [21] for instance). Hence if K is a “repeller” for F , i.e. ViabF (K) = ∅, then we have CaptF (C) = ViabFC (K). However in general ViabF (K) = ∅, and we need an other approach for the approximation of CaptF (C). For our purpose, let T > 0. Let χC be defined by χC (x) := 0 if x ∈ C and χC (x) = +∞ otherwise. Consider ϑT (τ, x) be defined by     (14) ϑT (τ, x) := min χC yτ,x (t) ; yτ,x a solution of (15) and yτ,x (s) ∈ K for s ∈ [τ, t] , t∈[τ,T ]



where



  y˙τ,x (s) ∈ F yτ,x (s)



for a.e. s  τ,



yτ,x (τ ) = x.



(15)



(As already mentioned in Section 2.1, y is a solution of (15) if and only if there exists a control u ∈ U such that y(t) ˙ = f (y(t), u(t)), y(τ ) = x.)
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The function ϑT takes the value 0 whenever there exists a trajectory yτ,x solution of (15) which reaches the target C before time T (while staying in K), otherwise its value is +∞. Now we define the capture basin before time T by   CaptF (C; T ) := x ∈ K, ϑT (0, x) = 0 . In particular, T → CaptF (C; T ) is increasing for the inclusion, and also we find the usual capture basin as T → ∞: lim CaptF (C; T ) = CaptF (C).



T →∞



On the other hand, we remark the following identity (under the assumption (A1)):     ϑT (τ, x) = min χC y˜τ,x (T ) ; y˜τ,x solution of (17) and y˜τ,x (s) ∈ K for all s ∈ [τ, T ]



(16)



where   y˜˙ τ,x (s) ∈ FC y˜τ,x (s) ,



y˜τ,x (τ ) = x



(17)



(the proof is left to the reader). In this formula the trajectories y˜τ,x (t) are watched up to time T , but when entering into the target, they do not move anymore. Thus the minimal time problem (14) is turned into a Rendez–Vous problem (16) with state constraints. In fact it is not important to know the minimal time for reaching the target, but only to know if the target is reachable in finite time. Note that in the new equivalent problem (16), we can use the expression mentioned in (8a) (and Remark 2.2) to understand the dynamics of the solutions of (7). Using (16) we can state a dynamic programming principle for ϑT (for τ + t  T ):     ϑT (τ, x) = min ϑT τ + t, y˜τ,x (τ + t) ; y˜τ,x (s) solution de (17), y˜τ,x (s) ∈ K, ∀s ∈ [τ, τ + t] , (18a) ϑT (T , x) = χC (x).



(18b)



Under some technical assumptions, ϑT is the lower semi-continuous solution of an HJB equation (see [14]). 3. Ultra-Bee scheme We shall present the Ultra-Bee (UB) scheme for Eq. (18) in space dimension 2, using three steps: we first present the UB scheme for linear advection in 1d, then in 2d, and finally in 2d for Eq. (18). UB scheme for 1d linear advection. We consider the discretization of vt + f (x)vx = 0, t > 0, x ∈ R, v(0, x) = v0 (x)



(19)



where x → f (x) is Lipschitz-continuous, and the initial condition v0 is assumed in L1loc (R). Let (xj ) such that xj +1 − xj = x and tn = nt be uniform space and time discretizations, where x, t are the mesh sizes. Let Vjn denotes a numerical approximation of the solution v(tn , xj ), The UB scheme for (19) takes the following form: Vjn+1 − Vjn



+ f (xj ) t with the initialization: 1 Vj0 := x



n,R Vjn,L +1/2 − Vj −1/2



x



= 0,



(20)



x j +1/2



v0 (x) dx,



(21)



xj −1/2 n,L n,R where xj +1/2 = xj + x 2 . Here Vj +1/2 and Vj +1/2 are numerical fluxes that will be defined below. We write (20) in the equivalent non-conservative form:  n,R  Vjn+1 = Vjn − νj Vjn,L (22) +1/2 − Vj −1/2 ,
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where νj :=



t f (xj ) x



is a “local CFL” number. We assume that |νj |  1 ∀j . In the case νj = 0, we thus consider Vjn+1 = Vjn , and the fluxes n,R/L



Vj +1/2 need not be defined. We first set ⎧ ⎨ bj+ := max(Vjn , Vjn−1 ) + 1 (Vjn − max(Vjn , Vjn−1 )), νj if νj > 0, ⎩ Bj+ := min(Vjn , V n ) + 1 (Vjn − min(Vjn , V n )), j −1 j −1 νj ⎧ − ⎨ bj := max(Vjn , Vjn+1 ) + 1 (Vjn − max(Vjn , Vjn+1 )), |νj | if νj < 0, − n n ⎩ Bj := min(Vj , V ) + 1 (Vjn − min(Vjn , V n )). j +1 j +1 |νj |



(23)



(24)



These numbers satisfy bj+  Bj+ , and bj−  Bj− . There are useful in order to obtain stability properties. For instance, denoting mj := min(Vjn−1 , Vjn ) and Mj = max(Vjn−1 , Vjn ), we have as in [13] the following property: 



+ +  n,R n+1 νj ∈ ]0, 1], Vjn,L ∈ [mj , Mj ]. (25) +1/2 ∈ bj , Bj , Vj −1/2 ∈ [mj , Mj ] ⇒ Vj n,R Now, we define the “fluxes” Vjn,L +1/2 and Vj +1/2 as follows (see [7]) + + n • If νj > 0 then define Vjn,L +1/2 := min(max(Vj +1 , bj ), Bj ). − − n • If νj < 0 then define Vjn,R −1/2 := min(max(Vj −1 , bj ), Bj ). • If νj  0 and νj +1  0, then define n Vjn,R +1/2 := Vj +1



n and Vjn,L +1/2 := Vj .



(26)



n,L n,L n,R • If νj νj +1 > 0, then define Vjn,R +1/2 := Vj +1/2 (if νj > 0) or Vj +1/2 := Vj +1/2 (if νj +1 < 0). n,L n,L n Note that in the case νj > 0 ∀j , we have Vjn,R +1/2 = Vj +1/2 and thus, denoting Vj +1/2 = Vj +1/2 , the scheme (22) takes the more simple form   Vjn+1 = Vjn − νj Vjn+1/2 − Vjn−1/2 .



Here we check easily that Vjn+1/2 , Vjn−1/2 satisfies the assumptions of (25), hence we obtain the stability min(Vjn−1 , Vjn )  Vjn+1  max(Vjn−1 , Vjn ). In the general case |νj |  1, we would obtain     min Vjn−1 , Vjn , Vjn+1  Vjn+1  max Vjn−1 , Vjn , Vjn+1 .



For other stability and convergence properties of this scheme, we refer to [7]. We also introduce the notation F L and F R in the case V n is a one-dimensional vector:   n,L = F L V n i+1/2 Vi+1/2 and



  n,R = F R V n i−1/2 . Vi−1/2



UB scheme for 2d linear advection. Now we consider the equation vt + f1 (x1 , x2 )vx1 + f2 (x1 , x2 )vx2 = 0,



(27)



v(0, x1 , x2 ) = v0 (x1 , x2 ),



(28)



where x = (x1 , x2 ) belongs to a square box of R2 . We consider a Cartesian mesh (x1,i , x2,j ) (i ∈ {1, . . . , Px1 }, j ∈ {1, . . . , Px2 }), with constant mesh sizes x1,i+1 − x1,i = x1 and x2,j +1 − x2,j = x2 , and assume the CFL
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condition



  



t 



t 











 1. f1 (x1,i , x2,j ) , f2 (x1,i , x2,j ) max max i,j x1 x2



(29)



The UB scheme (22) is extended to (27) as proposed in [16], i.e. by using simply a Trotter splitting (or “alternate direction method”, see [12]) The initialization step is 1 0 Vi,j = v0 (x1 , x2 ) dx1 dx2 (30) x1 x2 Ii ×Jj



x1 x2 x2 1 where Ii = [x1,i − x 2 ; x1,i + 2 ] and Jj = [x2,j − 2 ; x2,j + 2 ]. We first make an evolution in the x1 -direction using  n    n t n,1 n Vi,j = Vi,j − f1 (x1,i , x2,j ) F L V.,j − F R V.,j i+1/2 i−1/2 x1 n = (V n ) where V.,j i,j i=1,...,Px1 . Then we evolve in the x2 -direction using n,1 n+1 Vi,j = Vi,j −



 n,1     n,1  t f2 (x1,i , x2,j ) F L Vi,. − F R Vi,. j +1/2 j −1/2 x2



n,1 n,1 = (Vi,j )j =1,...,Px2 . where Vi,. The CFL condition (29) is natural because here we consider a Trotter splitting. Lagoutière [16] proved the very interesting property that the UB scheme advects exactly a particular class of step functions, in the case of constant advection. For instance, for 2-dimensional problems, let u0 such that Vij0 initialized as in (30) belongs to the following space S:   S := (Vi,j ), ∀(a, b) ∈ {0, 1, 2}, V3i+a,3j +b = V3i,3j .



Consider the UB scheme for vt + f · ∇v = 0 where f = (f1 , f2 ) = const is a constant advection vector of R2 . Then, t t , |f2 | x )  1, we have ∀i, j and n  0: assuming the CFL condition max(|f1 | x 1 2 1 n = v(tn , x1 , x2 ) dx1 dx2 Vi,j x1 x2 Ii ×Jj



where v(t, x1 , x2 ) = v0 (x1 − f1 t, x2 − f2 t) is the exact solution (see also [16] for more general functions that are exactly advected). It is this exact transportation property, which corresponds to an “antidissipative” behavior of the UB scheme, which motivates us for using it in front propagation problems such as (10). We refer to [13] for other interesting properties of the UB scheme. HJB-UB scheme. We now consider the discretization of an HJB equation of the form:   vt − min f (x, u) · ∇v = 0, t > 0, x ∈ K. u∈U



(31)



0 is done as in (30). Let N  1 be an integer and We assume the CFL condition (29). The initialization of Vi,j u n+1,UB (u) the UB (uk )k=1,...,Nu be a given discretization of the admissible set U . At time t = tn , we denote by Vi,j n scheme obtained from (Vi,j ) by using the advection f (·,u) with control u, i.e., one time step of the UB scheme for



vt − f (x, u) · ∇v = 0. Then the HJB scheme is given by  n+1,U B  n+1 Vi,j = min Vi,j (uk ) . uk



(32)



We refer to [7] for first applications of the “Ultra-Bee” scheme to the resolution of HJB equations with discontinuous initial data. The scheme seems well adapted to treat discontinuous solutions and in particular when the value function
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takes only two values (0 and 1). Presently we have convergence results for the HJB-UB scheme for (31) in one space dimension but not in two dimensions. HJB-UB scheme for the computation of a capture basin before time T The algorithm for computing a capture basin CaptF (C; T ) before time T , for a given target C, is the following in the 2d setting. Here we assume that x ∈ R2 . Our aim is to discretize, for a given T > 0, the function V (t, x) := ϑT (T − t, x) where ϑT obeys Eq. (18). Let ρ := (x12 + x22 )1/2 (x1 and x2 are the mesh sizes), and Cρ := {x ∈ C, d(x, ∂C) > ρ}, where d is the Euclidean distance (Cρ is a subset of C). Then we consider for u ∈ U and v ∈ [0, 1] the following approximation Wρ of W (see (9)): ⎧ {1} if z ∈ / C, ⎨ [0, 1] if z ∈ C and z ∈ / Cρ , Wρ (z) = (33) ⎩ {0} if z ∈ Cρ . Note that for ρ = 0 we recover C0 = int(C) and W0 = W. In this way, we enlarge the behavior of the dynamics near ∂C, so that a discretization scheme will be able to detect a change near ∂C. Finally the scheme we propose is the HJB-UB scheme applied to the following HJB equation:   vt − w f (x, uk ) · ∇v = 0, min (34) uk ∈U, w∈Wρ (x)



where (uk )k=1,...,N is a given discretization of the set U . Equivalently, we have   n+1,U B n+1 Vi,j = min (uk , w) , Vi,j uk , w∈Wρ (xi,j )



(35)



n+1,U B where Vi,j (uk , w) denotes the value computed with the associated dynamics w · f (xi,j , uk ) on the cell containing xi,j .



Stopping criteria. For the computation of a viability kernel or a capture basin using the UB scheme, the principle is first to evolve in time and compute some approximation of V (t, x) using the HJB-UB algorithm (using a time step n are numerically t > 0 satisfying the CFL condition (29)). Then we decide to stop the scheme when the values Vi,j converging. This means in particular that the capture basin CaptF (C) is approximated by CaptF (C; T ) for some T > 0. In practice, for the first the following section, the UB scheme is stopped when the quantity  two ntests of n−1 V n − V n−1 L1 := x1 x2 i,j |Vi,j − Vi,j | satisfies:   n V − V n−1  1  10−4 . L 4. Numerical tests In the following numerical tests, for the viability algorithm, we have used the basic version as presented in [20]. For practical purpose, the +∞ value can be replaced by +1, and in particular the initial (respectively border) condition V (0, x) = +∞ (respectively V (t, x) = +∞) can be replaced by V (0, x) = +1 (respectively V (t, x) = +1). Example 1 (Consumption problem). We consider the problem of computing the viability kernel for: y˙1 (t) = y1 (t) − y2 (t),



(36a)



y˙2 (t) = u,



(36b)



with a control u ∈ U := [− 12 , 12 ], and the constraints y1 (t) ∈ [0, 2] and y2 (t) ∈ [0, 3]. This corresponds to a consumption problem [20,3]. Hence, here K := [0, 2] × [0, 3] and the corresponding HJB equation is
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Fig. 1. Comparison of the viability algorithm and the UB scheme for the consumption problem (left: Px1 = Px2 = 50, right: Px1 = Px2 = 100).



  Vt + max −f (x1 , x2 , u) · ∇v = 0, u=± 12



∀t > 0, ∀(x1 , x2 ) ∈ K,



V (0, x1 , x2 ) = 0, ∀(x1 , x2 ) ∈ K,   2 , and V (t, x1 , x2 ) = 1, ∀(x1 , x2 ) ∈ / K, t  0. We have replaced the +∞ value by 1 for where f (x1 , x2 , u) = x1 −x u commodity. We have plotted in Fig. 1 the results given by the viability algorithm and by the HJB-UB scheme, for various mesh size (Px1 = Px2 = 50 and 100). For the UB scheme we have used time steps t  0.013 and 0.007 respectively, and stopped the computation at time tn = nt = 5 approximately. We have also used Nu = 2 (u ∈ {− 12 , 12 }). The black lines delimit the border of the exact solution. Note that the viability algorithm computes values 0 or 1. In our algorithm, we compute values which are 0 or 1, or some intermediary value. The intermediary values are observed to be always on a “frontier” which bandwidth is about one or two mesh size. The error on this frontier is not diffused by the scheme (to the contrary to most numerical methods as semi-Lagrangian or finite difference methods), but stays well localised in a small bandwidth. In Fig. 1 and the following, the small black square regions represent the computed viability kernel (or capture basin). For the UB scheme, the black square regions are associated with the points where 0  Vijn  ε with ε = 10−10 (the points from which we should be able to reach the target in time lesser than or equal to tn ); the grey points represents
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Fig. 2. Approximation of the capture basin for the Zermelo problem, Px1 = Px2 = 100. n between 0 (black) and 1 (white). More precisely, these boxes are the mesh box with an intermediary value of Vi,j n  1 − ε. This correspond to mesh boxes where the discontinuity is detected. represented if ε  Vi,j



Example 2 (Zermelo problem). In this example, we compute the capture basin for a “Zermelo problem”: y˙1 (t) = 1 − ay2 (t)2 + u cos(θ ),



(37a)



y˙2 (t) = u sin(θ )



(37b)



in the domain (y1 , y2 ) ∈ K := [−6, 2] × [−2, 2], and for controls 0  u  umax := 0.44, θ ∈ [0, 2π[, with a = 0.1. The target is chosen here to be the ball C := B(0, r) with r = 0.44. The viability algorithm (see [22] in this case) and the UB scheme are compared in Fig. 2, with Px1 = Px2 = 100. For the UB scheme, we have used Nu = 20 points and dt  0.019. the stopping criteria was V n − V n−1 L1  10−4 , which gave a stopping time t  7. The circle delimits the border of the target, and the black lines also delimit the exact capture basin (we have computed the limit trajectories by using the Pontryagin Principle, see Bryson and Ho [9]). Note that a good preliminary approximation is also obtained by the UB scheme even with a small number of mesh points. For instance in Fig. 3 we have used Px1 = Px2 = 20 (with same number of controls, and t  0.27). Example 3. In this example, we compute the “capture basin” for the following 2d rotational dynamic:   x2 f (x1 , x2 , u) = −x1 on the domain K = [−1, 1]2 . The target is the ball centered in (0.5, 0) and of radius 0.2, i.e.,   C := (x1 , x2 ) ∈ K, (x1 − 0.5)2 + x22  0.22 . Note that in the dynamic f there is no dependency over a control u; however, the UB scheme does use a dynamic that depends of a control w as in (35) (hence in practice we have Nu = 2). In Fig. 4 we compare the viability algorithm and the UB scheme at time T = π (half a turn), with Px1 = Px2 = 100 (and t = 0.02) and Px1 = Px2 = 200 (and t = 0.01). The small circle delimits the target and the black line represents the border of the exact solution. In Fig. 5 we show the results with the UB scheme at time T = 10π (five turns), with Px1 = Px2 = 50 and Px1 = Px2 = 100 (t = 0.04 and t = 0.02 respectively). We see that the UB scheme present no visible diffusion, even on a long time period, whereas the viability algorithm—not shown for the case T = 10π —has a tendency to diffuse more and more with time.
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Fig. 3. Zermelo problem, Px1 = Px2 = 20.



Fig. 4. Points that can reach the target in time t  π .
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Fig. 5. Points that can reach the target in time t  10π (UB scheme).



This example well illustrates the problem of diffusion of some schemes. A diffusive algorithm is going to create more and more errors as we go far from the target (or as time goes on). However the anti-diffusive scheme well approximates the capture basin even for long time as illustrated in Fig. 5. (We have used Px1 = Px2 = 25, 50 and 100 with t = 0.077, 0.038 and 0.019 respectively.) Example 4. In this example we compute the capture basin for the following target problem  f (x1 , x2 , u) =



x2 u



 ,



on a domain K = [−1, 1]2 , with control u ∈ [−1, 1] (note that the dynamic also satisfies x¨1 = u). The target is a “thin target” C := {(0, 0)}. Numerically, the mesh for the UB scheme is chosen so that (0, 0) be the center of a mesh box of size (x1 , x2 ), and the initial data is Vi,j = 0 if (x1,i , x2,j ) = (0, 0) and Vi,j = 1 otherwise (this corresponds to take v0 (x1 , x2 ) = 1{|x | x1 ,|x | x2 } ). Here the problem is discretized with three controls u ∈ {−1, 0, 1}. 1



2



2



2



The results are given in Fig. 6. As before, we obtain a much smaller error and a smaller diffusion with the UB scheme than with the viability algorithm. Acknowledgements The authors wish to thank again P. Saint Pierre for useful discussions and for help using his code. We also thank the referees for useful remarks. Appendix A. The viability algorithm The approach followed by Saint-Pierre [20] is to determine the viability kernel in a constructive way by using discrete approximation. Also, [19] studied the case of a Hölderian differential inclusion. In this case, the kernel is approximated by kernels of discrete dynamical systems and then by finite kernels of finite discrete dynamical systems. Consider a compact subset K ⊂ Rn , and the differential inclusion:   y(0) = x0 ∈ K, (A.1) y (t) ∈ F y(t) a.e. t  0,
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Fig. 6. Cible problem, points that can reach the target in time t  1.



where F is upper-semi-continuous set-valued map, with non-empty convex compact values, and such that supy∈F (x) y  c(1 + x) for some c  0. With this inclusion, for a fixed ρ > 0, we associate the discrete explicit scheme:   y n+1 − y n ∈ F y n for n  0, y 0 = x0 ∈ K. (A.2) ρ We denote by Gρ the set-valued map Gρ = 1 + ρF and the system (A.2) can be rewritten as follows:   (A.3) y n+1 ∈ Gρ y n for all n  0. As far as the discrete dynamical system associated with G is concerned, we denote the discrete viability kernel of K under G by ViabG (K). A.1. Approximation by kernels of discrete dynamical systems Saint-Pierre [20] first addresses the problem of the approximation of kernels of discrete dynamical systems. Under some assumptions, he proves that, if the sequence (K n )n (with K 0 = K) is defined as follows:   K n+1 := x ∈ K n such that: G(x) ∩ K n = ∅ , (A.4)
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+∞



then ViabG (K) =



n=0 K



n.
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He next proves the convergence of the following approximation process:



Theorem A.1. We suppose furthermore that F is an -Lipschitz set-valued map (i.e., there exists   0, ∀y ∈ F (x), y ∈ F (x ), d(y, y )  d(x, x )). Set M := supx∈K supy∈F (x) y, and consider Fρ := F + M 2 ρB and Γρ := 1 + ρFρ . Then lim ViabΓρ (K) = ViabF (K).



(A.5)



ρ→0



A.2. Approximation by finite set-valued maps With any h ∈ R we associate Xh a countable subset of Rn for instance a grid with step h. Let Gh : Xh → Xh a finite set-valued map and a subset Kh ⊂ Dom(Gh ). The finite dynamical system associated with Gh is   (A.6) yhn+1 ∈ Gh yhn ∀n  0. Saint-Pierre remarks that, if the sequence (Khn )n (with Kh0 = Kh ) is defined as by:   Khn+1 := x ∈ Khn such that: Gh (x) ∩ Khn = ∅ ,  p n then ViabGh (Kh ) = +∞ n=0 Kh . Moreover, there exist p finite such that ViabGh (Kh ) = Kh . The following proposition links finite discrete viability kernels and discrete viability kernels:



(A.7)



Proposition A.1. Let G : Rn → Rn be an upper semicontinuous set-valued map with closed values, K a closed subset of Dom(G) := {x ∈ X, G(x) = ∅}. Let r > 0 be such that for all x ∈ Dom(Gr ) ∩ Xh , Gr (x) ∩ Xh = ∅, where Gr is defined by Gr (x) = G(x) + rB. Then ViabGr (Kh ) ⊂ ViabGr (K) ∩ Xh . Furthermore, for a good choice of r, these sets coincide. Gathering the preceding results Saint-Pierre proves the following convergence properties of approximations of viability kernel of K under F with finite viability kernels computable in a finite number of steps:  Mlρ 2  lim sup Viab 2Mρ 2 Kh = ViabF (K) Gρh



ρ,h→0



2Mρ 2



with Gρ



2Mρ 2



, Gρh



Mlρ 2



, and Kh



defined as follows:



2



G2Mρ (x) := x + ρF (x) + 2Mρ 2 B, ρ 2Mρ 2



Gρh



Mρ 2



Kh



x ∈ Rn ;



2Mρ 2



(x) := Gρh ∩ Xh , x ∈ Xh ;   := K + Mρ 2 ∩ Xh .
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