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Introduction



Systems of nonlinear partial differential equations (PDEs) naturally arise from mathematical modelling of chemical-physical problems encountered in many applications, like in meteorology or chemical industry. In turbulent reactive or non-reactive flows, for instance, the solutions of these PDEs usually exhibit a multitude of active spatial and temporal scales. However, as typically these scales are not uniformly distributed in the space–time domain, efficient numerical discretizations could take advantage of this property. Introducing some kind of adaptivity in space-time allows to reduce the computational complexity with respect to uniform discretizations, while controlling the accuracy of the adaptive discretization. Up to the present, different approaches have been investigated to define adaptive space discretizations, some emerge from ad hoc criteria, others are based on more sophisticated a posteriori error estimators using control strategies by solving computational expensive adjoint problems [3, 33]. Adaptive mesh refinement methods introduced by Berger et al [5] are now widely used for many applications using structured or unstructured grids, see e.g. [4, 24]. However, the data compression rate is high where the solution is almost constant, but remains low where the solution is smooth. More recently, multiresolution based schemes (MR) have been first developed by Harten [19, 20] for conservation laws. Harten’s approach has then been extended and further developed in different directions by Cohen et al [11], Kaibara and Gomes [22], Chiavassa and Donat [9], M¨ uller [25], Roussel et al [31, 30]. The main idea of the MR method is to use a multiresolution data representation. The decay of the MR coefficients yields information on local regularity of the solution. Therewith the truncation error can be estimated and coarser grids can be used in regions where this error is small and the solution is smooth. An adaptive grid can be introduced by suitable thresholding of the multiresolution representation where only significant coefficients are retained. Hence a given discretization on a uniform mesh can be accelerated as the number of costly flux evaluations is significantly reduced, while maintaining the accuracy of the discretization. The memory requirements could also be reduced, for example using a dynamic tree data structure. An overview of the different MR methods can be found, e.g. in the books of Cohen [10] and M¨ uller [25]. A main bottleneck of most of these space–adaptive methods, which typically ∗ Corresponding author Email addresses: [email protected] (Margarete O. Domingues), [email protected] (Sˆonia M. Gomes), [email protected] (Olivier Roussel), [email protected] (Kai Schneider).
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employ explicit or semi–explicit time discretizations, is that the finest spatial grid size imposes a small time step in order to fulfill the stability criterion of the time scheme. Hence, for extensive grid refinement with a huge number of refinement levels, a very small size of the time step is implied. To overcome this difficulty different strategies have been pursued to introduce adaptive time stepping for space adaptive discretizations of PDEs. Osher and Sanders introduced local time stepping for one dimensional scalar conservation laws where the space discretization is non–uniform but fixed [27]. Extensions of this approach have been presented in Dawson and Kirby [14] for second order Runge–Kutta schemes using a predictor-corrector type local time stepping, which has been further improved by Tang and Warnecke [34]. Space-time mesh refinement for the one-dimensional wave equation based on the conservation of a discrete energy is proposed in [12, 13]. In [16] a local time stepping algorithm for discontinuous Galerkin methods is presented. Each element uses its optimal time step given by the local stability condition without requiring syncronization between the elements. In the context of adaptive multiresolution and wavelet methods, Bacry et al [2] first introduced a scale-dependent time step. They applied this method to linear parabolic equations and to the Burgers equation. A stability analysis of this scheme has been conducted for the heat equation in [8]. It is shown that the adaptive time stepping strategy does not affect the stability of the scheme. More recently, M¨ uller and Stiriba [26] presented a fully adaptive multiresolution finite volume scheme with a locally varying time stepping. For time discretization one stage methods, either explicit or implicit Euler schemes are used. A linear combination, leading to a Crank-Nicholson scheme, yields second order accuracy. Applications for one dimensional conservation laws are discussed to illustrate the efficiency and accuracy of the scheme. A pure space– time Galerkin approach for viscous Burgers equation where the time axis is treated like a space direction has been introduced by Alam et al [1]. Results for one space dimension look promising, however the extension of this method to higher dimensions seems questionable as it could be expensive in memory storage. The aim of the present paper is to develop local scale-dependent time stepping for the space adaptive multiresolution scheme introduced in [31, 30]. The idea is to obtain additional speed-up of this efficient space adaptive scheme by introducing at large scales larger time steps without violating the stability condition of the explicit time scheme. which results in less flux evaluation due to larger time steps. The originality of our paper is to combine, in the framework of the cell-average multiresolution analysis, a local time stepping together with multi-stage Runge-Kutta methods. The synchronization we pro3



pose differs from the one introduced in [26], where single-stage methods were used. The paper is organized as follows. Section 2 is dedicated to the formulation of local time-stepping strategies to be used in combination with adaptive multiresolution finite volume schemes. In a simplified setting of a two-block grid formed by two uniform grids with different grid sizes, we consider the matrix method for stability analysis of such local time stepping schemes applied to a convection-diffusion equation in one space dimension. In Section 3, we describe the space-adaptive multiresolution finite volume method. The local time stepping algorithm is described in Section 4. In Section 5, different applications of this new adaptive method are presented and compared with the results obtained using finite voluume (FV) schemes on a regular grid and multiresolution (MR) schemes with global time stepping. Their accuracy, CPU time and memory compression are discussed. We show results for the convectiondiffusion equation, for the one-dimensional compressible Euler equations and for the reaction–diffusion equations in one and three space dimensions. For the latter we present a numerical simulation of a thermodiffusive flame instability in the cellular regime. Finally, conclusions are drawn and perspectives for future investigations are discussed.
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Local time stepping: spectrum analysis



Explicit time discretizations suffer typically from the limitations of the time step due to stability reasons, e.g. for advection problems we have a CFL condition which requires that ∆t ∝ ∆x, and for diffusive terms we even have ∆t ∝ ∆x2 . Evolving the cell-averages on an adaptive grid with a global time step implies that the time step is limited by the stability condition of the finest scale, while for coarser scales the time step could in principle be larger. Hence, the time step may become prohibitively small in the case where many scales are present in the solution. The basic idea for local scale-dependent time stepping is to use large time steps to advance the solution at large scales, while small time steps are used to advance the solution at fine scales. The reason is to reduce the number of operations if fine scales are only required locally, provided the stability constraint can be preserved in some extent. For sake of clarification, and inspired by the method proposed in [18], we shall first state and analyze this kind of strategy for a convection-diffusion equation in one space dimension using a simplified setting of a grid formed by two blocks of uniform grids with different mesh sizes. For a given velocity c > 0 and diffusion coefficient ν > 0, we consider the 4



model problem ∂u ∂2u ∂u +c = ν 2, ∂t ∂x ∂x



x ∈ Ω,



t > 0,



with Ω = [−1, 1], initial condition u(x, 0) = u0 (x) and Dirichlet boundary conditions u(−1, t) = 0 and u(1, t) = 0. For this model problem we consider three schemes: ¯ n , where U¯ n are (1) A reference single step scheme of the form U¯ n+1 = E U vectors formed by cell-averages on an uniform grid, corresponding to a FV discretization on a regular grid combined with a second order RungeKutta scheme. ¯ n+1 = EGT S W ¯ n for the same FV/RK2 (2) A global time-stepping scheme W n ¯ are vectors formed by cell-averages on two blocks of strategy, where W uniform grids where the mesh size in the coarse part is double the mesh in the fine part, but with the same time step in both blocks. ¯ n+1 = ELT S W ¯ n for the FV/RK2 formu(3) A local time-stepping scheme W lation on two-block grids, where the coarse cells are evolved with time step 2∆t, ∆t being the step used to advance the fine cell-averages. For these three schemes, we shall apply the matrix method for stability analysis by requiring that the spectral radius of the iteration matrices E, EGT S and ELT S are lower than one. Although this method may not give sufficient stability criteria, as indicated in [21], our pupose is to visualize the stability effect of non-uniformness of time and space steps.



2.1 Reference scheme on a uniform grid For a uniform partition of the interval [−1, 1] with grid size ∆x = N1 , let u ¯i (t) be approximations of the cell-averages of the solution on the cells Ωi = (i − 12 )∆x, (i + 21 )∆x], for −N + 1 ≤ i ≤ N − 1, with boundary conditions u ¯−N = u ¯N = 0. As indicated in the Appendix A, the semi discrete FV semidiscrete model can be written in the conservative form i d¯ ui 1 h =− Fi+ 1 − Fi− 1 , 2 2 dt ∆x



where Fi+ 1 ≈ F (u((i + 12 )∆x, t)) denotes the numerical flux. For this model 2 problem, we consider the second order numerical flux Fi+ 1 = c 2



u¯i+1 − u ¯i u ¯i+1 + u ¯i −ν , 2 ∆x 5



which is equivalent to a central finite difference scheme 







1 u¯i+1 − 2¯ ui + u ¯i−1 u ¯i+1 − u ¯i−1 d¯ ui =− −ν c . dt ∆x 2 ∆x Introducing the mesh Reynolds number Re = c∆x , the scheme can be exν pressed in the form d¯ ui = α¯ ui−1 + β u ¯i + δ u ¯i+1 , dt 2ν ν ν where β = − ∆x 2 , α = 2∆x2 [2 + Re] and δ = 2∆x2 [2 − Re]. This corresponds to the system ¯ dU = SU¯ , (1) dt where U¯ (t) = [¯ ui (t)], i = −N + 1, · · · , N − 1 is the (2N − 1)-vector of the numerical solution, S = S(∆x) the (2N − 1) × (2N − 1) tri-diagonal matrix with β values on the main diagonal, α and δ values on the lower and upper diagonals, respectively. The eigenvalues λi of S are given by the formula λi = −











√ ν iπ 2 − 4 − Re2 cos 2 ∆x 2N







, i = 1, · · · , 2N − 1



(2)



which implies that the real part of λi is always negative. Therefore, the ODE ¯ (n∆t) and system (1) is stable. For the time integration, we consider U¯ n = U discretize (1) using the second order Runge-Kutta scheme (RK2) that gives the solution U¯ n+1 at the next time-step after two stages ¯∗ = U ¯ n + ∆tSU¯ n 1) U ¯ n+1 = 1 [U¯ n + U ¯ ∗ + ∆tSU¯ ∗ ]. 2) U 2 This scheme can we written using the single step evolution operator ¯ n, U¯ n+1 = EU where



(3)



!



2 ¯ n = ϕ(∆tS)U¯ n . ¯ n = I + ∆tS + ∆t S2 U EU 2 For the spectral radius ρ(E) to be less than one, the eigenvalues of the tridiagonal matrix S are required to satisfy |ϕ(∆tλi )| < 1. This condition can be expressed in terms of the mesh Reynolds number Re and the CFL number ∆t σ = c ∆x , since











√ iπ σ ∆tλi = − 2 − 4 − Re2 cos Re 2N







.



(4)



The curve (a) in Figure 1 corresponds to the isoline in the Re × σ-plane of the maximum absolute eigenvalue being equal to one, i.e., maxi {|ϕ(∆tλi )|} = 1, where ∆tλi is obtained from (4) with N = 100. 6



For the scheme (3), the estimation stability region pro√ of the von Neumann √ Re 6 posed in [6] is σ ≤ 2 for Re ≤ 2 3, and Re ≤ σ for Re > 2 3. As indicated by the curve (b) in Figure 1, this is a more severe stability condition than the one given by the matrix spectrum analysis. 2.5
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Fig. 1. Stability boundaries in the Re × σ plane for the RK2 scheme: (a) spectrum analysis, and (b) von Neumann analysis.



2.2 Two-block grid with global time stepping



We consider now the case of a grid formed by two blocks of uniform grids with different mesh sizes. On the right side, there is a fine grid with spacing ∆x1 = ∆x, and on the left side, there is a coarse grid with double mesh spacing ∆x0 = 2∆x (Figure 2). Let u ¯0,i denote the cell-averages on the coarse cells Ω0,i = [(i − 12 )∆x0 , (i + 1 )∆x0 ], and u ¯1,i denote the cell-averages on the fine cells Ω1,i = [i∆x1 , (i + 2 1)∆x1 ]. interface
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Fig. 2. Two-block grid.



Outside the interface at x = ∆x1 , we compute the numerical flux using the 7



mesh spacing of each block to get d¯ u0,i =α0 u ¯0,i−1 + β0 u ¯0,i + δ0 u ¯0,i+1 , i ≤ −1 dt d¯ u1,i =α1 u ¯1,i−1 + β1 u ¯1,i + δ1 u ¯1,i+1 , i ≥ 2, dt ν ν where α1 = α, β1 = β, δ1 = δ, while α0 = 4∆x 2 [1 + Re], β0 = − 2∆x2 and ν δ0 = 4∆x 2 [1 − Re] are the coefficients associated to the coarse grid block, which are expressed in terms of the parameters Re and σ associated with the fine grid. For the calculation of d¯udt1,1 and d¯udt0,0 , the numerical flux F 1 at the 2 interface x = ∆x1 is required. It is defined using cell-averages on the fine grid



















c ν c ν u ¯1,0 + u ¯1,−1 . − + F1 = 2 2 ∆x 2 ∆x To apply this formula, we approximate the virtual cell-average u ¯ 1,0 using central Lagrange interpolation of degree 2, and compute the virtual cell-averages u1,2 u ¯0,1 by the exact value u ¯0,1 = u¯1,1 +¯ to obtain 2 u ¯1,1 + u ¯1,2 1 ¯0,−1 + . u ¯1,0 = u ¯0,0 − u 8 16 Therefore, at the grid interface we get



1 ¯1,1 + α1 u ¯1,0 F 1 = −δ1 u ∆x 2   α1 α1 α1 = −δ1 + u ¯1,1 + α1 u ¯0,0 − u ¯0,−1 + u ¯1,2 . 16 8 16



(5)



Using this formula, we obtain 



!







δ 1 α1 d¯ u0,0 α1 3β0 α1 = α0 + u ¯0,0 + − ¯1,2 , u ¯0,−1 + u ¯1,1 − u dt 16 2 2 32 32 and



















d¯ u1,1 α1 α1 α1 = β1 + ¯0,−1 . u¯1,1 + δ1 + u ¯1,2 + α1 u ¯0,0 − u dt 16 16 8



¯ = [U¯0 (t), U ¯1 (t)]t , where U¯l (t) = [¯ Defining W ul,i (t)]i , and assuming that ∆x = 1 , this semi-discrete FV formulation can be expressed in matrix form as 2N ¯ dW ¯, =RW dt



(6)



where R is a (3N − 1) × (3N − 1) matrix that can be decomposed into four 8



blocks such that











 S0 B 0 



where



R=



B 1 S1



,



• S0 is a N × N tri-diagonal matrix with elements β0 on the main diagonal, α0 on the lower diagonal and δ0 on the upper diagonal, except in the last row where α0 is replaced by α0 + α161 and β0 is replaced by 3β2 0 ; • S1 is a (2N − 1) × (2N − 1) tri-diagonal matrix with elements values β1 on the main diagonal, α1 on the lower diagonal and δ1 on the upper diagonal, except on the first row where β1 is replaced by β1 + α161 and δ1 is replaced by δ1 + α161 . Furthermore, on the last row, the last element β1 is replaced by β1 − δ1 , due to the right boundary condition u¯1,2N = −¯ u1,2N −1 . • B0 is a N × (2N − 1) matrix with all elements being equal to zero, except on the last row where the value of the first and second elements are given by δ21 − α321 and − α321 , respectively; • B1 is a (2N − 1) × N matrix with all elements being equal to zero, except the last two elements of the first row which are given by − α81 and α1 , respectively. Integrating (6) in time using the RK2 scheme, we get the discrete evolution operator ¯ n+1 = EGT S W ¯ n, W where EGT S = ϕ(∆tR) = I + ∆tR +



∆t2 2 R . 2



The curve (a) in Figure 3 corresponds to the isoline in the Re × σ plane where the maximum absolute eigenvalue of EGT S is equal to one, for N = 20. For comparison, we also plot in Figure 3 the curve (b) for the scheme on the uniform fine grid suggesting, as expected, that the spectrum stability limit for the RK2 time integration scheme with global time step on a two-block grid coincides with the one on the uniform grid, except in a small neighborhood around Re = 2.



2.3 Two-block grid with local time stepping



To reduce CPU time for the two-block grid, a local time stepping procedure considers the use of two time steps. On the right side, with grid size ∆x1 = ∆x, the cell-averages are evolved with time step ∆t1 = ∆t, and on the left side, where the grid size is ∆x0 = 2∆x, we use a double time step ∆t0 = 2∆t. Let us denote by U¯ln the vector of the cell-averages u ¯nl,i on the level l and at the time n. Algorithm 1 describes such two-block local time stepping scheme (RK/LTS). 9
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Fig. 3. Stability boundaries in the Re × σ plane: spectrum analysis for the RK2 scheme (a) on a two-block grid with global time stepping, and (b) on an uniform fine grid.



Algorithm 1 TWO-BLOCK SCHEME RK/LTS Require: time levels tn = n∆t, tn+1 = tn + ∆t, and tn+2 = tn + 2∆t Require: U¯0n and U¯1n at time tn Step 1: {Compute the prediction on the coarse cells at tn+2 } ¯ ∗2 = (I + 2∆tS0 )U ¯ n + 2∆tB0 U¯ n U 0 0 1 Step 2: {Do linear interpolation in time to predict the cell-averages U¯0∗s at the virtual coarse cells at time levels n + s} ¯ ∗2 + 2−s U¯0n ¯0∗s = s U U 2 0 2 Step 3: RK steps for s = 1 to 2 do a) {Compute the prediction U¯1∗s on the fine grid at time level n + s} U¯1∗s = (I + ∆tS1 )U¯1n+s−1 + ∆tB1 U¯0n+s−1 b) {Update at timei level n + s} h the fine grid cell-averages  n+s−1 n+s 1 ∗s ∗s ∗s ¯1 + U¯1 + ∆t S1 U¯1 + B1 U¯0 U¯1 = 2 U if s equal 1 then c) {Update time level n + s } h the virtual coarse cell-averages at i n+s 1 ¯ n+s−1 ∗s ∗s ∗s ¯ ¯ ¯ ¯ + U0 + ∆t S0 U0 + B0 U1 U0 = 2 U0 Step 4: {Update the coarse cell-averages atitime level n + 2} h n+2 1 ¯n ¯ ¯ U0 = 2 U0 + U0∗2 + 2∆t S0 U¯0∗2 + B0 U¯1∗2 . ¯1n+2 at time tn+2 Ensure: U¯0n+2 and U ¯ n+2 = ELT S W ¯ n , the steps 3a) and In order to obtain the evolution operator W 3b) of Algorithm 1 can be combined to get "



#



2 ¯1n+s−1 + ∆t (I + ∆tS1 )B1 U¯0n+s−1 ¯1n+s = I + ∆tS1 + ∆t S12 U U 2 2 ∆t ¯ ∗s + B 1 U0 . 2



10



(7)



Similarly, Steps 3a) and 3c) can be assembled to get ¯ ∗s + ∆tB0 U¯ ∗s ] ¯ n+s = 1 [U¯ n+s−1 + (I + ∆tS0 )U U 0 0 1 0 2 1 ¯ n+s−1 + ∆B1 U¯ n+s−1 ] + (I + ∆tS0 )U¯ ∗s ] = [U¯0n+s−1 + ∆tB0 [(I + ∆tS1 )U 1 0 0 2 1 ∆t 1 = (I + ∆t2 B0 B1 )U¯0n+s−1 + B0 (I + ∆tS1 )U¯1n+s−1 + (I + ∆tS0 )U¯0∗s . 2 2 2 (8) From Steps 1 and 2 of Algorithm 1, we have s 2 − s ¯n U¯0∗s = U¯0∗2 + U0 2 2 s ¯ n ] + 2 − s U¯ n = [(I + 2∆tS0 )U¯0n + 2∆tB0 U 0 1 2 2 =(I + s∆tS0 )U¯0n + s∆tB0 U¯1n .



(9)



¯ n+s = [U¯0n+s , U ¯1n+s ]T , Replacing (9) in (7-8), and introducing the notation W we obtain ¯ n+s = T W ¯ n+s−1 + Cs W ¯ n, W where



 



T =  



Cs = 



Consequently



which gives



1 (I 2



∆t (I 2



1 (I 2



∆t B0 (I 2



+ ∆t2 B0 B1 )



+ ∆tS1 )B1 [I + ∆tS1 +



+ ∆tS0 )(I + s∆tS0 ) ∆t B1 (I 2



s∆t (I 2



∆t2 2 S1 ] 2



s∆t2 B1 B0 2











¯ n+s = T s + W 



¯ n+2 = T 2 + W



p=0



1 X



p=0



, 



+ ∆tS0 )B0 



+ s∆tS0 ) s−1 X







+ ∆tS1 ) 



.



¯ n, T p Cs−p  W 



¯ n. T p C2−p  W



In fact, this evolution operator is only used to get the fine grid cell-averages 



U¯1n+2 = D1 T 2 +



1 X



p=0







¯ n, T p C2−p  W



where D1 = [0 , I] is a (2N −1)×(3N −1) matrix. For the coarse cell-averages 11



there is the last updating step 4, which can be expressed as ¯1n + ∆tB0 U ¯1∗2 U¯0n+2 =[I + 2∆tS0 + 2∆t2 S02 ]U¯0n + ∆t(I + 2∆tS0 )B0 U ¯n =[I + 2∆tS0 + 2∆t2 S02 ]U¯0n + ∆t(I + 2∆tS0 )B0 U 1 h



+ ∆tB0 (I + ∆tS1 )U¯1n+1 + ∆tB1 U¯0n+1 ¯ n + D2 W ¯ n+1 =D0 W



i



¯ n, = [D0 + D2 (T + C1 )] W where



h



D0 = (I + 2∆tS0 + 2∆t2 S02 ) , ∆t(I + 2∆tS0 )B0 and D2 = [∆t2 B0 B1 , ∆tB0 (I + ∆tS1 )].



i



In summary, we obtain ¯ n+2 = ELT S W ¯ n, W where







ELT S =  



D0 + D2 [T + C1 ] 2



D1 [T +



P1



p=0



p



T C2−p ]







 .



Figure 4 shows the spectrum stability curve (a) for the RK2 local time stepping algorithm RK2/LTS, corresponding to the isoline where the maximum absolute eigenvalue of ELT S is equal one, with N = 20. We can also note that this matrix stability region coincides with the one for a uniform fine grid (b) for Re < 2, but for higher values of this parameter, there is a reduction of about 20% of this region. 2.5
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Fig. 4. Stability boundaries in the Re × σ plane: spectrum analysis for RK2 scheme (a) in a two-block grid with local time stepping, and (b) in a uniform fine grid.
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3



Adaptive multiresolution scheme



As reference discretization we consider a standard finite volume scheme which is described in the Appendix A. The solutions can be represented as vectors ¯ n containing approximated cell-averages on a dyadic uniform grid U¯ n = U L ¯ n+1 is ΩL = {ΩL,i } at time tn = n∆t. At the next time step, the solution U obtained by the application of a discrete evolution operator E = E(∆t), such that U¯ n+1 = EU¯ n . In the adaptive method described here, the goal consists in performing such a finite volume model in a more economic fashion, by taking into account local regularity information about the numerical solution. The first step in this direction is the multiresolution representation of the numerical solution n n n n ¯n U¯M R = UL,M R on a sparse grid Γ = ΓL . The grid Γ is expected to be coarse where the solution is smooth, and refined in regions of sharp variations. For n ¯ n+1 the solution to evolve from U¯M R into UM R , three basic steps are undertaken: ¯ n+ ← RU¯ n Refinement: U MR MR n+1 n+ ˇ ¯ Evolution: UM R ← EM R U¯M R n+1 n+1 ˇ ¯ ¯ Coarsening: UM R ← T()UM R The refinement operator R is a precautionary measure to account for possible translation or creation of finer scales in the solution between two subsequent time steps. Since the regions of smoothness or irregularities of the solution may change with time, the grid Γn may not be convenient anymore at the next time step tn+1 . Therefore, before doing the time evolution, the representation of the solution should be extended to a grid Γn+ , which is expected to be a refinement of Γn , and to contain Γn+1 . Then, a time evolution operator EM R = EM R (∆t) is applied. Only the cell-averages on the computational grid Γn+ are evolved in time, and the adaptive flux computation is adopted at interfaces of cells of different scale levels. Finally, a thresholding operation T() (coarsening) is applied in order to unrefine those cells in Γn+ that are unnecessary for an ¯ n+1 . accurate representation of U MR For the implementation of this adaptive algorithm, the basic tools come from multiresolution wavelet analysis, which is denoted everywhere by the subscript M R [19]. The principle of the multiresolution analysis is to represent a set of data given on a fine grid as values on a coarser grid plus a series of differences at different levels of nested dyadic grids. The differences contain the information of the solution when going from a coarse to a finer grid. In particular, these coefficients are small in regions where the solution is smooth and significant close to irregularities. The data structure needs to be organized as a dynamic graded tree if one 13



wants to compress data, while still being able to navigate through it. In the wavelet terminology, a graded tree structure corresponds to the adaptive approximation. Its difference with the classical non-linear approximation is that the connectivity in the tree structure is always ensured. In other words, no hole is admitted inside the tree. DeVore [15] showed that the difference between both approximations is negligible in terms of required nodes. Figure 5 illustrates a graded tree structure in 1D. The standard nodes are represented by a thin line, the leaves by a bold line, the virtual leaves by a dotted line. In the present context, the leaves determine the cells forming the computational adaptive grid Γn+ , and virtual leaves are cousin leaves which are not in the tree but correspond to cells required for adaptive flux computations. During the simulation, we have a dynamic tree, i.e., a tree that could change in time: when needed, some nodes can be added or removed. For instance, the tree updating is performed by two operations: the refinement procedure, which is performed by including children of some leaves in the tree structure, and the coarsening operation, obtained by removing certain unnecessary leaves. In the present paper, the starting point is the cell-average multiresolution representation by Harten [19]. The main ingredients in a multiresolution setting are inter-scale operations which are necessary to navigate through the tree. A brief description of the 1D multiresolution representation is given in the next subsection.
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Fig. 5. Example of graded tree data structure in 1D.



3.1 Multiresolution representation of cell-averages We denote by Λ the ensemble of indices of the existing nodes, by L(Λ) the restriction of Λ onto the leaves, and by Λl the restriction of Λ to a level l, 0 ≤ l < L. For the 1D case, we denote by Ω = Ω0,0 the root cell, Ωl,i , 0 ≤ l < L, i ∈ Λl the different node cells, u ¯l,i the cell-average value of the quantity u on the cell 14



¯l = (¯ Ωl,i , and U ul,i )i∈Λl the ensemble of the existing cell-average values at the level l. To estimate the cell-averages of a level l from the ones of the level l + 1, ¯l+1 7→ U¯l (Figure 6, left). This we use the projection operator Pl+1→l : U operator is exact and unique, given that the parent cell-average is nothing but the weighted average of the children cell-averages. For a regular grid structure in 1D, it is simply defined by the mean value 1 ul+1,2i + u ¯l+1,2i+1 ) u ¯l,i = (Pl+1→l U¯l+1 )i = (¯ 2



(10)



To estimate the cell-averages of a level l + 1 from the ones of the level l, we u l+ 1, 2 i
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Fig. 6. Projection operator Pl+1→l (left) and prediction operator Pl→l+1 (right) in 1D.



use the prediction operator Pl→l+1 : U¯l 7→ Uel+1 (Figure 6, right side). This ¯l+1 at the level l +1 by interpolation. operator gives an approximation Uel+1 of U It is not unique, nevertheless, in order to be applicable in the dynamic graded tree structure as defined above, this operator must satisfy two properties. First, it has to be local, i.e., the interpolation for a child is made from the cell-averages of its parent and its s nearest uncles in each direction. Second, it has to be consistent with the projection, i.e., Pl+1→l ◦Pl→l+1 = Id. For a regular grid structure in 1D, we use as prediction operator a polynomial interpolation on the cell-average values, like the one proposed by Harten [19]: ¯l ; l + 1, 2i) = u ue l+1,2i =I(U ¯l,i +



uel+1,2i+1



s X



m=1



¯l ; l + 1, 2i + 1) = u¯l,i − =I(U



ζm (¯ ul,i+m − u ¯l,i−m ) s X



m=1



(11)



ζm (¯ ul,i+m − u ¯l,i−m )



The accuracy order of the multiresolution method is denoted by r. A r-th order accuracy corresponds to a polynomial interpolation of degree (r − 1). The degree r is therefore related to the number of required nearest uncles s by the relation r = 2s + 1 [31]. For r = 3, the parameter s = 1 and the coefficient 1 ζ1 is − . The detail is the difference between the exact and the predicted 8 value. In the 1D case, it is defined as d¯l,i = u ¯l,i − ue l,i .



(12)



These coefficients are redundant, the sum of the details for all brothers of a parent cell being equal to zero by definition (Harten [19]). Given that a parent has 2d children, only 2d − 1 details are independent. Thus, the knowledge of 15



the cell-average value on the 2d children is equivalent to the knowledge of the cell-average value of the parent and these 2d − 1 independent details. This can be expressed in 1D by 



(¯ ul+1,2i , u ¯l+1,2i+1 ) ←→ d¯l+1,2i , u ¯l,i







For more details on this equivalence, we refer to Harten [19]. For a given level l, it can be summarized by ¯ l , U¯l−1 ) U¯l ←→ (D Repeating this operation recursively on L levels, one gets the so-called multiresolution transform on the cell-average values [19]. ¯L 7−→ (D ¯ L, D ¯ L−1 , . . . , D ¯ 1 , U¯0 ) ¯ : U M



(13)



In conclusion, the knowledge of the cell-average values of all the leaves is equivalent to the knowledge of the cell-average value of the root and the details of all the other nodes of the tree structure. The extension to higher dimensions in Cartesian geometry uses a tensor product approach. Details can be found in [31]. 3.2 Conservative flux computation To illustrate the conservative flux computation, we first consider a 1D leaf Ωl+1,2i+1 whose neighbours in the right direction Ωl+1,2i+2 and Ωl+1,2i+3 are virtual. Therefore their parent Ωl,i+1 is a leaf. 2 i +1
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Fig. 7. Ingoing and outgoing flux computation in 1D for two different levels.



As shown in Fig. 7, the outgoing flux from Ωl+1,2i+1 in the right direction Fl+1,2i+1→l+1,2i+2 is not balanced with the outgoing flux from Ωl,i+1 in the left direction Fl,i+1→l,i . Of course, we could directly compute the outgoing fluxes from Ωl+1,2i+1 to Ωl,i+1 in 1D, but such a computation cannot be extended to higher dimensions, as we can see in Fig. 8. So we decided to compute only the ones at the level l +1 and to set the ingoing flux on the leaf of level l equal to the sum of the outgoing fluxes on the leaves of level l + 1, i.e. Fl,i,j→l,i+1,j = Fl+1,2i+1,2j→l+1,2i+2,2j + Fl+1,2i+1,2j+1→l+1,2i+2,2j+1 16
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Fig. 8. Ingoing and outgoing flux computation in 2D for two different levels.



This choice ensures a strict conservativity in the flux computation between cells of different levels, without increasing significantly the number of costly flux evaluations [31]. 3.3 Tree updating The adaption of the graded tree structure before time evolution requires two operations, namely, thresholding T() plus refinement R. The thresholding operator T() consists in removing leaves where details are smaller than a prescribed tolerance , while preserving the graded tree data structure. The choice for an accurate tolerance is discussed in [31]. After thresholding, the refinement R operation adds one more level as security zone, in order to forecast the evolution of the solution in the tree representation at the next time step. These two operations are performed by the following procedure: I) For the whole tree, from the leaves to the root: • Compute the details on the nodes dl,i , i ∈ Λl , by the multiresolution transform; • Define the deletable cells, if the details on the corresponding nodes and their brothers are smaller than the prescribed tolerance. II) For the whole tree, from the leaves to the root: • If a node and its children nodes are deletable, and the children nodes are simple leaves (without virtual children), then delete their children. • If the node is not deletable, and it is not at the maximum level, then create the children for this node. For more details on the implementation of these procedure we refer to [31].



4



Local scale-dependent time stepping



We propose a MR/LTS algorithm that uses the multiresolution framework described in the previous section. Assuming that ∆t is the time step for cells in the finest scale level L, the main principle is that the cells at lower levels n ¯LT L − l are evolved with time step 2l ∆t. Consequently, if U S represents the 17



numerical solution at tn = n∆t on the adaptive grid Γn = ΓnL ⊂ ΩL , then one complete time cycle of the local time stepping evolution operator evolves L the solution from tn to tn+2 . This adaptive time strategy combined with the multiresolution scheme gives the fully adaptive time cycle ¯ n+2L = (T() ELT S R) U¯ n U LT S LT S where ELT S denotes the evolution operator using the adaptive multiresolution FV discretization combined with a scale-dependent time stepping. Recall that T() corresponds to the coarsening (thresholding), and R to the refinement operations. In Figure 9, the basic ideas of the local scale-dependent RK2 time stepping are presented for one time cycle and two scale levels. First, we compute one step of RK2 with the local time step. In case the cell level is not on the finest level, we store its values and we use it to interpolate the cell-average value for the previous half local time step, that was not computed (see Figure 9, top-left). Then, with these interpolation values, we perform the RK2 update on the values for the neighbors on the finest level if they exist (see Figure 9, top-right). Following it, we return the cell-average value that we have already stored (see Figure 9, bottom-left). Finally, we advance in time the finest levels and we perform the RK2 usual update (see Figure 9, bottom-right). We recall that: • We are working with a spatially graded tree data structure, so we only have one level difference between two neighbour cells. • We only permit prediction operations on the tree data structure when one complete time cycle is finished.This means that coarsening of the mesh is forbidden during the LTS time cycle, but refinement is possible. For the whole adaptive tree, one can summarize this cycle of time evolution as follows: I. Input leaves and time step (Algorithm 2). II. Compute LTS time evolution cycle (Algorithm 3). III. Adapt tree, update the tree values, combining or splitting them (Algorithm 6). More details are presented in Algorithms 2 to 6, which are given in the following. Here L(Λ) are the leaves of the tree Λ and V(Λ) are the virtual leaves of the tree. The symbol e denotes the temporary values.
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evolution (expensive) interpolation (cheap) return to the stored value (no cost) Fig. 9. Scheme of local scale-dependent time stepping.



Algorithm 2 LTS: INPUT 0 Require: U¯L(Λ) = {¯ u0l,i |(l, i) ∈ L(Λ)} {all the leaves at initial time} n Ensure: U¯L(Λ) = {¯ unl,i |(l, i) ∈ L(Λ)} {all the leaves at the time step n} Require: ∆t = ∆tL {the time step on the finest level is set as reference time step} Ensure: ∆tl = 2L−l ∆t, 0 < l ≤ L {time step at the level l} LTS:CYCLE
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Algorithm 3 LTS: CYCLE for all iterations n do LTS:COMPUTE VIRTUAL LEAVES at iteration n (Algorithm 4) {STAGE 1} for all levels from l = 0 until L do for all cells i such that 0 ≤ i < 2l do if (l, i) ∈ L(Λ) then p = 2L−l {p denotes the number of steps being advanced at the level l} if ((n − 1) mod p = 0) then ¯ n = D(¯ D unl,i−2 , u ¯nl,i−1 , u ¯nl,i , u ¯nl,i+1 , u ¯nl,i+2 ) {Compute divergence} l,i n+p n ¯ l,i {RK 1st stage} ue l,i = u¯nl,i + ∆tl D if (l 6= L) then  1  n+p n e + u ¯ u ue n+p÷2 = l,i {Store values at intermediary state} l,i 2 l,i LTS: UPDATE VIRTUAL LEAVES at iteration n (Algorithm 5) {STAGE 2} for all levels from l = 0 until L do for all cells i such that 0 ≤ i < 2l do if (l, i) ∈ L(Λ) then p = 2L−l {p denotes the number of steps being advanced at the level l} if (n mod p = 0) then n+p n+p fn+p = D(u e l,i−2 D , · · · , uel,i+2 ) {Compute divergence} l,i n+p n u¯l,i ue l,i ∆tl fn+p n+p u ¯l,i = + + D {RK 2nd stage} 2 2 2 l,i LTS: ADAPT TREE at iteration n (Algorithm 6)



Algorithm 4 LTS: COMPUTE VIRTUAL LEAVES at iteration n for all levels from l = 0 until L do for all cells i such that 0 ≤ i < 2l do if (l, i) ∈ V(Λ) then q =i÷2 {the cell (l −1, q) is the parent of the cell (l, i), i being odd or even} ¯nl−1,q+1 ¯nl−1,q , u ¯nl−1,q−1 , u u ¯nl,i = Pl−1→l u {Predict value from parent and uncles}



20



Algorithm 5 LTS: UPDATE VIRTUAL LEAVES at iteration n for all levels from l = 0 until L do for all cells i such that 0 ≤ i < 2l do if (l, i) ∈ V(Λ) then q =i÷2 {the cell (l − 1,  q) is the parent of the cell (l, i), i being odd or even} n ue l,i ← Pl−1→l ue nl−1,q−1 , ue nl−1,q , ue nl−1,q+1 {Predict value from parent and uncles}



Algorithm 6 LTS: ADAPT TREE at iteration n Require: n for all levels from l = 0 until L do for all cells i such that 0 ≤ i < 2l do if (l, i) ∈ L(Λ) then p = 2L−l {p denotes the number of steps being advanced at the level l} if (n mod p) = 0 then {Delete children if possible} if (|dnl+1,2i | < l+1 )and(|dnl+1,2i+1 | < l+1 )and(|dnl,i | < l ) then Deallocate children:  Deallocate u ¯nl+1,2i 



Deallocate u ¯nl+1,2i+1







else if (n mod p ÷ 2 = 0) then {Add children when necessary} if (|dnl,i | > l ) then Allocatechildren:  Allocate u ¯nl+1,2i 







Allocate u ¯nl+1,2i+1 {Predict value from parent and uncles}   n u ¯l+1,2i = Pl→l+1 2i; u ¯nl,i−1 , u ¯nl,i , u ¯nl,i+1 



¯nl,i+1 ¯nl,i , u ¯nl,i−1 , u u ¯nl+1,2i+1 = Pl→l+1 2i + 1; u
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5



Numerical results



In this section, we present different numerical examples in one and three space dimensions using finite volume second-order accurate schemes with second order Runge–Kutta (RK2) time integration. A multiresolution analysis of order r = 3 is used. In the following the different methods, i.e. the finite volume reference scheme (FV), the adaptive multiresolution method (MR) and the adaptive multiresolution method with local time stepping (MR/LTS), are applied to a one-dimensional convection-diffusion equation for which the analytical solution is known and for which we conducted the stability analysis presented in Section 2. Then we show computations for one-dimensional compressible Euler equations for a shock tube problem. Finally, we present computations for reaction-diffusion equations in one and three space dimensions, which respectively correspond to a planar flame front and to a cellular instability inside a spherical flame initially stretched.



5.1 Convection-diffusion equation



We consider a linear convection-diffusion equation in dimensionless form, for (x, t) ∈ [−1, 1] × [0, +∞), 1 ∂2u ∂u ∂u + = , ∂t ∂x P e ∂x2



(14)



cX , ν



X being a reference length,



where P e denotes the Peclet number P e = with initial condition u0 (x) =



  1  0



if x ≤ 0 otherwise,



and Dirichlet boundary conditions u(−1, t) = 1,



and



u(1, t) = 0.



In this case the exact solution is given by (see e.g. [21]) 



x−t 1 uex (x, t) = erfc  2 2



s







P e . t



(15)



All the numerical experiments of this section are started at t = 0.1 to avoid a discontinuous initial condition which would reduce the order of the scheme. 22



Also, we choose the tolerance parameter  according to the formula given in [31], i.e., 2−(µ+1)L (16)  = L = C P e + 2L+2 where µ = 2 is the order of the scheme and C = 5 · 108 . In Figure 10 we plot the numerically computed stability regions in the Re × σ plane for the FV, MR and MR/LTS methods at t = 0.5 using L = 9. For all schemes we performed computations for σ ranging from 0.25 to 3.5 in steps of 0.25 and for Re from 1 to 10 in steps of 1. The stability region of the FV scheme (Figure 10, left) can be compared with the theoretical one depicted in Figure 1. The shapes of the stability domain roughly correspond to each other. Furthermore, the numerically computed stability domain completly includes the theoretically predicted one. For MR and MR/LTS we find that both stability domains coincide (Figure 10, right). Moreover, the observations found for the FV scheme apply by comparing Figure 10 (right) with Figure 3, and Figure 4 showing the stability region of the two block-scheme with global and local time stepping, respectively. FV
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Fig. 10. Numerically computed stability regions for the convection-diffusion equation, using FV(left), MR and MR/LTS (right) with 2nd order central finite differences and L = 9.



Table 1 presents the different error contributions for the convection-diffusion equation at t = 0.5 using L = 9 scales. The error of the MR/LTS scheme, ||uex − uLT S ||, can be decomposed into the discretization error ||uex − uF V ||, the thresholding error ||uF V − uM R || and the local time stepping error ||uM R − 23



Terms



L1 norm



L2 norm



L∞ norm



||uex − uF V ||



1.9980 · 10−3



2.9597 · 10−4



1.4969 · 10−2



||uF V − uM R ||



3.0991 · 10−5



5.2205 · 10−6



3.7992 · 10−4



||uM R − uLT S ||



4.2655 · 10−5



8.7415 · 10−6



9.1523 · 10−4



||uex − uLT S ||



1.9890 · 10−3



2.9403 · 10−4



1.5501 · 10−2



Table 1 Convection-diffusion equation: contributions of the different errors at t = 0.5 for  = 1.2 × 10−3 and L = 9.



uLT S ||. We see that the error of the MR/LTS discretization error is almost identical with the FV discretization error. The thresholding and the local time stepping errors are two orders of magnitude smaller. Figure 11 presents the different errors in L∞ and L1 norm for the convectiondiffusion equation for FV, MR and MR/LTS computations versus the maximal scale L. We observe that the MR/LTS computation yields the same order of accuracy as the MR one for increasing L. Moreover, both adaptive methods have the same second order accuracy as the FV computation on a regular grid. The gain in CPU time of the MR/LTS computation with respect to the MR one is shown in Figure 12 (right). There is a significant compression of CPU time using the MR/LTS method, in comparison with the MR one. This gain is increasing with the number of levels. Moreover, it can be noticed that almost the same memory is required for both methods (Figure 12, left).
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Fig. 11. Convection-diffusion: Error in L ∞ and L1 norm for FV, MR and MR/LTS methods obtained with maximum scales L = 9 to 13 (σ = 0.5 and P e = 1000).
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Fig. 12. Convection-diffusion: Memory compression for both MR and MR/LTS methods (left) and gain in CPU time of the MR/LTS method in comparison with the MR method (right), σ = 0.5 and P e = 1000.



5.2 Shock-tube problem



In the following we consider the compressible Euler equations in one space dimension and we compute a shock-tube problem (see e.g. [32]). The governing equations read, ∂Q ∂F + = 0, (17) ∂t ∂x



with



Q=











 ρ       ρu     



and



F =



ρe



      



ρu 2



ρu + p (ρe + p)u



      



where ρ = ρ(x, t) is the density, u = u(x, t) the velocity in the x-direction, e = e(x, t) the energy per unit of mass and p = p(x, t) the pressure. The system is completed by the equation of state for an ideal gas u2 p = (γ − 1) ρ e − 2



!



(18)



where γ is the specific heat ratio. In dimensionless form, we obtain the same system of equations and the equation of state becomes p=



ρT γM a2



(19)



where T (x, t) is the dimensionless temperature and M a the Mach number. For the simulations, the computational domain is Ω = [−1, 1], with the initial 25



condition proposed by Sod [32] Q(x, t = 0) = where QL =



      







1  0



2.5



    



   QL  Q



and



R



if x < 0



(20)



otherwise



QR =











 0.125       0 .    



0.25



Neumann boundary conditions are applied on both sides. For accuracy reasons, a TVD second-order upwind scheme is used for the space discretization. Here we choose the classical AUSM+ scheme, together with the Van Albada limiter [23]. The physical parameters are M a = 1 and γ = 1.4 and the computations are performed until physical time t = 0.5. The time step is computed with σ = 0.5. The tolerance parameter  depends on the maximum scale L. For L = 9 and 10 we choose  = 10−3 , for L = 11,  = 7.5 · 10−4 , and for L = 12 and 13,  = 5 · 10−4 . R



For the FV computation, the energy |u(x)|2 dx is 0.18174 and 0.18170 for L = 12 and 13, respectively. The energy difference of MR and MR/LTS compared with FV is less than 0.004% for both methods. Pressure, density and velocity of the three methods with L = 12 are shown in Figure 13, together with the adaptive grids for MR and MR/LTS at time t = 0.5. We observe that all three solutions almost coincide. The adaptive grids of MR and MR/LTS are locally refined in the shock region and are identical. In regions where the solution is smoother the grids differ slightly, due to the time advancement at larger scales with larger time steps. Concering the computational efficiency we find that both adaptive methods, MR and MR/LTS, strongly reduce the memory requirements of the FV scheme, for instance for L = 13 less than 8% of the memory is used. The MR computation only requires 6% of the CPU time of the FV computation and the MR/LTS computation yields an additional speed-up of 38%. Here the gain of the local time stepping is more than 1.6 for L = 13, without significantly increasing the error on the solution (Figure 14). 5.3 Diffusion-reaction equations 5.3.1 Steady planar flame front Reaction-diffusion equations are prototypes of non-linear parabolic equations where the non-linearity is in the source term. A steady planar flame front 26
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% CPU time



% Memory



% Error on Energy
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0.003
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0.001
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0.004



Table 2 Shock-tube problem: CPU and memory compressions.
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Fig. 13. Shock-tube problem: MR and MR/LTS solutions for 1D Euler equation at t = 0.5 with L = 12 : pressure (top left), density (top right), velocity (bottom left), and mesh visualizations (bottom right).



can be modeled by these kind of equations. In its 1D dimensionless form with equal heat and mass diffusions, the modelling equation reduces to ∂T ∂2T ∂T + vf = + ω(T ). ∂t ∂x ∂x2 27
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L Fig. 14. Shock-tube problem: Gain in CPU time of the MR/LTS method in comparison with the MR method, for different mesh sizes at t = 0.5 with CFL σ = 0.5.



where the chemical reaction rate ω(T ) is given by the formula ω(T ) =



Ze(1 − T ) Ze2 (1 − T ) exp 2 τ (1 − T ) − 1



(22)



R



where τ is the burnt-unburnt temperature ratio, vf = Ω ω dx is the flame velocity, and Ze is the dimensionless activation energy, known as Zeldovich number. The function T = T (x, t) is the dimensionless temperature and it varies between 0 (fresh premixed gas) and 1 (burnt gas). The non-dimensional partial mass of the unburnt gas is Y = 1 − T . In the simulations, we consider x ∈ [−40, 40] and t ∈ [0, 15]. The initial condition is   1 if x ≤ 1; T0 (x) = (23)   exp(1 − x) if x > 1. and we use a Neumann condition at the left boundary and a Dirichlet condition at the right boundary, ∂u (−40, t) = 0, ∂x



u(40, t) = 0.



(24)



The physical parameters are τ = 0.8, Ze = 10 and we choose a CFL σ = 0.5. For accuracy reasons, the tolerance parameter  is chosen depending on the maximum scale L used. For L = 8 and 9 we use  = 7.5 · 10−2 , for L = 10,  = 5 · 10−2 , for L = 11 and 12,  = 5 · 10−2 and for L = 13,  = 2 · 10−3 . Figure 15 shows a steady planar flame front. Between the burnt and the un28



burnt gas, the chemical reaction occurs. The adaptive grid is strongly refined in this reaction zone and up to 13 levels are active in both MR and MR/LTS computations, whereas in quiescent regions the grid is coarsened down to 5 levels. Comparing the value of the flame velocity with the asymptotic value given in Peters and Warnatz [28], we observe that all methods yield values close to the asymtotic one of vf = 0.918 within an error tolerance below 0.01%. For (a)
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Fig. 15. Steady planar flame front: FV, MR and MR/LTS solutions for (a) temperature, (b) reaction rate, (c) concentration at t = 15 for the reaction-diffusion equation, using τ = 0.8, Le = 1, L = 13,  = 2.10 −3 and σ = 0.5. Comparison between MR and MR/LTS adaptive meshes is presented in (d).



L = 13 levels, the adaptive MR and MR/LTS computations only require 7% of the memory compared to a FV method on a regular grid. The MR computation is 10 times faster than the FV computation and the MR/LTS yields an 29



additional speed-up of 28%, i.e. a gain of 1.38. Method



L



% CPU Time



% Memory



% Error on v f



MR



12



14.1



9.9



0.089



MR/LTS



12



11.0



9.9



0.089



MR



13



10.1



7.0



0.022



MR/LTS



13



7.3



7.0



0.022



Table 3 Steady planar flame front : estimated CPU and memory compressions for the different methods, using CFL σ = 0.5, with  = 10 −2 for 12 scales and 2.10−3 for 13 scales.
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L Fig. 16. Steady planar flame front: MR and MR/LTS: Gain in CPU time for different mesh sizes at t = 15 with CFL σ = 0.5.



5.3.2 Three-dimensional flame ball In the following, we perform numerical simulations of three dimensional instabilities of spherical flames initially stretched in one space direction, to check the formation of cellular patterns. A flame ball is a stationary or slowly propagating spherical flame structure in a premixed gaseous mixture. Such flames have been experimentally observed for low Lewis numbers under micro-gravity conditions [29]. The thermo-diffusive approximation is well adapted for the computation of flame ball, because the flame velocity is very small [7]. Considering again the constant density approximation and one-step chemical kinetics, the system of equations modeling such a flame structure is a set of two diffusion-reaction equations of the form 30



∂T = ∇2 T + ω − s ∂t ∂Y 1 = ∇2 Y − ω ∂t Le



(25)



The dimensionless reaction rate is "



#



Ze(T − 1) Ze2 Y exp . ω = ω(T, Y ) = 2 Le 1 + τ (T − 1) The heat-loss due to radiation follows the Stefan-Boltzmann law and writes s = s(T ) = η[(T + τ −1 − 1)4 − (τ −1 − 1)4 ], where η is the dimensionless radiation coefficient. The global reaction rate is R=



Z



Ω



ω dx dy dz.



The initial conditions are T (r, 0) =



Y (r, 0) =



  



  



1



  exp(1 −



  1 − exp







r ) r0



if r ≤ r0



0



Le(1 −



(26)



if r > r0 ,



r ) r0







if r ≤ r0



(27)



if r > r0 ,



where r0 denotes the initial radius of the flame ball. The boundaries are sufficiently far from the flame ball, so that they have a negligible influence. Hence we can use Neumann boundary conditions. This spherical initial condition is stretched in one direction and a rotation in two axes is applied. Hence, we have r=



s



X2 Y 2 Z2 + 2 + 2, a2 b c



where X = x cos θ − y sin θ, Y = (x sin θ + y cos θ) cos ϕ − z sin ϕ, Z = (x sin θ + y cos θ) sin ϕ + z cos ϕ.
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The parameters of the ellipsoid are a = b = 1.5, c = 3, and the rotation angles are θ = π3 and ϕ = π4 with an initial radius r0 = 1. The computational domain is Ω = [−20, 20]3 . For the fresh mixture, we chose a lean 6.5% H2 -air mixture, for which the Lewis number is Le = 0.3, the Zeldovich number is Ze = 10 and the temperature ratio is τ = 0.64. The radiative heat-loss can be increased by adding products like CF3 Br which do not modify the main chemical reaction, but increase the radiative heat-loss due to soot formation [7]. Hence, we choose a large radiation coefficient, i.e. η = 0.1. The dimensionless elapsed time is t = 27. We observe that, after the first splitting, the new cells also split until the domain is full of small balls. This could be seen in Figure 17, where we present the splitting of the ellipsoid into two cells, a ring of splitting cells are present and a moment where there are cells in different stages of splitting in the domain. In Figure 18 we can see the projection of the cell positions used on the adaptive mesh for temperature and concentration in XZ, Y Z and XY planes.



Fig. 17. Splitting flame ball using the MR/LTS method: Iso-surfaces and isolines on the cut-plane for the temperature (top) and the concentation of the limiting reactant (bottom) with L = 8 scales, Le = 0.3, Ze = 10, τ = 0.64, γ = 0.1. Left to right: physical times t = 6.0 (left), t = 13.5 (center), and t = 21.0 (right).



The time evolution of the reaction rate, shown in Figure 19, is very similar in both MR and MR/LTS simulations. We observe that the reaction rate grows until t = 22 when the cells touch the boundaries and then it starts to decrease. In Table 4, we give the performances for both MR and MR/LTS computations. We use a time step of 3.66·10−4, that corresponds to an initial CFL σ = 0.1. To give some absolute numbers about the CPU time using a Intel(R) Xeon(TM) CPU 3.20 GHz processor the MR computation required around 2 days and 32



Fig. 18. Splitting flame ball: projections of the cell-centers used on the adaptive mesh in the XZ (top), Y Z (middle) and XY -planes (bottom) at times t = 6.0 (left), t = 13.5 (center), and t = 21.0 (right). 3000 MR MR/LTS 2500
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Fig. 19. Splitting flame ball: time evolution of the reaction rates for MR and MR/LTS for the 3D flame ball.



11 h, and the MR/LTS around 2 days and 4 h to get physical time t = 10. The FV computation was performed on a few iterations only to estimate the CPU time that such a computation would require, which is around 89.4 days for t = 10. The CPU and memory compressions of the different methods, using initial cλ = 0.5,  = 0.05 with 8 scales and initial CFL 0.1 show that, at t = 10, the MR method only requires less than 3% of the CPU time needed for the FV computation. The MR/LTS yields an additional speed-up of the MR method 33



Method



% CPU Time



% Memory



R



MR



2.7



1.05



669.09



MR/LTS



2.3



1.05



669.11



Table 4 Splitting flame ball: CPU and memory compressions for the different methods, using initial cλ = 0.5,  = 0.05 with 8 scales and CFL σ = 0.1. The global reaction rate is R computed at t = 10 after 27307 iterations.



of 15% and hence implies a total speed-up of the FV scheme by a factor 43. Both adaptive methods also necessitate only 1% of the memory which the FV computation would consume. The difference in the global reaction rate computed at t = 10 (when the second splitting of the flame balls starts) after 27307 iterations which gives R = 669.1 is less than 0.003%. Hence, using a local time stepping procedure, we get an additional speed-up without significant loss in accuracy.
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Conclusion



The present paper describes an efficient space-adaptive multiresolution method with local time stepping to solve evolutionary PDEs in Cartesian geometry. It is based on a finite volume discretization with explicit time integration, both of second order. We introduced a new local scale-dependent time stepping method into the adaptive multiresolution scheme developed in [30, 31]. In comparison to the finite volume scheme on a regular grid this new scheme allows further speed-up due to an improved time advancement using larger time steps on large scales without violating the stability condition of the explicit scheme. The number of costly flux evaluations is likewise reduced, together with the memory requirements, thanks to the dynamic tree data structure. However, as different scales evolve with different time steps, a synchronization of the tree data structure becomes necessary. The synchronization limits currently the time scheme to second order Runge–Kutta methods as for higher order schemes this task becomes much more difficult. We have also shown that a suitable thresholding of the wavelet coefficients maintains the second order accuracy of the finite volume scheme on the regular grid. The local time stepping hence represents a moderate, but significant, speed-up with unsignificant loss of accuracy. A matrix stability analysis for a simplified two grid problem applied to a convection-diffusion equation showed that the spectral stability region of the local time stepping scheme is approximately the same as the one corresponding to the coarse grid for a mesh Reynolds number Re ≤ 2, but for higher values of this parameter there is a reduction in this stability region. We verified the 34



theoretical prediction numerically for the adaptive scheme and showed that the stability region obtained numerically corresponds to the theoretical one. We demonstrated the efficiency of the new method for different test problems in one and three space dimensions and studied its performance by comparing the CPU time and the memory requirements with the finite volume method using uniform discretization. Fully adaptive three-dimensional computations of spherical flame instabilities reveal the applicability to practically relevant problems. The current speed-up increases with the number of required scales to represent the solution, and also depends on the computational cost of the flux evaluations. Hereby the structure of the graded tree plays a crucial role which reflects the local regularity of the solution. A better localization of small scale features of the solution leads to an unbalanced tree for which MR/LTS is most beneficial. In conclusion, the more expensive the flux evaluation and the larger the number of well localized active scales, the better the speed-up of MR/LTS is. As perspectives, we plan to extend this space-time adaptive scheme to solve the three-dimensional compressible Navier–Stokes equations to perform Coherent Vortex Simulations (CVS) [17] of turbulent flows in the weakly compressible regime.



A



Finite volume discretization on uniform grids



We consider parabolic conservation laws in Cartesian geometry for (x, t) ∈ Ω × [0, +∞), Ω ⊂ Rd , of the form



∂u = D(u, ∇u), ∂t



(A.1)



with initial condition u(x, 0) = u0 (x), and appropriate boundary conditions. We shall be concerned with operators of type D(u, ∇u) = −∇ · F (u, ∇u) + S(u) formed by divergence and source terms. For the applications of this paper the flux function contains advective and diffusive parts of the form F (u, ∇u) = f (u) − ν∇u , with constant diffusion coefficient ν > 0. The numerical model definition for such problems involves two basic aspects: the spatial and the temporal discretizations. For the spatial discretization, a finite volume method is adopted, and for temporal discretization we use explicit Runge-Kutta schemes. 35



Space discretization In a classical finite volume formulation, we consider the computational domain composed by the union of cells {Ωi }N i=1 , where N is the total number of cells. In each cell Ωi with boundary ∂Ωi , external normal ηi and volume |Ωi |, we integrate Equation A.1 using a quadrature formula to get d¯ ui ¯ i (U (t)), =D dt



(A.2)



where U (t) = (¯ ui (t)) contains the cell-averages of the numerical solution in the computational mesh at instant t, such that u ¯i (t) ≈



1 |Ωi |



Z



Ωi



u(x, t) dx,



and



Z ¯ i (U (t)) ≈ − 1 D F (u, ∇u) · ηi dx + S¯i (u). |Ωi | ∂Ωi A variety of methods can be distinguished in the literature , mainly, by the way the numerical flux is defined for the approximation of the flux contribution



1 |Ωi |



Z



∂Ωi



F [u(x, t), ∇u(x, t)] · ηi dx .



For the 1D case, Ωi is a segment [xi− 1 , xi+ 1 ] with step size ∆xi = xi+ 1 − xi− 1 . 2 2 2 2 For this case   ¯ i = − 1 F¯ 1 − F¯ 1 + S¯i . (A.3) D i− 2 ∆xi i+ 2 Typically, advective and diffusive terms are approximated differently. For the advective part, we use either second-order centered or upwind AUSM+ schemes [23] whereas, for the diffusive part, we always choose a second-order centered scheme. The source term is approximated by S¯i ≈ S(¯ ui ). The extension to higher dimensions in Cartesian geometries is performed through a tensor product approach. For the 2D case, if Ωi,j is a rectangle with a volume size |Ωi,j | = ∆xi ∆yj , then Equation (A.2) can be written as d¯ ui,j ¯ i,j (U (t)) (t) = D dt where     ¯ i,j = − 1 F¯ 1 − F¯ 1 − 1 F¯ 1 − F¯ 1 + S¯i,j . D i− 2 ,j i,j− 2 ∆xi i+ 2 ,j ∆yj i,j+ 2
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(A.4)



Similarly, the discretization can be extended for the 3D case where Ωi,j,k is a rectangle parallelepiped with volume of size |Ωi,j,k | = ∆xi ∆yj ∆zk . The same numerical flux as in the 1D case is applied in each direction of the 2D and 3D cases. Time integration After space discretization by means of the finite volume scheme, the result is a system of ordinary equations dU ¯ (t)), (t) = D(U dt



(A.5)



¯ also includes the enforcewhere we assume that the action of the operator D ment of boundary conditions. For a sequence of discrete time values tn = n∆t, let U n be the approximation of U at tn . At the next time step, U n+1 is obtained by the application of a discrete evolution operator E = E(∆t) such that U n+1 = EU n . ¯ and the disE includes the application of the spatial differential operator D cretization in time by means of some ODE solver. For the applications of the present paper, explicit Runge-Kutta schemes are applied. They are characterized by the computation of the solution U n+1 , from the knowledge of U n , after a sequence of intermediate stages. Runge-Kutta formulas of order p read as follows, U n+1 = U n +



p X i=1



¯ n ), and for s ∈ {2, · · · , p} where κ1 = ∆tD(U κs = ∆t



s−1 X



q=1











bi κi + O (∆t)p+1 ,



(A.6)



¯ m + as,q κq ). D(U



The simplest case is the explicit Euler scheme of first order with b1 = 1, and the second order RK2 scheme corresponds to b1 = b2 = 21 , and a2,1 = 1.
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