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E R. Cohen 0 for p = 0.



Using the usual combinatorial description of the E l - t e r m of this spectral sequence yields: COROLLARY



1.2



@ H ' ( G ) -~ eiE(XlG)(i)



",



~ odd



~



H*(G,,,)



¢~E(x/~)(0 i



even



where X may be taken to be IAp(G)I, and Fp coet~cients are used.



|



The isotropy subgroups for the poset space are intersections of normalizers of p-tori. This formula in general can be of no use either because of its size or the fact that G may normalize a p-torus. However, in case G is simple, this reduces the calculation of H*(G) to calculations for proper, local subgroups. With this reduction in mind, it seems likely that a cohomology calculation will involve analyzing a local subgroup which contains the 2-Sylow subgroup (recall that we take only p = 2 in this paper). To understand how to use the cohomology of such a subgroup, the classical double coset formula of Cartan-Eilenberg is often extremely useful [C-E]. We recall how that goes. Assume K C_C_G is a subgroup of odd index. Take a double coset decomposin



tion G =



H KgiK.



Using a simple transfer-restriction argument, it is easy to see



i=1 res~



that H * ( G ) ~--~H*(I() is injective. Let c* : H*(k) --* H*(zKx -1) denote the usual isomorphism induced by conjugation. Recall that a 6 H*(k) is said to be stable if resHn~H~_l(a) = res HxRHx H' x- _I I o c*(a) for x = g l , . . . ,gn. Then we have, for [G:K] odd.



T H E O R E M 1.3 (Cartan-Eilenberg) 6 H * ( K ) is in im resaH if and only i[c~ is stable.
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Applying the techniques described above it is in principle possible to reduce the calculation of H*(G) to understanding the eohomology of its local subgroups, together with the stability conditions. At this point one must dispense with formal reductions and calculate the cohomology of the key local subgroups using the spectral sequences associated to the different extensions they may appear in. Aside from the usual difficulties of understanding the differentials, often some very delicate modular invariant theory must be used to understand the E2-terms or images of different restriction maps. A combination of these methods will be used to calculate H*(M12), the main example in §2. §2. C O H O M O L O G Y C A L C U L A T I O N S F O R M12 M12 is the Mathieu group of order 95,040. We will give a complete analysis of its cohomology using the methods outlined in §1. First, we have that [A2(M12)[/M12 is the following 2-dimensional cell-complex:



We have only labelled the isotropy on one edge, because 1.2 leads to



Proposition 2.1 Let H = Syl~(M12); then there exist two non-isomorphic subgroups W, W' C_ M12 of order 192, such that H*(M12) @ H*(H) "~ H*(W) @ H*(W').



|



Next, we use 1.3 to prove



Proposition 2.2 The image of resMH12 in H*( H) is the intersection o£ the two subalgebras, H*(M12) = H*(W) N H*(W').



]



In other words, the configuration WNW' =



H



W !



1 W



M12



completely controls the cohomology of M12. We now give explicit descriptions of W, W'. W:



I~Qs~W~E4~I



a split semidirect product (the holomorph of Qs). w':



1 -~ ( z / 4 × z / 4 ) ~ z / 2 -~ w ' -~ r~3 - , 1



also a split semidirect product. Although IH] = 64, its cohomology is very complicated. It is obtained by using two index two subgroups with accessible cohomology. We have T H E O R E M 2.3 H*(SyI2(M12)) ~- F2[el, sl, tl, s2, tz, L3, k4]/R



where R is the set of relations S l e l = S2el = t l e l = O, s~ = S2tl + S l t 2 ,



slLa = t]L3 + sls2tl + s2t 2 + s2t2 , s 2 L 3 = s i s 2 t2 + s 2 t l t 2 + s 2 t ~ ,



L 2 = t l t 2 L 3 -~- 81,2tl 3 _[_ s2t21t2 qt_ 82 t4 Jr" ~:12k4 -}- 61t2L3 .



The Poincar~ Series for H*(H) is given by pH(t) = 1/(1 - t) 3.



t



Similarly, we determine H*(W), H*(W') and their intersection in H*(H). We now describe H*(MI2): DIMENSION 2



GENERATOR a



3



x, y, z



5 6 7



7 6 e



a(z +y+z)



RELATIONS =0



x 3 = a3x + a # x + x6



X y = a a zt- X 2 -t- y2



x z = a 3 q- y2



x2y = aaz + aflz + y6 + ae



y z -= a 3 q- x 2



ex = fix 2 + a2x 2



a')' = a 2 y



e y = 0t25 + a 2 y 2 + fiX 2 + ~ y 2



Y7 = aY 2



ez = 72 + a25 + a2:c 2 + # z 2 + # z 2



x 7 -~ a 4 T ¢xz 2



z4 = 7~ + x4 + a 4 # + z~6



c2 = za7 + a2#6 + a s # + zfle +



+



+



+ vz)



The Poincar~ Series for H*(]l112) is given by 1 + t 2 q- 3t a q- t 4 -~ 3t 5 + 4t 6 q- 2t 7 q- 4t s + 3t 9 + t 1° -F 3t 11 -F t 12 -1- t 14 ( 1 -- t 4 ) ( :



- t6)(1



- t 7)



(2.4) §3. A N I N T E R P R E T A T I O N



OF THE RESULTS



We now provide a geometric analysis of our calculation of H*(M12). First, note that F2[f14,66, eT] C_ H * ( M 1 2 ) is a polynomial subalgebra of maximal rank, and in fact the cohomology ring is free and finitely generated over it (this implies that it is CohenMacaulay). One can also verify that S q 2 fl = 6, S q 1 6 = e, S q a e = 13e, S q 6 e = 6e. On the other hand, let G2 denote the usual exceptional compact Lie group of automorphisms of the Cayley octaves. A result due to Borel is that H * ( B G 2 , F2) ~ F2[~4,56, eT] with Steenrod operations as above. G2 is also a 14-dirnensional closed manifold. From (2.4) we see that the numerator of p M ~ z ( t ) looks like the Poincar~ Series of a 14dimensional Poinear6 Duality Complex. How does G2 relate to the group M12? At this point it is pertinent to mention a technique used by Borel to compute the eohomology of BG2. Although ( ~ has rmak 2, it contains a 2-torus of rank 3, denoted by V. Then Borel [Bo] analyzed the spectral sequence for the fibration Gz/V



~



BV i BG2



,



showing that in fact it collapses, and so vv(



) =



( ) '(



.



He computes P.S.[G2/V] = C3(t). Cs(t). C~(t), where Ci(t) denotes the i-th cyclotomic polynomial. Now consider, if V < M12 _< G2, it would be reasonable to expect pMl



(t) = p , G , ( t )



.



Unfortunately, M12 is not a subgroup of G2. However, one does find that G2 contains a subgroup E of order 1344 which normalizes V, and fits into an extension I-~V~E~



(3.0)



GL3(F2)~I



which is non-split. By analogues of Borel's arguments, we have that p E ( t ) = pB



(t) . (



E]).



Our interest is in M12 however, so why does it matter? It matters because of the following result: THEOREM



3.1



H*(E) ~- H*(M12) @ (H*(V) @ St) GL~(F~) , where St denotes the Steinberg module associated to GLa(F2).



II



This result is proved by splitting (3.0) via the Tits Building for GL3(F2), and then reassembling the pieces in the form above. The factor ( H * ( V ) ® St) GL~(F~) is some kind of "error term". What this shows is that the geometry pertaining to E C. G2 is transported via cohomology to M12, a rather unexpected occurrence. The obvious next step is to compare E ard 21412 as groups. They turn out to be close cousins, as manifested by the following result due to Wont [Wo]. THEOREM



3.2 Let G be a t~nite group with precisely two distinct conjugacy classes of involutions, and such that the centralizer of one of them is isomorphic to W = Ho1(Qs ). Then II either G ~- E or G ~- M12, E as before.



This is a very positive development, as it shows that cohomology measLtres in a very precise way how close E and M12 are from the 2-local point of view. Combined with the previous remarks, we see that group cohomology will inherit geometric properties through a local similarity, with difference measured by a very standard algebraic object. From the geometric point of view, there arises an obvious question: does there exist a 14-dimensional Poincar~ Duality complex X with zrl(X) = M12, and whose mod 2 cohomology has Poincar~ Series equal to the numerator of pM12(t)? Just as Gu has important homotopy-theoretic data, so should X.



We now turn to another very unexpected geometric aspect of our calculation. Recall that the cubic tree is defined as the tree whose vertices have valence three - - it is clearly infinite. We have THEOREM



3.3



There exists a group F of automorpI~Jsm of the cuMc tree such that (i) there is an extension 1 ~ F 496 "-~ ~'~-'~J~fl2 ~ 1, where F 496 ---- free group on 496 generators, and | (ii) ~r* : H*(M12,F2) -~ H*(F, F2) is an isomorphism. Part (i) is a result due to Goldschmidt [G], in fact if we take H, W, W' as in §3, F = W * W ~. We see then that at the primep = 2, BM12 can be modelled using H



the classifying space of an infinite, virtually-free group. Aside from the relationship to trivalent graphs, it allows us to make the previous geometric considerations for F instead of M12. One can then pose the problem of constructing a 14-dim manifold with F as its fundamental group and having the required Poincar~ Series. The fact that we axe now dealing with an amalgamated product may make this considerably easier than for MI~. §4. O T H E R S P O R A D I C S I M P L E G R O U P S The other groups which we are currently considering are M22, M23 (Mathieu groups), MCL (the McLaughlin group), J2, J3 (the Janko groups) and O~N (the O'Nan group). At this point we have calculated the cohomology of the 2-Sylow subgroups of M22 (same for M2a) and MCL. For M22 we have an odd index subgroup with a three term double coset decomposition, and the stability conditions are clear. We only require some detailed understanding of F2[xl, x2, X3, X4]A6' where As C Sp4(F2) _-_ Zs. For O~N, even though the group has order larger than 460 billion, we have calculated its poset space IA2(O'N)I, and used this to show



H*(O'N) @ H*(43 • E4) ~ H*(43. GLa(F2)) @ H*(4. PSL3(F4). 2) a considerable reduction. Here we are using the Atlas notation for extensions and cyclic groups of order n. Using the Tits Buildings for the Chevalley groups in this formula we have made considerable progress towards a complete calculation (we already have H*(PSL3(F4)) and the cohomology of related extensions [AM]). For the group OtN, the algebra seems to dictate that a 30-dimensional Poincar6 Duality complex will play the same r61e as the 14-dimensional one for M12. From the homotopy point of view these are indeed interesting dimensions. REFERENCES
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R E S O L U T I O N S A N D POINCARI~ D U A L I T Y F O R FINITE GROUPS D. J. BENSON



Abstract



This talk is a survey of some recent joint work with Jon Carlson on cohomology of finite groups. I shall describe how, for an arbitrary finite group G, one can produce an algebraic analogue of a free G-action on a product of spheres. If k is the field of coefficients, one can use this to build a resolution of k as a kG-module, which consists of a finite Poincarg duality piece and a polynomial piece. This resolution has the same rate of growth as the minimal resolution, but in general is not quite minimal. The deviation from minimality is measured by secondary operations in group cohomology expressible in terms of matric Ma.ssey products.
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Introduction



This talk is intended as a survey of some recent joint work with Jon Carlson [1,2,3] on cohomology of finite groups. Let me begin with an example. Let G be the quaternion group Qs of order eight, and k be the field of two elements. T h e n it is well known that



H*(G, k) = k[x, y, z]/(x 2 + xy + y2, x 3, y3) with deg(x) = deg(y) = 1 and deg(z) = 4, so that we have n



dimkHn(G,k)



0



1 2 3 4 5



6 7 8



...



1 2 2 1 1 2 2 1 1 ...



Thus the cohomology consists of a finite symmetric piece in degrees zero to three, and a polynomial generator in degree four. There is an easy topological interpretation of this structure, as follows. We can regard the quaternion group as a subgroup of the multiplicative group of unit quaternions. These unit quaternions form a 3-sphere S 3, and so G has a free action on S 3 by left multiplication. If we choose an equivariant CW-decomposition of S 3 and take cellular chains with coefficients in k, we obtain a complex of f r e e / : G - m o d u l e s of length four, with homology one copy of k at the beginning and the end. Thus we m a y take the Yoneda splice of this



11 complex with itself infinitely often to obtain a projective resolution of k as a kG-module. Taking cohomology, we obtain



H'(G, k) = H*(S3/G, k) ® k[z], where z is a polynomial generator in degree four. Since SS/G is a compact manifold, its cohomology satisfies Poincar6 duality, which explains the symmetry in the first four degrees. What I wish to outline here is how this picture can be generalised to all finite groups. Given a finite group G and a field k of characteristic p dividing the order of G (otherwise there is no cohomology), there is a construction of a finite Poincar6 duality complex which is a sort of algebraic analogue of a free action of G on a product of spheres. This gives rise to a projective resolution of k as a kG-module which consists of a finite Poincar6 duality part and a "polynomial" part. The number of polynomial generators required is equal to the number of spheres; this is the p-rank rp(G) (the maximal rank of an elementary abelian p-subgroup of G), in accordance with a theorem Of Quillen [9,10] on the Krull dimension of the cohomology ring. The resolution we construct has the same polynomial rate of growth as the minimal resolution, but in general it is not minimal. The deviation from minimality is measured by certain secondary operations in group cohomology which are like Massey products. These secondary operations only appear in case the cohomology is not Cohen-Macaulay, so that in case the ring is Cohen-Macaulay we can read off from the Poincar6 duality statement a functional equation for the Poincar6 series. Thus we have the following theorem from Benson and Carlson [3]. T h e o r e m 1.1 Suppose that the cohomology ring H*(G, k) is Cohen=Macaulay. Then the Poincard series Pk(t) = E~>o t ~dimk HI(G, k) satisfies the functional equation



Pk(1/t) = (-t)rP(a)Pk(t). If H*(G, k) is not Cohen-Macaulay, we still obtain information in terms of a spectral sequence converging to a finite Poincar6 duality ring, and in which the differentials are determined by the secondary operations mentioned above.
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Resolutions and c o m p l e x i t y



We begin with a gentle introduction to the cohomology of finite groups, to set the scene. Let G be a finite group, and k be a field. We think of finitely generated kG-modules as being the same thing as representations of G as matrices with entries in k. Recall that Maschke's theorem says that if the characteristic of k does not divide the order of G then every short exact sequence 0 --+ M ' ~ M " --* M -+ 0 of kG-modules splits. If the characteristic of k is a prime p dividing the order of G, then there are always counterexamples to Maschke's theorem, and this is one of the fundamental differences between ordinary and modular representation theory. A module M is projective if Maschke's theorem holds for short exact sequences ending in M, and M ' is injective if Maschke's theorem holds for short exact sequences beginning with M'.
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In fact in this context of finite group algebras over a field, a module is projective if and only if it is injective. If M is not projective, we can measure the extent to which it "glues" to other modules in the above sense by forming a projective resolution; namely an exact sequence . - . ~ ~ ~ M ~ O in which all the Pi are projective. There is a unique minimal resolution for a given module M, and all other resolutions may be obtained from this one by adding on a split exact sequence of projective modules. The nth kernel in the minimal resolution is denoted f~'~(M). If M ' is another module we can take homomorphisms Homka(P0, M') ~ Homkc(P1, M') ~ H o m ~ ( P 2 , M') --* .- • and define Ext~a(M , M') to be the kernel of the (i + 1)st map in this sequence modulo the image of the ith map. This is independent of choice of resolution. We define HI(G, M) to be E xtka(k,M). This is a finitely generated graded commutative k-algebra in which the multiplication may be described in terms either of cup products or Yoneda compositions. Let us illustrate with an example. Let G = GL3(2) be the simple group of order 168 and k be the field of two elements. Then there are four simple kG-modules k, M, N, St of dimensions 1, 3, 3, 8 respectively. The Steinberg module St is projective, while the projective covers Pk, PM, PN have the following structures.



/,



N



k



M



M



k



/\ M



/,



M



k



N



N



I N



k M



I



N



M



/



/ N



This means Pk has a unique top and bottom composition factor each isomorphic to k, and Rad(Pk)/Soc(Pk) "~ M@N. Similarly, PM has a unique top and bottom composition factor each isomorphic to M, and Rad(PM)/Soc(PM) is a direct sum of k and a uniserial module (i.e., a module with a unique composition series) with composition factors N, M, N. To obtMn a projective resolution of k, we begin with Pk, so that the first kernel is M N 9t(k) = \ / . Thus 9l(k)/Radgl(k) ~ M ® N, so that the projective cover of f~(k) is k PM @ PN. The next kernel is obtained by cutting and pasting the diagrams for PM and



]3 PN as follows. M



O~



I



1



N



M



N



1



I



[



~



N



M M



I



M



k



@



k



N



\/



N



~0.



k



\1\1 M



N N



M



\



/ M



N



Thus the left-hand module in this sequence is f~2(k). This module modulo its radical is N @ k @ M , and so the projective cover is PN @ Pk @ PM with kernel k ~3(k)--



M /\



\ N



N /\ k



k / M



and so on. At this stage, the reader must presumably have started to wonder about the exact meanings of the diagrams we are drawing. I do not wish to explain that in detail here, but the method is explained in detail in Benson and Carlson [1]. The reader may also get the impression that to calculate an entire projective or injective resolution this way would take infinitely much work. However, after a while the patterns start "repeating." This is formalised, at least for groups of p-rank at most two, in Section 9 of Benson and Carlson [1]. in the above example, the number of summands of the projective modules in the minimal resolution • " ~ Pk @ P M @ P N @ P k



~ PN ® P k ® P M



~ PMGPN



--o Pk ~ k ~ 0



is growing linearly. Because cohomology of a finite group with coemcients in a finitely generated module is finitely generated (Evens [5]), minimal resolutions always have "polynomial growth" in the following sense. If Pn is the nth module in a minimal resolution of M , we form the Poincar6 series f(t) = ~



t ~ dimk P~.



n=0



Then f ( t ) is the power series expansion of a rational function of t of the form r



(polynomial with integer coefficients)/1"[(1 - tk'). i=1



If f ( t ) has a pole of order c at t = 1 then for some positive real constant # we have dimk P~ < #n c-1, but the exponent c - 1 may not be decreased to c - 1 - ~ for any positive value of ~. We say that the integer c is the c o m p l e x i t y of the module M.



]4 If we look at the above example more closely, we see that the given resolution is the total complex of a double complex of the form :



:



:



:



i



i



t



i



Pk



~



Px



~



PM ~-



Pk



1



t



i



t



i



i



i



i



PM



e-



i



pk



~--



t



pN



i



e--



pM



~""



~--...



i



Thus there are vertical and horizontal differentials do and dl squaring to zero and anticommuting, so that the total differential do + dl squares to zero. More generally, a c-fold m u l t i p l e c o m p l e x is like a double complex, except that it has c different directions (vertical, horizontal, . . . ) and differentials d o , . . . , d c - 1 which anticommute and square to zero, so that the total differential, namely the sum of the di, squares to zero. The following theorem is proved in Benson and Carlson [2]. T h e o r e m 2.1 Let M be a finitely generated kG-module of complexity c. Then there is a resolution of M which is the total complex of a c-fold multiple complex in which each row, column, etc. is periodic. Note that the growth rate of the total complex of such a c-fold multiple complex is c, so that this is the same as the growth rate of the minimal resolution. In fact, the resolution produced in the proof of the above theorem is a tensor product of periodic complexes, so that the minimal resolution is usually not of the form produced here. In all the examples we have looked at, one can find a c-fold multiple complex whose total complex is the minimal resolution, but one must allow the rows, columns, etc. to be eventually periodic rather than strictly periodic. It is unclear whether one should expect to be able to prove a theorem of this sort.
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The construction



It is worth sketching the construction used in the proof of the theorem at the end of the last section, because this provides us with the algebraic product of spheres with free G-action mentioned in the introduction. If M is a finitely generated kG-module, we have a map Ext~G(k , k)



®M



, Ext~c(M , M).
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given by tensoring with M. Note that while Ext~a(M , M ) , as a ring under Yoneda composition, is not in general graded commutative (even is M is simple it may have complete matrix rings as quotients), the image of this map is in the graded centre, and by the theorem of Evens [5], Extra(M, M) is finitely generated as a module over its image. Thus by Noether's normalisation lemma, one can find a polynomial subring k[Ci,..., ~c] of E x t *, ( k , k) with the following properties. (i) The above map is injective on the subring k[C1,..., ~c]. (ii) ExtT,G(M, M) is finitely generated as a module over the image of k[~l,..., ~c]. (iii) The elements ~1,-.., ~c are homogeneous (i.e., tive in a single degree, say ~i lives in degree rel). The number c is the K r u l l d i m e n s i o n of Ext~c(M , M) as a module over Ext~a(k , k), and in fact this is equal to the complexity of M as a kG-module (Carlson [4]). For each generator ~ ~ 0 (say of degree m) of this polynomial ring, we perform the following construction. Let - . - - , P~ ~ P l - ~ P 0 - ~ k - , 0



be the minimal resolution of k as a kG-module. Then ff is represented by a cocycle P.~ --~ k which is surjective and vanishes on the image of Pm+l -~ Pro. It may therefore be regarded as a surjective map ¢ : ~'~(k) -~ k (which is uniquely determined since we are working with the minimal resolution). We denote the kernel of this map by L¢. Thus L¢ may be regarded as a submodule of Pro-1 via the inclusion of f~'~(k) in Pro-l, and we obtain a diagram of the following form, in which the rows are exact. 0



0



1



1



L¢



=



,L 0



•mk



L¢



1 ~



Pm-1



~



pm_z



~...~



1 04



k



~



P,~_I/L~



,L



,L



0



0



~



P~_~



Po



-~



J. ~...-~



Po



k



~0



H ~



k



~0.



We denote by C¢ the chain complex 0 --* P , ~ - I / L ¢ ~ Pro-2 "-0 "'" ---o Po -* 0



formed by truncating the b o t t o ~ row of this diagram. Thus we have H i ( C ( ) '~



k 0



ifi=O,m-1



otherwise.



We write ~ for the generator of degree re - 1, and 1 for the generator of degree zero.
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The complex C~ should be thought of as a sort of algebraic analogue of a sphere with G-action, with ~ being the transgression of the fundamental class of the sphere. We also write C~~) for the chain complex ... ~ P1--~ Po -~ P,~_x/L¢ ~ P,~_2 ~ ... ~ P1--~ Po ~ O



obtained by splicing together infinitely many copies of C( in positive degree. It is an exact complex except in degree zero, where the homology is k. T h e o r e m 3.1



If ~l,... ,~c are chosen as above, then the complex C a ® C¢~ ® . . . ® C a ® M



is a finite complex of projective modules, whose homology consists of 2 c copies of the module M .



Note that since the tensor product of a projective module with any module is again projective, there is only one module in the above complex which might conceivably not be projective, namely the tnodule P , ~ - a / L a ® . . . ® Pm~-a/ L~o ® M.



There are two available proofs for the projectivity of this module. One involves the machinery of varieties for modules, and involves showing that the choice of ~1,... ,~c means that the hypersurfaces defined by these elements intersected with the variety of M give the zero variety, and then observing that modules with the zero variety are projective. This proof may be found in Benson and Carlson [2]. The other available proof uses the hypercohomology spectral sequence and Evens' finite generation theorem. This may be found in Benson and Carlson [3]. It follows from the above proposition that the complex



C(OO) a ®'"®



C~) ®M



consists of projective modules, and by the Kiinneth theorem it is exact everywhere except in degree zero, where its homology is M. In other words, it is a projective resolution of M, which is c-fold multiply periodic in the sense of Theorem 2.1. Thus it has the same polynomiM growth rate as the minimal resolution.



4



Poincard duality



Now let us concentrate on the case of the trivial module k. By a theorem of Quillen [9,10], the Krull dimension of H*(G, k) is r = rp(G), the maximal rank of an elementary abelian p-subgroup of G. Thus the construction of the last section tells us that we should choose a polynomial subring k[~l,..., ~T] over which H*(G, k) is finitely generated as a module. Let C denote the complex C a ®-.- ® C¢~. Then C is a Poincar6 duality complex in the sense that it is chain homotopy equivalent to its dual, suitably shifted in degree. More precisely, the following theorem is proved in Benson and Carlson [3].



]7 T h e o r e m 4.1 The complex C is a direct sum of an exact sequence of projective modules



P' and a complex C ~ having no such summands, and C ' ~ Homk(C', k)[s],



where s = E i ~ ( d e g (i - 1) and [s] denotes a shift in degree by s. Of course, before tl~e removal of P', the complex C is not isomorphic to its shifted dual in the above sense, because the modules at one end are much larger than those at the other. But the above theorem is equivalent to saying that C is chain homotopy equivalent to its shifted dual. In this form, the statement remains true for more general commutative rings of coefficients.



5



A spectral s e q u e n c e



The chain complex C gives rise to a spectral sequence as follows. Let P be a resolution of k as a kG-module, and let C be the chain complex described in the last section. We examine the spectral sequence of the double complex Homka(P @ C, M), for a kGmodule M. If we look at the spectral sequence in which the horizontal differential is performed first, we find that the E1 page consists of the complex H o m k a ( C , M) up the left-hand wM1, and zero elsewhere. It follows that the spectral sequence converges to H*(HOmkG(C, M)). On the other hand, if we perform the vertical differential first, then the E1 page is Homka(H.(C) @ P, M). Thus the E2 page takes the form Ext~a(H,(C), M) ~ H*(G, M)® A*(~I,..., ~r). Thus the spectral sequence takes the form



H*(G, M) ® A*((1,..., (r) =¢" HP+q(Homka(C, M)). Some of the differentials in this spectral sequence are given as follows. If a C H*(G, M), then we have Now if the (i form a Tegular sequence for H*(G, M) as a module over H*(G, k) (for example, this happens in case M = k and H*(G, k) is a Cohen-Macaulay ring), then these differentials determine all the differentials, and the Eoo page is H*(G, M)/((1,..., (r) concentrated along the bottom line. So in this case, we have



H*(G, ~ / ) / ( ~ 1 , . . . , ~r) ~ H*(Homka(C, M)). So for example if H*(G, k) is a Cohen-Macaulay ring (see for example Matsumura [7] or Serre [11] for standard properties of Cohen-Macaulay rings), then the Poincar6 series of the cohomology ring Pk(t) = •i>0 t~ dimk tP(G, k) takes the form Pk(t) = (polynomial of degree s with symmetric coefficients)/I-I~=l(1 - t~). This is easily seen to imply the functional equation given in Theorem 1.1. Many cohomology rings are Cohen-Macaulay, but for an example of a cohomology ring which is not Cohen-Macaulay, see for example Evens and Priddy [6].
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6



Secondary



operations



In general, in the spectral sequence of the last section, not all differentials are described by the formula For example, if a C H*(G, M) with ~ 1 = ~ff2 = 0, then we have not yet described d,~+n2-1(~(l(2). This is given by a certain secondary operation related to the Massey triple product, and defined as follows. Choose cocycles u, and 7/i with ~ = [u] and (i = [yi]. Then u7h is a coboundary, say mh = dul, and similarly u~12= du> Also, since H'(G, k) is graded commutative, we may write rh~72 - (-1)"1"27/2~1 = &h> It is easily seen that is a cocycle, and we denote its cohomology class by (~1(1, (2)- This is well defined modulo the submodule of H*(G, M) generated by (1 and (2. The differential asked for above is now given by There are similar definitions of secondary operations {c~l(~,..., (j}, defined when the secondary operations involving proper subsets of the ~'s vanish, and 'defined modulo the images of the previous differentials, with the property that



When I gave this talk in Sant Feliu, Doug Ravenel was in the audience, and pointed out that in fact the above secondary operations can be expressed in terms of the usual matric Massey products [8]. For example, the first two cases are given by



(~1¢,,



¢2) = (~, (¢1, ¢2),



(~1C1,¢2,¢~)



=



(



(~,((~,(~,~),



(~



-~2



o -C~



¢1



0



,



¢~



G
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GROUPS AND SPACES WITH ALL L O C A L I Z A T I O N S T R I V I A L A.J. BERRICK AND CARLES CASACUBERTA
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Introduction



The genus of a finitely generated nilpotent group G is defined as the set of isomorphism classes of finitely generated nilpotent groups K such that the p-localizations Kp, Gp are isomorphic for all primes p [19]. This notion turns out to be particularly relevant in the study of non-cancellation phenomena in group theory and homotopy theory. In the above definition, the restriction of finite generation is imposed in order to prevent the genera from becoming too large--in fact, with that restriction, genera are always finite sets. Nevertheless, it is perfectly possible to deal with the so-called extended genus, in which the groups involved, though still nilpotent, are no longer asked to be finitely generated. This generalization has been found to be useful [9,10,15]. More serious difficulties arise in this context if one attempts to remove the hypothesis of nilpotency. Given any family of idempotent functors {Ep} in the category of groups, one for each prime p, extending p-localization of nilpotent groups, one could expect to find groups G such that EpG = 1 for all primes p, that is, belonging to the "genus" of the trivial group. In fact, as shown below, there even exist groups G sharing this property for every family {Ep} chosen. We call such groups generically trivial. In Sections 1 and 2 we exhibit their basic properties and point out several sources of examples. A group G is called separable if for some family of idempotent functors {Ep) a~ above, the canonical homomorphism from G to the cartesian product of the groups EpG is injective. Residually nilpotent groups and many others are separable. In Section 3, we observe that acyclic spaces X with generically trivial fundamental group are relevant because the space map.(X, Y) of pointed maps from X to Y is weakly contractible for a very broad class of spaces Y, namely for all those Y such that ~rl(Y ) is separable. Acyctic spaces X with generically trivial fundamental group deserve to be called generically trivial spaces, because, for every family of idempotent functors Ep in the pointed homotopy category of connected CW-complexes extending p-localization of nilpotent CWcomplexes, the spaces EpX are contractible for all p. Familiar examples of generically trivial spaces include all acyclic spaces whose fundamental group is finite. Note that nitpotent groups (and spaces) form together a class to which p-localization extends in a unique way. The latter provide the obstruction to the existence of localizationcompletion pullback squares for general groups and spaces.



2] Finally, Section 4 is devoted to the problem of recognizing generically trivial groups by inspecting their structure. This is in fact rather difficult, and linked to the problem of determining in general the kernel of the universal homomorphism from a given group G to a group in which pl-roots exist and are unique [22]. Acknowledgments. We are both sincerely indebted to the CRM of Barcelona for its hospitality. Some parts of our exposition owe much to discussions with George Peschke.
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Separable and generically trivial groups



Let P be a set of primes and pt denote its complement. A group G is called P-local [16,20] if the map x ~-* x '~ is bijective in G for all positive integers n whose prime divisors lie in pi (written n E PI for simplicity). For every group G there is a universal homomorphism l : G ---* Gp with Gp P-local [13,20,21], which is called P-localization. If the set P consists of a single prime p, then we usually write Gp instead of Gp. The properties of the P-localization homomorphism are particularly well understood when G is nilpotent [16]. A group G is called separable [22] if the canonical map from G to the cartesian product of its p-localizations



a



, l-lap



(1.1)



P



is injective. It is well-known that nilpotent groups are separable [16]. The class of separable groups is in fact much larger. It also contains all groups which are p-local for some prime p, and it is closed under taking subgroups and forming cartesian products; cf. [22, Proposition 6.10]. Thus it is dosed under small (inverse) limits. In particular, since every residually nilpotent group embeds in a cartesian product of countably many nilpotent groups, we have



Proposition 1.1



Residually nilpotent groups are separable.



[]



If a group G is not separable, then one cannot expect to recover full information about G from the family of its p-localizations Gp. The worst possible situation occurs, of course, when all these vanish. We introduce new terminology to analyze this case. D e f i n i t i o n 1.2 A group G is called generically trivial if Gp = 1 for all primes p. As next shown, it turns out that such groups cannot be detected by any idempotent functor extending p-localization of nilpotent groups to all groups. The basic facts about idempotent functors and localization in arbitrary categories are explained in [1,13]. L e m m a 1.3 Assume given a set of primes P and an idempotent functor E in the category of #roups such that E Z -~ Zp, the integers localized at P . Then, for every group G and every n E p t the map x ~-~ x n is bijective in EG. PROOF. This is in fact a stronger form of a result in [13]. Fix an integer n E P' and denote by Pn : Z --* Z the multiplication by n. For a group K, the function (p=)* : Horn(Z, K) ~ Hom(Z, K) corresponds precisely to the nth power map z ~-, x = in K



22 under the obvious bijection Horn(Z, K) ~ g . Thus we have to prove that (p~)* is a bijection when K = EG for some G; in other words, that pn is an E-equivalence. By assumption, there is a commutative diagram



z



& EZ -% Zp (1.2)



Z



&



EZ



-% Zp,



in which q denotes the natural transformation associated to E. Here r/cannot be identically zero, because there is a non-trivial homomorphism from Z to an E-local group-namely, Zp. Thus, if x E Zp is the image of 1 E Z under the top composition in (1.2), then x 7~ 0 and ¢(x) = nx. It follows that ¢ is multiplication by n and hence an isomorphism. This implies that Ep~ is also an isomorphism, i.e. that p~ is an E-equivalence, as desired. []



Theorem 1.4 (a) A group G is generically trivial if and only if EpG = I for every prime p and every idempotent functor Ep in the category of groups satisfying EpZ ~- Zp. (b) a group G is separable if and only if the canonical homomorphism G --* I-IpEpG is injective for some family {Ep) of idempotent functors in the category of groups, one for each prime p, satisfying EpZ ~ Zp. PROOF. One implication is trivial in both part (a) and part (b). To prove the converse in (a), note that, for every prime p and every choice of Ep, the homomorphism G --* 1 is an Ep-equivalence when Gp = 1, because every homomorphism ~0: G --~ K with K Ep-local factorizes through Gp by Lemma 1.3. To prove the converse in (b), use again Lemma 1.3 to obtain, for every family {Ep}, a factorization



G & I I G, -~ I I E, G. P



D



P



C o r o l l a r y 1.5 Generically trivial groups are perfect. PROOF. Choose Ep to be Bousfield's HZp-localization [8]. It follows from Theorem 1.4 that, if G is generically trivial, then III(G; Zp) = 0 for all primes p, and hence HI(G; Z) = 0. Actually, there is another argument available: It suffices to apply Corollary 2.1 below to the projection of a generically trivial group G onto its abelianization G--*G/[G, G], using the fact that a generically trivial abelian group is necessarily trivial. [] In general, a perfect group need not be generically trivial. There are indeed perfect groups which are locally free [3, Lemma 3.1] and hence separable [22, §9]. Further, in Section 4 below, we present an example of a countable perfect group whose localizations contain the localizations of all finitely generated nilpotent groups. However, as next shown, finite perfect groups are generically trivial.



Proposition 1.6 For a finite group G, the following assertions are equivalent: (a) G is generically triviab (b) G is perfect; (c) for every prime p, G is generated by p'-torsion elements.



23 PROOF. The implications ( c ) ~ ( a ) ~ ( b ) hold for all groups G. If G is finite, then, for each set of primes P, l: G --* Gp is an epimorphism onto a P-group, and Kerl is generated by the set of P'-torsion elements of G; cf. [22, §7]. This shows that (a)=~(c). To prove that (b)=t-(a), observe that, given a prime p, Gp is perfect because it is a homomorphic image of G, and also nilpotent because it is a finite p-group. This forces Gp = 1. [] The implication (a)=~(c) in Proposition 1.6 still holds if we assume G locally finite, by Lemma 2.5 below. Its failure to be true for arbitrary groups is discussed in Section 4, cf. Theorem 4.7. One of the most characteristic features of generically trivial groups G is that homomorphisms ~: G ~ K are trivial for a broad class of groups K. It follows from Corollary 1.5 that this happens whenever K is residually nilpotent. More generally,



Proposition 1.7 A group G is generically trivial if and only if every homomorphism ~: G --* K with K separable is trivial. PROOF. If G is generically trivial, then the composition r/



proj



G ~ Ii ~ l l np---~ K p P



is trivial for all p. Hence, 7(~(x)) = 1 for every x E G, and, if "7 is a monomorphism, then q0(x) = 1 for every x E G. To prove the converse, take K = Gp for each prime p. D



2



Other properties and examples



The class of generically trivial groups is closed under several constructions which we list below in the form of corollaries of Proposition 1.7. Direct proofs of these statements can also be given using basic properties of the P-localization functor [20,21,22]. C o r o l l a r y 2.1 Every homomorphic image of a generically trivial group is generically trivial. [] C o r o l l a r y 2.2 If N >--+G ~ Q is a group extension zn wn,cu N and Q are generically trivial, then G is also generically trivial. [] C o r o l l a r y 2.3 The (restricted) direct product of a family of generically trivial groups is generically trivial. [] C o r o l l a r y 2.4 The free product of a faraily of generically trivial groups is generically trivial Thus, the class of generically trivial groups is closed under small colimits. This is not a surprise, in view of the next general fact: Since the P-localization functor has a right adjoint--namely, the inclusion of the subcategory of P-local groups in the category of groups--it preserves colimits [18, V.5], that is L e m m a 2.5 Let F be a diagram of groups, and denote by Fp the diagram of P-local [] groups induced by functoriality. Then (colim F)p ~- (colimFp)p.



24 (Note that, to construct colimits in the category of P-local groups, one computes the corresponding colimit in the category of groups and takes its P-localization.) V/e next describe other important sources of examples of generically trivial groups. As already observed, groups satisfying condition (c) in Proposition 1.6 are always generically trivial. Among such groups are all strongly torsion generated groups (a group is strongly torsion generated [7] if, for every n >__2, there is an element x E G of order n whose conjugates generate G). Examples include the subgroup E ( R ) generated by the elementary matrices within the general linear group G L ( R ) , for an arbitrary associative ring R with 1; see [6]. A simple group G containing elements of each finite order is strongly torsion generated. Interesting examples of this kind are -



the infinite alternating group Aoo;



- Philip Hall's countable universal locally finite group [14]; - all non-trivial algebraically closed groups [17]. This last example shows, by [17, IV.8.1], that T h e o r e m 2.6 Every infinite group G can be embedded in a generically trivial group of the same cardinality as G.



o



By [6], every abelian group is the centre of a generically trivial group. This prompts the question: which groups are normal in generically trivial groups? Although generically trivial groups are perfect, no further restriction can be made on their integral homology in general, because T h e o r e m 2.7 For any sequen~ce A2, A3, . . . , A~, . . . o f abelian groups, there exists a generically trivial group G such that Hn(G; Z) ~- A,~ f o r all n ~ 2. PROOF. By [7, Theorem 1], one can always find a strongly torsion generated group with this property. D
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Some implications in homotopy theory



Our setting in this section is the pointed homotopy category H o . of connected CWcomplexes. Our main tool will be the functor ( )p defined in [11,12,13] for a set of primes P. It is an idempotent functor in H o . which is left adjoint to the inclusion of the subcategory of spaces X for which the nth power map p~ : f X --~ fiX, w ~ w~, is a homotopy equivalence for every n E P~. The map l: X --* Xp turns out to be indeed P-localization if X is nilpotent, and, for every space X, the induced homomorphism L" r l ( X ) ~ rl(Xp) P-localizes in the sense of Section 1. As explained in [13], the universality of Bousfield's H.( ; Zp)-localization [8] in H o . implies that l.: g . ( x ; Zp) ~ H.(Xp; Zv)



(3.1)



for every space X. In fact, the map l. : H,(X; A) -* H.(Xp; A) is an isomorphism for a broader class of (twisted) coefficient modules A, namely those which are P-local as Z[ra(XF)]-modules; see [11].



25 T h e o r e m 3.1 The following assertions are equivalent. (a) X is acyclic and ~rl(X) is a generically trivial group. (b) For every space Y such that rI(Y) is separable, the space map.(X, Y) of pointed maps from X to Y is weakly contractible. (c) EpX is contractible for every prime p and every idempotent functor E v in H o ,



satisfying Ep$1 ~_ ( $1)~. (d) Xp is contractible for all primes p. For the proof we need to remark the following fact. L e m m a 3.2 /f the space X is acyctic and Hom(Trl(X), ~rx(Y)) consists of a single element, then map.(X, Y) is weakly contractible. PROOF. Every map f : X --~ Y can be extended to the cone of X by obstruction theory, because f. : 7rl(X) --* 7rl(Y) is trivial and the cohomology groups of X with untwisted coefficients are zero. Thus [X, Y] consists of a single element, and hence map.(X, Y) is path-connected. The higher homotopy groups ~rk(map.(X, Y)) - [EkX, Y], k > 1, vanish because the suspension of an acyclic space is contractible, o PROOF OF THEOREM 3.1. The implication ( a ) ~ ( b ) follows from Proposition 1.7 and Lemma 3.2. Now assume given a prime p and an idempotent functor Ep as in (c). Then, by the same argument used in the proof of Lemma 1.3, the standard map p~ : S 1 --* S 1 of degree n is an Ev-equivalence if (n,p) = 1, and thus, for every space X, the map (pn)*: IS ~, EpX] ~ [S 1, EpX] is a bijection. This tells us that ~r~(EpX) is a p-local group and hence separable. If we assume that (b) holds, then in particular ~: X ---* EvX is nuUhomotopic, and the universal property of 77forces EpX to be contractible. This shows that ( b ) ~ ( c ) . The implication ( c ) ~ ( d ) is trivial. Finally, if Xp is contractible then rl(X)p = 1 and, by (3.1), Hk(X; Zp) = 0 for all k >_ 1, where Z v denotes the integers localized at p. If this happens for all primes p, then X is acyclic and ~rl(X) is generically trivial. Thus, (d)=~(a). [3 We call generically trivial those spaces satisfying the equivalent conditions of Theorem 3.1. Such spaces are not rare. For example, P r o p o s i t i o n 3.3 Every acyclic space X with finite fundamental group is generically trivial. PROOF. If X is acyclic, then r l ( X ) is a perfect group. But finite perfect groups are generically trivial by Proposition 1.6. [3 Also classifying spaces of generically trivial acyclic groups G are generically trivial spaces. Such groups G exist by Theorem 2.7. One explicit example is Philip Hall's countable universal locally finite group; see [5]. Another example is the general linear group on the cone of a ring [5,7]. A third example is the universal finitely presented strongly torsion generated acyclic group constructed in [7]. Since many groups are separable (cf. Section 1), Theorem 3.1 provides a good number of examples of mapping spaces which are weakly contractible.
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S t r u c t u r e of generically trivial g r o u p s



In this final section we address the question of how to characterize generically trivial groups in terms of their structure. Given a group G and a set of primes P, the kernel of h G -+ Gp is hard to compute in general. If G is nilpotent, then Kerl is precisely the set of P'-torsion elements of G [16]. For other groups G, it can be considerably bigger, as we next explain. An element x E G is said to be of type Tp, [20,21] if there exist a, b E G and an integer n E P' such that x = ab -1, a '~ = b'~. Note that the P-localization homomorphism kills all elements of type Tp,. recursively define a sequence of normal subgroups of G



We may (4.1)



I = To _.O. Proof: (1) From (E2) we have that E ~ N is a sub-.A~-module of N and therefore m-nilpotent. Then, it follows from the formula ~ ( g * Y ® J(n)) ~ H * V ® J ( n - 1), for any elementary abelian 2-group V and n > 0, ([LZl]), that ~ N is (m - 1)-nilpotent. (2) It suffices to remark that for any M E /2 the cokernel of ~q0: M --* ~ M is nilpotent (see (E2)) then } M is nilpotent if M is nilpotent. •



38 1.9 P r o p o s i t i o n . [Compare with [S]] An unstable A~-module N is m-nilpoten¢ if and only if f~kN is nilpotent for any k: 0 < k < m. Proof.- Suppose N m-nilpotent and k: 0 < k < m. The natural surjection N --~ Ekf/kN shows that E k ~ k N is m-nilpotent. The point (1) of lemma 1.8 proves that f~kN is (m - k)-nilpotent, so, in particular, it is nilpotent. To prove the converse we use induction on m and the Mahowald exact sequence (E2) for the Brown-Gitler modules J ( n ) , n > O. •



1.10 Remark: Let Sqk, k E Z, the operation defind by Sqkx = Sql*l-kx if x is an element of degree [x[ of an A~-module M. We verify that Ek~2kM, k > 0 and M E/4, is the quotient of M by its sub-A~-module generated by Im Sqo + . . . + Im Sqk-1. It is proved in [LS] that N is nilpotent if and only if for any x E N, there exists r > 0 such that Sq~x = 0 (Sqo r times). The proposition 1.9 is now equivalent to the following statement. An unstable A~-module is m-nilpotent if and only if for any x E N and for any k: 0 < k < m, there exists rk >_ 0 such that Sq~k*x = 0 (Sqk rk-times) (see iS]). Characterization o f m - r e d u c e d u n s t a b l e A ~ - m o d u l e s . 1.11 P r o p o s i t i o n . Let M be an unstable A~-module. The following are equivalent. (1) M is m-reduced. (2) M embeds in 1-I H*va @ J(n~) where V~ is an elementary abelian 2-group and Gt



Ol.



Then ~ m M is A/il2¢,,-o-closed ,



41



Proof: (1) We use essentially the point (3) of the proposition 1.15 and the following 0 if n - 1 (mod 2) (see [LZl]). formula: g~(H*V ® J(n)) = H*V ® (7), 7 (2) The proof is by induction on m. First, assume m = 1. If M is reduced the exact sequence (El) becomes: (*) 0 --* ~ M --* M -* ~ f / M --* 0. To prove that 62M is 22ill-closed it suffices (because M is 22//0-closed) to show that NY~M is 1-reduced or equivalently f / M reduced. This is a result of [Z] where it is proved that M is N~10-closed if and only if M and ~2M are reduced. Suppose ¢ m - l M is A/'ile(.~-2)-closed , m >_ 2. Because ¢ is exact, we get from (*) the following exact sequence: 0 --* ~ m M -* t m - l M --* ~ m - a ( Z f / M ) = Z 2 " - ' O m - l f ~ M -* 0 This shows that t r a M is ,Mile(,,-~)-closed because N2~'-~ ~ m-a f~M is 2m-l-reduced and • m - l M is 22i12(,,-2)-closed. • 1.20



L e m m a . Let M E bt then, for any k >_ O, the natural map q~k~kM ~ M is



a monomorphism. Proof: If suffices to prove the lcmma for k = 1 (the case k = 0 is trivial). By induction on n we prove the lemma for Brown-Gitter modules J(n). For this we use the following Mahowald exact sequence (see (E2)): 0 --* 2 J ( n - 1) --* J(n) --, g(~) ~ 0 (~ is zero if n is odd). This implies that the lemma is true for H*V ® J(n), where V is an elementary abelian 2-group; for this we use the formula of [LZ1]: ~ ( H * V ® J(n)) = H*V @ J(~). For the general case we only need to embed M in I-[~ H*V~ ® J(n,~), n~, > 0 and V= elementary abelian 2-groups. The result follows because ~ and ~ are left exact. • 1.21 P r o p o s i t i o n . Assume that M is a 22ilm-closed unstable A~-module, then ¢~"+i(220-1(M)) is contained in M. Proof." By lemma 1.20 we have ~ b m ~ + l ~ m + i M is contained in M. It suffices to observe that 22o1(~ ~m+l) ~ ~ m + l M (see proposition 1.19) and that, in general, 220-1(L) ~ 220--1(~L) for any L e H. I A/~lm-loealization o f a l g e b r a s . Let K; denote the category of unstable algebras over the Steenrod algebra and .A~-linear algebra maps. 1.22 D e f i n i t i o n . An object K of K is called m-nilpotent (resp. m-reduced, 22ilr,closed) if the underlying unstable A~-module is m-nilpotent (resp. m-reduced, Nil,n-



closed)



Assume that M and N are objects of/if, #r: M --~ 22~-1(M) the 22ilr-localization of M and/~8: N -* 22~-1(N) the 22ils-localization of N. Then the diagram M ®N



M ® 2221(M)



#r®l



~r®l



~



22~-a(M) ® N



11®..



; 2 2 e l ( M ) ® j~fel(N)



4>'



has N'il.-isomorphism vertical arrows and Hil~-isomorphism horizontal arrows. In partieular, M ® N --~ .Af~-~(M)®2q'~-:(N) is A/'ilm~,(~,~)-isomorphism. So we have a natural commutative diagram: ~



M®N



.Af~-I(M) ® .Afs--1(N)



\



./ --1



Nm,.(..)(M ® N) in which all arrows are Afil~i.(~e)-isomorphisms. We are interested in the case r = s: 1.23



Proposition.



(1) For every M , N there is a natural commutative diagram tt~®tt~



MQN



>



.A/'s-1(M) ® .h/'s-I ( N )



\



/ N::(M ® N)



in which every arrow is a Afil~-isomorphi~m.



(2) y M and N are reduced, then X;-'(M) ® Z'TI(N) ~ NTI(M ® N) Proof: It only remains to show that if M and N are is Afil,-closed. This follows from 1.17 •



1.24 P r o p o s i t i o n . structure such that



reduced



then .A/'s-I(M) ®.h/s-: (N)



Let I( be an object of ]C, then Af~-I(K) has a natural algebra



,s:K



,



N'Tx(K)



is a morphism of L;. Proof'. Let ¢: K ® K --~ K be the multiplication. We have a natural commutative diagram:



KoK



, Z:~(IOoX:'(K) Af~-I(K ® K )



K



'



N:I (I_O, in H*V with the following properties: (1) K is contained in Rm(K). (2) R m ( g ) is N'il,~-elosed. (3) Afol(Rm(K)) = H*V. Proof.' Let Rm(K) = Aft' ((If, ~5~-,+'H*V)) the N~/m-localization of the sub-A;algebra of H*V generated by /( + ¢c~m+lH*V. Evedently we have (1) and (2). The point (3) is clear because of the following: (*) ¢ ~ + a H * V ~ Rm(K) ~-* H*V and (**) Afol(OH*V ) -~ H*V. To prove that Rm(K) is the smallest satisfying (1) (2) and (3) we consider B a sub-A~algebra of H*V which verifies (1), (2) and (3). By proposition 1.21, we have ¢~=+IH*V is contained in B. The point (1) implies taht K is in B so the algebra {K, ¢~'m+~H*V) generated by K + ¢ ~ + I H * V is contained in B and, since B is N'itm-closed, Rm(K) is contained in B. •



2.2 Examples of algebras satisfying (2) and (3) of propositlon 2.1: Observe that an algebra R satisfying (2) and (3) of proposition 2.1, has an injective resolution that starts 0 --* R --* H*V --~ I I H*Vz ® Y(n~)



0 < nz 
c is actually an equality. For this recall ([LZ2]) that the dual of T~vH*V is a F2-vector space with basis £(W,V), the set of F2-1inear maps from W to Y. We denote by { e f [ f e £:(W,V)} a basis of T~vH*V dual to £(W,V) and verify that e~ = el, efeh = 0 if f # h and 1 = ~fe~(w,v)el. Moreover, GL(V) acts on T~H*V by permuting the elements of this basis: g(ef) = elg-1 for f 6 £(W, V), g E GL(V).



46 In order to simplify our notation we will write [a] for the sum of all elements in the G-orbit of the element a. Now, an element x E ( T w K , T°,.H*V} is written as x = ~ f e £ ( w , y ) xyeI, x f E T w K . Assume that this element is G-invariant: x E ( T w K , T ° H * V ) a, that is, g(z) = x, for all g E G: fe£(w,v)



fEC(W,V)



fe•(w,v)



Multiply this equality by efg-~: xfg-~efg-~ = xfefa-~ = g(xfef). Repeat it for all g E G. It follows that all the elements in the orbit of xle f appear in x, that is, x can be written as: x = [xf,e:,]+ . . . + [xf,e:,]. Finally, it is easy to show that the orbits of x f e f and e I have the same number of elements and then that [xfef] = x f [ e f ] . So we have +



=



+... +



This means x E (Tw K, T ° H*Va). • §3



The odd prime



case



Now, L( (resp. /C) denote the category of unstable .A~-modules and .Ap-linear maps of degree zero (resp. unstable .4;-algebras and .A~-linear algebra maps of degree zero) for an odd prime p. In this paragraph we will discuss the modifications that are needed in order to obtain the analogue of theorem 2.3 at odd primes. For this we introduce the full subcategory C' = / P , E ' of C = / 4 , KS whose objects are concentrated in even degree. We denote by O: C' ~ C the forgetful functor and by 0: C ~ C' its left adjoint functor (see [LZ1], [Gsz]). T h e notion of m-nilpotent, m-reduced and .Afilm-closed are defined in U (resp. K:) in the same way as in the case p = 2 (see paragraph 2) and most of their properties are still true for p > 2. The only result which needs modification is that given by proposition t.21. More precisely, let 45:L / ~ L / t h e functor defined by:



M n/2p if n - 0 (2p) (45M)" =



M'~p 0



if n - 2 (2p)



and



otherwise



79i(ffx) = ~(Pi/px)



if Ixt -= 0 (2p) i--1



7~i(~x) = ff('P'/Px) + 45(flT~Tx) if ixl --- 0 (2p) = 0



Vx c M



where Izl is the degree o f z and PJ/P = 0 i f j ~ 0 (rood p). We denote by (~:/4 --,/4 its left adjoint functor (see [LZ1]).



47 Let V be an elementary abelian p-group of rank > 2 then the map A: ¢ H * V -~ H ' V , ~x ~ ~ t3~Pix if [x[ = 2 i + e ; ~ = 0,1, is not injective. This shows that the proposition 1.21 is not true for p > 2 (H*V is Afil0-closed so, in particular, is Afillclosed). For m > 1 we denote by p~m the biggest power of p i n m: m = p~"~ + l , 0 < l _< pC'' - 1. We have the following analogue of proposition 1.21, for p > 2. P r o p o s i t i o n . Assume that M is a Afilm-closed unstable .A~-module.



3.1



\



]



Then



contoined in M.



To prove proposition 3.1 we need the following lemma. (Compare with 1.20). 3.2 L e m m a . Let M E H then, for any k >_ O, the natural map ~ k ( ~ k M a monomorphism.



--* M i~



Proof: The map O k O ~ k M -~ M is the composition ~ k O ~ k M ~ O k ~ k M ~ M where the first map is induced by the inclusion ( ~ k M ~ (~kM and the second is the natural map. It suffices to prove the lemma for k = 1 (k = 0 is trivial). For this we follow the idea of the proof of Lemma 1.20. • Proof of proposition 3.1: Now one proves this proposition as in the case p = 2. • We are ready to state the main theorem about the Afilm-tocalization of sub-.A~algebras of H*V. Let K be a sub-A~-algebra of H * V then, the algebra R m ( K ) = .hf~l((K, (I)~"~+IOH*V)), (recall that (~H*V is the polynomial part of H * V see [LZ1]), is the smallest sub-A~-algebra of H * V with the following properties: (1) g is contained in Rm(K). (2) R,~(K) is N//m-closed. (3) Afo I (R,~(K)) = H*V. (same proof as for p = 2, see proposition 2.1). 3.3



Theorem.



Let K be a connected and reduced unstable A~-algebra such'that:



(1) O K is an integral domain. (2) (3K is noetherian. (3) O K is weakly integrally closed.



Then, there exists an elementary abelian p-group V and a subgroup G of G L ( V ) such that, for any m >_ O, the Afilm-localization of K is isomorphic to the ring of invariant (Rm(K)) a. Proof.- Let K be a connected unstable .A~-algebra. Properties (1) and (2) ensure that there exists an elementary abelian p-group V and an embedding K C H ' V , [BZ]. Moreover if K satisfies (3) then there exists a subgroup G < G L ( V ) such that the N/10-1ocatization of K is the algebra of invariants H * V a, [BZ]. Having in mind the new construction of R m ( K ) and that T~vH*V ~- T ~ v ( O g * Y ) the proof goes like in the case p = 2 for m > 1. •
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T H E C L A S S I F I C A T I O N OF 3 - M A N I F O L D S W I T H S P I N E S R E L A T E D T O F I B O N A C C I G R O U P S (*) ALBERTO CAVICCHIOLI AND FULVIA SPAGGIARI



Abstract We study the topological structure of closed connected orientable 3-manifolds which admit spines corresponding to the standard presentation of Fibonacci groups.



1. Introduction.



A spine of a closed 3-manifold M is a 2-dimensional subpolyhedron such that M \ (open 3-cell ) collapses onto it. It is well-known that any closed 3-manifold admits spines with a single vertex, corresponding to suitable presentations of its fundamental group. On the other hand, let P = < x 1, x2, ..., x n / r l , r~,..., rn > be a group presentation and let K ( P ) be the canonical 2-complex associated to P. By definition, K ( P ) has one vertex v and n 1-cells (resp. 2-celts) corresponding to generators (resp. relators) of P. We always label each 1-cell of K ( P ) by the corresponding generator xi of P and denote the 2-cells of K ( P ) by cl, c2, ..., c~. Recall that the fundamental group I I I ( K ( P ) , v) is isomorphic to the group presented by P. T h r o u g h the paper we will identify a group presentation with its associated group. In [14] L. Neuwirth described an algorithm for deciding when K ( P ) is a spine of a closed orientable 3-manifold. He used three permutations directly deduced from P (also compare section 2). Then other authors investigated some group presentations of special forms by using the Neuwirth algorithm (see for example [4], [16], [17], [22]). Here we are interested in the standard presentation of the Fibonacci group F ( r , n) so defined:



F(r, n) = < xl, x2, ..., x , / x , x i + , ...



=



1 (i = 1 , 2 , . . . , n ; indices rood n) >



for any two positive integers r, n. (*) Work performed under the auspicies of the G.N.S.A.G.A. of the C.N.R. and financially supported by Ministero della Ricerca Scientifica e Tecnologica of Italy within the project "Geometria Reale e Complessa". AMS Subject classification (1980): 57 M 05,57 M 12,57 N 10. Key words and phrases: 3-manifold, spine, Fibonacci group, Seifert fibered space, branched covering, Heegaard diagram, knot, link.



5] Indeed, it was proved in [4] that F(n - 1, n), n > 3, corresponds to a spine of the Heegaard genus n - 1 Seifert fibered 3-manifold



(0o01-1 !2,1)(2,1)



(2,1)).



Y n



times



Thus we are motivated to study the same problem for Fibonacci groups F ( r , n), r n - 1. More precisely, let K(r, n) be the canonical 2-complex associated to F(r, n). Then we wish to know if K(r, n) is a spine of a closed 3-manifold M ( r , n) and, in this case, we will study the topological structure of M(r, n). In order to do this, we also use some algebraic results about Fibonacci groups for which we refer to [1], [10], [11], [12],



[24], [25].



A 3-manifold M is said to be irreducible if any embedded 2-sphere in M bounds a 3-ball. We say that M is prime if for any decomposition M = M I # M 2 as a connected sum, one of M1, M2 is homeomorphic to S 3 (3-sphere). Clearly an irreducible manifold is prime. The converse is not true but the only 3-manifolds which are prime and not irreducible are the two S2-bundles over S 1. All considered manifolds will be closed, connected and orientable. For basic results about 3-manifold topology see [2], [9], [13],



[15], [19]. 2. The Neuwirth theorem. As above, let us given a group presentation P and its canonical 2-complex K(P). Let V, Ni be regular neighbourhoods of v, xi in K(P) respectively, and let us denote the points of xi fq OV by e l , e~. Let eih, ~/h be the points of ON/ which lie in regular neighbourhoods of ei, ~i in OV respectively (h = 1, 2 , . . . , c~(i) ; i = 1, 2 , . . . , n). Further, we can suppose that e/h and ~/h arejoined by an arc in ONi\Y. Then we set Ei = {e/h ] h = 1, 2 , . . . , a(i)}, E---i"= {~/h I h = 1, 2 , . . . , c~(i)} and E = U'~=I(EiUEi). A simple curve near each OcI intersecs OV in a set of simple arcs 7r with endpoints in E. Interchanging the endpoints of those arcs 7r's defines an involution A ( P ) of E. Let B ( P ) be the involutory permutation of E in which e hi and ~h are corresponding points. An arbitrary numbering of the elements of E around each vertex ei (resp. ~i) determines a permutation C ( P ) of E whose orbit sets are Ei, Ei. With the above notation, we have the following result proved in [14].



3-manifold M(P) T H E O R E M 1. K(P) is a spine of a closed prime orientable if and only if the permutation group generated by A ( P ) C ( P ) and B ( P ) C ( P ) (resp. A ( P ) and C ( P ) ) is transitive and the relation IA(P)I



-



IC(P)[ +



2



= IA(P)C(P)I



holds. Here 101 denotes the number of cycles of a permutation 0 : E



, E.



By selecting all possible cyclic orderings of the elements of Ei together their opposites in Ei, we may determine which permutations C ( P ) satisfy theorem 1. In this manner



52 we obtain a catalogue with possible repetitions (also using a computer) of all orientable prime closed 3-manifolds having K ( P ) as spine. As pointed out in [3] and [4], the permutations A ( P ) and C ( P ) allow us to draw a Heegaard diagram H ( P ) which represents M(P). Recall that a Heegaard splitting of a closed orientable 3-manifold M is a closed connected orientable surface Tg of genus g imbedded in M and dividing M into two homeomorphic handlebodies. The Heegaard genus of M is the smallest integer g such that M has a Heegaard splitting of genus g. The Heegaard diagram of M consists of the splitting surface upon which are drawn a certain number of non-intersecting simple closed curves. These curves describe the manner in which the homeomorphic handlebodies are attached to obtain the manifold M (see [9]). Now the unbarred cycles of C(P) represent the holes of the splitting surface and the set of arcs joining A ( P ) correspondent points induces the system of non-intersecting simple closed curves (for details see [3], [4]). In [4] it is also described a very simple construction to obtain a 4-coloured graph G(P) representing M ( P ) directly deduced from the Heegaard diagram H(P). Here the manifold representation by coloured graphs is meant in the usual sense, i . e . it is given by taking the l-skeleton of the cellular subdivision dual to a suitable triangulation (minimal with respect to the vertices) of a 3-manifold and by labelling the dual of each 2-simplex by the vertex it does not contain (see for example [4], [8] and their references). Finally we recall that, for any two 4-coloured graphs of the same manifold, a finite sequence of moves (named adding or cancelling dipoles) exists which transform one graph to the other. Thus we will often say reduced the graph G*(P) obtained from G(P) by cancelling all possible dipoles. 3. Lens spaces. In this section we consider the Fibonacci groups F(1, n) -~ Z and for any two positive integers n, r , r > 2. We have the following



F(r, 1) ~ Zr-1



P r o p o s i t i o n 2.



S ~ x S 2 is ~he unique closed orientable prime 3-manifold which admits K(1,n) as spine , n >_ 1. 2) For any two positive integers r,p , r_>2, ( r - l , p ) = l , If(r, 1) is a spine of the lens space L(r - 1,p). 1)



Proof." 1)



Let us consider the standard presentation F(1, n) = < z i / z i x ~ 1= 1 ( i = 1 , 2 , . . . , n



,indicesmod n ) > .



As usual, we denote the oriented 1-cells of K(1,n) by x l , z ~ , . . . , z , and the 2-cells of K(1, n) by c l , c 2 , . . . , c , . Then Oci is attached to the l-skeleton K ( 1 ) ( 1 , n ) = x l V x 2 V . . . V x n b y a m a p fi representing the word z i x i - ~ l = l ( s e e f i g . 1). We choose a numbering of the elements of E = E(1, n) so that an appropriate closed simple curve parallel to and near Oci intersects (i, i), (i, i), (i, i + 1), (i, i + 1), pairs mod n, in this order. Thus the set E(1, n) consists of the following elements E(1,n) = {(i,i),(i,i),(i,i + 1), (i,i + 1)/i = 1,2,... ,n, pairs mod n}.



53



k



2



Xn



K(1)(1,n) -- 1



2;i



:~i+1



fig. 1 Then we have



n



A ( 1 , n ) = yI((i,i)(i,i + 1))((i,i) (i,i + ~)) i=l n



B(1, n) = l ' I ( ( i , i ) ~ ) ( ( i , i



+ 1)(i,i + 1))



i=1



and C(1, n) cyclically acts on the orbit sets



Ei= { ( i - l , i ) , ( i , i ) }



, E--~i= { ( i - l,i),(i,i)},



Therefore there is exactly one possibility for



C(1, n),



i=l,2,...,n, pairs mod n.



i.e.



n



C(1, n) = 1-I((i - 1,i)(i,i))(-(i- 1 , i ) ( i , i ) ) . i.,~ l



Since [A(1,n)] = [C(1, n)[ = 2n



and



A(1, n)c(1, n) = ((1,1)(2, 2)... (~, ~)) ((~, 1) (2, 2)... (~, 7))), the relation [A[-[C[ + 2 = [AC[ is verified. Further, it is easily checked that A(1, n) and C(1,n) (resp. A(1, n ) C ( 1 , n ) and B(1,n)C(1, n) ) generate a transitive



54 group. Thus theorem 1 implies that there exists a unique closed 3-manifold M(1, n) with spine K(1, n). In fig. 2 we show the Heegaard diagram H(1,n) of M(1,n) determined by the permutations A(1, n) and C(1, n).



The Heegaard H(1,n) of S 1 X S 2 fig. 2 Now H(1, n) is easily proved to be equivalent to the standard genus one diagram of S 1 x S 2 by using the Singer moves (see [21]). 2) The standard genus one Heegaard diagram (see [9]) of L(r -1,p) corresponds to a spine whose fundamental group has the presentation ~l(L(r



--



1,p))



~
~



Zr--1.



We can slightly isotope this diagram to obtain another one which corresponds to F ( r , 1)



=
.



Indeed, we use the following permutations: r--I



A(r, 1) = (1 r + 1)(g r----+--i) l ' I ( ; i + p) i=1 rq-1



B(r, 1 ) = H ( i ~) C(r, 1) = (1 2 . . . r + 1)(r + 1 . . . 2 1) (i mod r - 1).



55 4. C y c l i c b r a n c h e d c o v e r i n g s . In this section we consider the Fibonacci groups F(2, n) , n > 2. It is well-known that F(2,2) ~ {1} , F ( 2 , 3 ) = Qs (quaternion group), F(2,4) ~ Z5 , F(2,5) ~- Zii , F(2,7)~Z29 and F ( 2 , n ) is infinite for either n = 6 or n>_8. In [4] it was proved that the Seifert manifold (0 o 01 - 1 (2, 1)(2, 1)(2,1)) is the unique closed orientable 3-manifold which admits K(2, 3) as spine. However, we have verified by direct computations that K(2, 5) and K(2, 7) can not be spines of a closed 3-manifold. Thus it seems natural to think that there are no 3-manifolds with spine K(2, 2m + 1) , m _> 2. On the contrary, for n = 2m, we have theorem 3 below. In order to prove it we need some notations and results about the Kirby-Rolfsen calculus on links with coefficients (see [19]). Let L = L1 U L2 U ... U Ln be a tame oriented link in S 3. We consider disjoint closed tubular neighbourhoods Ni of Li in S 3 and specify a preferred framing for Ni in which the longitude hi is oriented in the same way as Li and the meridian #i has linking number +1 with Li. The result of a Dehn surgery on S 3 along L with surgery coefficient rx, r 2 , . . . , rn is the closed orientable 3-manifold



M=(S3\ngi) ( Uh



U/= I



un=lNi



)



where h is the union of homeomorphisms hi : ONi ~ ONi such that hi.([#i]) = ai[•i] + bi[#i], ai, bi being coprime integers such t h a t ri = bi/ai. If ai = 0, t h e n bi = q-l, hence we set r i = OO. This case corresponds to the trivial surgery in which Ni is replaced using the identity map on the boundary. Thus the surgery manifold M is unchanged by erasing all components of L which have coefficient c~. There exists a modification of surgery instructions which yields the same 3-manifold, up to homeomorphism. Indeed, o



if a component Li of L is unknotted, then we twist the solid torus S 3 \ N i so that the meridian #i of Ni is carried to a curve representing the homology class v[Ai] + [pi]Here the integer r represents the number of twists, and it is positive (resp. negative) whenever the twist is in the right-hand (resp. left-hand) sense. Following [19], the formulas for the new surgery coefficients are the following: twisted component other components



,



ri -



1



7"+ 1/ri



t



rj = rj + 7"[Ik(Li, Lj)] 2.



These formulas are consistent with the conventions + 1 / 0 = ~ and :t:1/o0 = 0. Now we are going to prove the following Theorem



1)



2)



3.



S 3 is the unique closed orientable 3-manifold which admits K(2, 2) a~ spine. The unique closed orientable prime 3-manifold M(2,2m) with 8pine K ( 2 , 2 m ) , m_> 2, is the m-fold branched cyclic covering of S 3 branched over the figure-eight knot. In particular, M(2,4) is the len~ 8pace L(5,2).



56 Moreover, M ( 2 , 2 m ) , m >__ 3, has Heegaard genus two, hence it is also a double branched cyclic covering of S 3 branched over a link of bridge number three. Corollary 4. For any integer



rn > 2 ,



we have



F ( 2 , 2 m ) ~ II1(M(2, 2m)) ~ [mZ [K (Z * Z)] *zq~z Z where ~< and * denote the ~emidirect product and the free product respectively. The order an of the abelianized group AbF(2, n) of F(2, n) grows according to the Fibonacci sequence q2m = q2rn-1 + q2m-2 q 2 m + l = q2m + q2m-1 + 2.



In particular, we have { Zq2.~ AbF(2, 2m) ~ H1 (M(2, 2m)) ~- Z~ @ Z¢



Proofs: 1) is trivial.



For



F(2, n)



=
.



As usual K(2, n) has one vertex v and n l-cells (resp. 2-cells) labelled by X l , X 2 , . . . , x n (resp. Cl,C2,...,cn). Then Oci is a t t a c h e d t o K0)(2, n ) = XiXi+l~gi~2 = 1 (see xl V x2 V ... V xn by a map fi representing the w o r d fig. 3). The choosen numbering of the elements of E = E(2, n) implies that an appropriate closed simple curve parallel to and near Oci intersects (i, i), (i, i), (i, i + 1), (i, i + 1), (i,i + 2), (i,i + 2) in this order (pairs mod n). Thus the set E(2, n) consists of 6n elements as below: E(2,n) = { ( i , i ) , ( i , i ) , ( i , i + 1),(i,i + 1), (i,i + 2 ) , ( i , i + 2 ) / i = l,2,...,n, pairsmodn}. Then we have n



A(2, n ) = H ( ( i , i ) ( i , i + 2))((i,i)(i,i + 1)) (~, i + 1) (i,i + 2)) i=1 n



B(2, n) = H ( ( i , i ) ~ ) ( ( i , i



+ 1)(i,i + 1)) ((i,i + 2)(i, i + 2))



i=1



(pairs mod n).
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/fo)(2, r~)



Xl



~2~



" 3) is an irreducible aspherical closed 3-manifold since IIl(Xm) TM F(2, 2m) is infinite (see [24] and [26], p. 59). Moreover, IIl(.~m) = H I ( X , , ) * z ~ z Z is a non trivial free product with amalgamation, where IIl(Xm) ~- m Z [ H I ( X ) , H I ( X ) ] (see [2], p. 114). Here [III(X),III(X)] represents the commutator subgroup of H~(X), X being the complement of the figure-eight knot in S 3. Hence [H~(X), Hi(X)] is free of rank 2 (see [2], p. 35). By lemma 1.1.6 of [26], p. 59, it follows that .~',, is sufficiently large (i. e. it contains some incompressible surface), and whence )~m is also a Haken manifold (see [5], p. 130). Now the orientable manifold M(2, 2m) is irreducible since it is prime (use Theorem 1) and different from S 1 x S 2. Indeed, the first homology group of M ( 2 , 2 m ) is finite by Corollary 2 of [11]. Since I I l ( M ( 2 , 2 m ) ) -~ F ( 2 , 2 m ) ~_ H~()~,~) is a non-trivial free product with amalgamation, it follows from [26], Lemma 1.1.6, that M(2, 2m) is sufficiently large too. Since closed Haken manifolds with isomorphic fundamental groups are homeomorphic (see [20], p. 5), we have J~,~ ---- M2m ~M(2, 2m) as required. This proves the unicity and the first part of corollary 4; the second one is easily verifiable. FinMly we observe that the permutations A(2, 2m) and C(2, 2m), m >_ 3, allow us to obtain a Heegaard diagram H(2, 2m) of M(2, 2m) and a genus two reduced 4-coloured graph G*(2,2m) representing M ( 2 , 2 m ) as double cyclic covering of S a branched over a link of bridge number three (see also [8]). In figg. 12 - 13 - 14 we show for example the above-mentioned constructions for M(2,6).
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The figure-eight knot fig. 10 S
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The genus two reduced 4-coloured graph a*(2, 6) representing M(2, 6) fig. 13
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M(2, 6) is the double cyclic covering of S 3 branched over this link fig. 14



70 5. P r i s m m a n i f o l d s . In this section we consider the Fibonacci groups F(r, 2), r >_ 2. It is well-known that F(2s, 2) ~ Z28-1 and F(2s + 1,2), s > 1, is the metacyclic group of order 4s(s + 1) presented by < a,b/a 2 = Y + l , a - l b a -- b2S+l,b 2a2+2s = 1 >



(see [12]). Here we prove the following results T h e o r e m 5. 1) The unique closed orientable prime 3-manifold having K ( 2 s + 1, 2), s > 1, as spine is the prism Seifert manifold of Heegaard genus two M ( 2 s + 1, 2) = (0 o 0 / -



1 (2, 1) (2,1) (s + 1, s)).



2) The lens space L ( 2 s - 1,2) is the unique closed orientable prime which admits K(2s,2), s >_ 1, as ~pine. Corollary 6. The Fibonacci group



F(2s + 1,2)



3-manifold



also admits the following presentations



F(2s + 1,2) ~ rh (M(2s + 1,2)) ~ < x, y/x2 = ~ = (~)~+1 > ~ < h, ql,q2,qa/q~h = 1, q22h = 1, q~+lh s = 1, qlq2qa = h -1 > . Furthermore, we have { Z2 @ Z2s Z4s



AbF(2s + 1, 2) ~ H1 (M(2s + 1, 2)) ~



s s



odd even



Proofs: 1) Let us consider the standard presentation F(2s + 1,2)



=
 obtained from the standard one by the Nielsen transformation of type 2: a ~--- X l Z 2 and b = x2. Thus the induced automorphisms of group presentations correspond to geometric transformations of spines (see [18], section 5 and [6], [71). Hence M must be a Seifert fibered space over S 3 with three exceptional fibers (see theorem 3.1 [16], p. 485). Now the result follows from the classification of Seifert manifolds with finite fundamental group (see [15],p. 99). The first presentation of corollary 6 is directly deduced from the graph G*(2s + 1,2) by standard graph-theoretical tools. The second one follows from the theory of Seifert manifolds (see [2], prop. 12.30, p. t97 and [15], p. 90). The other statements are easily verifiable. In figg. 15 - 16 - 17 - 18 we illustrate the above constructions for the manifold M(5, 2) = (0 o 0 / - 1 (2, 1)(2, 1)(3, 2)). 2)



Let us consider the standard presentation F(2s,2) = < x l , x 2 / x l x 2 . . . x l x 2 x'( 1 = t 1



s



X2X 1 . . . X 2 X 1 X21 : 1



1 >



s



and suppose M ( 2 s , 2) be a manifold (if exists) having K ( 2 s , 2) as spine. As before, M(2s, 2) also admits a spine associated to the group presentation F(2s,2) ~ < a , b / a % -1 = 1, a ' - l b = I > obtained from the standard one by setting



a -- XlX2 and b = xl (see [18], section 5 and [61,[7]). Now we can apply theorems 7 and 10 of [22], where m = s, = -1, p = s - 1, q = 1 matrix



according to the notations used in that paper. We operate on the s



-1



using the following rules: (1) interchange of rows or columns; (2) multiplication of a row or column by - 1 ; (3) subtraction of one row from the other under the condition that both entries at least one column have the same sign. Then we have



2 hence n' = 2 and q' = 3 - 2 s In' - q'[ = 2s __ 1 and choose



q,)



(compare theorem 11 of[221). Let A = [ m q - n p [ = k so that 0 < k < A and k = n s (rood A),



73 i.e. k = 2 in our case. Thus theorems 7 and 10 of [22] imply that the unique closed orientable 3-manifold with spine K(2s, 2) is the lens space L(A, k) -~ L(2s - 1,2). The proofs are completed.



Added in revision. As pointed out by the referee, 3.L. Mennicke announced in the note "On Fibonacci groups and some other groups" (Proc. Conference "Groups-Korea 1988", Lect. Note Math. 1398) that F(2,2n) acts freely as a group of isometries on a certain tesselation of H 3. Thus F(2, 2n) is the fundamental group of the quotient hyperbolic manifold. Moreover, it is remarked there (and it was first discovered by 3. Howie and 3. Montesinos) that this manifold is the n-fold cyclic cover of S 3 branched over the figure-eight knot.
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The Heegaard diagram H(5, 2) of M(5, 2) fig. 15
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The genus two reduced 4-coloured graph a*(5, 2) representing M(5, 2). Here we have F(5,2) -~ H](M(5,2)) -~< x , y / x 2 = y2 = ( x y ) 3 > fig. 16
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M(5, 2) is the double cyclic covering of S 3 branched over this link fig. 17
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ALGORITHM FOR THE COMPUTATION T H E C O H O M O L O G Y OF J - G R O U P S



OF



B. CENKL AND P~. PORTER



Let G = Gk be a finitely generated torsion free nilpotent group with k generators. Such groups are called ,Y-groups by Hall, [4]. The goal is to compute the cohomology groups Hi(G,/), i = 0, 1, 2 , . . - , k. In [1] we proved that the cohomology of the group G can be computed as the cohomology of a differential graded algebra M(G) = M ®... ® M (k-times), M = M ° @ M 1, with a differential D and product .. Here we give algorithms for the computation of the differential D and for the product .. T h e algorithms are given in terms of the group structure of G. If {e~ k ® - - - @ e~ 1}, uj = 0 or 1, is an additive basis for M(G) then our algorithms compute the integers i~---il , j~---Jl a~: ...~'tt , PZ~...I1 such that



" D (e~.k @ . . . ® e~ 1) = E



a~.'.'.'~) e vk @ . . - ® e vl , • jl



(@ ® . . - ® d l ) • (dr ® . . . ® el ) = i~ ...it 'J~'"J~@ ®"" ® q I1 = Y]Pl~...h



The cohomology of the group G can be computed as the cohomology of a graded algebra of polynomial cochain, P(G) whose differential d contains all the information about the group structure of G [1]. Although P(G) is much smaller than the algebra of all cochains it is still much too large to be suitable for any explicit computation, except in some very special cases. The reduction from P(G) to the tight complex M(G) uses the maps in the following diagram



P(a)



d



M(G)



D



H



The maps satisfy the identities: (i) ID = d I , Pd = DP; I, P are degree preserving and d, P are differentials, H lowers the degree



80 (ii) P I = tM(G) , (iii) I P = 1p(G) + dH + H d , (iv) H ± = 0 , (v) P H = O, (vi) H H = O. D is the desired differential on M ( G ) , and the p r o d u c t , on M ( G ) is induced from the product on P(G) by the formula



a. b = P((Ia)(Ib)). T h e m a p s in the above diagram are either induced by or composed from the m a p s in the Gugenheim tower. And those m a p s are in turn completely determined b y elementary



maps.



Polynomial Cochains. T h e algebra of polynomial cochains P(G) for the group G with k generators is a graded module



P(G) -- P°(G) ® p I ( G ) ® . . . ® P"(G) @... , where



P°(G) = l P'~(G), n > 1, is free I - m o d u l e with basis consisting of k x n matrices of nonnegative integers with nonzero columns, together with a cup product. T h e cup product of a k x rn m a t r i x A with a k x n m a t r i x B is the k x ( m + n) m a t r i x A B obtained by a juxtaposition. The commutator [a, b] stands for the element A B + BA. The differential d on P(G) is defined as follows. First we introduce a graded Z module of chains on G; C ( G ) = C O ~ C1 (~ . . . (~ C n (~ " " •



Co = l , Cn, n _> 1, is the free I - m o d u l e with basis consisting of all k x n matrices with integer entries. Let X -- (xij) be such a k x n matrix. Let B = (Pij) be a k x n matrix which belongs to P"(G). We define a pairing



(a,X) = l>_o



+ 1)JhDyi,



I = i + ~(hDy + 1)~Dyi, j>__o



P = p + p D y ~(~Dy + 1)~h, H-- E(hDy j_>0



+ 1)ih,



where the sums are finite. A F S D R - d a t a is denoted by Y



Dy



X



Dx



H



84



Elementary Maps. As mentioned earlier the maps in diagram (1) are constructed from certain elementary maps• Here we define those maps. First of all we define I S D R - d a t a



P(a~l)



o.Ti.



(i)



P(C_~) ® P ( G , ) as



~s



0,+1



f ~) ® c



=J,+l



d® - O,



,,



a,(1 ® c) = c , , ~s is a linear map such that ~,(w) = 0 if w is an organized monomial which does not contain any commutators or if a cup-1 product precedes a commutator in w;



(r,,,o



I = .~_~ + ~ ( ¢ . _ ~ n j>_o P = fl~-i + / ~ - l n H = ~(~,-ID



+ 1/~._,D.._,,



~ (~-ln j>_o



+ 1) j ~ - 1 ,



+ m)J ~s--1 •



j_>o



Proof: Follows from the F S D R - d a t a (F). Another proof is in [1]. The second set of I S D R - d a t a is based on the diagram



P( G1 )



~1



M



6M -- 0



where the maps are defined by the following formulas:



61f[') = 61



f~



o, i--1 :(j) f ( i - j )



/)------ ~ J1 j-=I



J1



'



i > 2 --



'



61 = 0 on P°(G1) , 61 extends as a derivation to P(G1), 770 = 0 on P°(G1) and on P'(a~), --



~o(uv) = rlo(U)V ,u e P 2 ( a l ) , to(l) = 1,



1 E M °,



,7o



86



,o(e)



=



#')



eeM 1



,



~'o(1) ---- 1,



7ro (f~ 1)) = e ,



ZO ( f ~ i ) ) = 0 ,



i>



1,



7to(u) = 0 , u 6 PS(G1), j _> 2 . Again we get a new set of ISDR-data by tensoring with M: k--8



® ~&r~ P ( G 1 ) ® P ( G , - 1 )



6s



~8-1



(1)2 k--8



® M ® M ® P (G~-I)



5M --= 0,



where 5,=



k-s



®1®51®1,



k--s



71"s--1~-- @ l ® T r o ® l ,



k-a



t~s--1 =



k-s



®1®~o®1,



~s--1 =



®1@~o®1.



From a P - d a t a k--8



® M®P(G1) @ P(Gs-1)



k--s



~/~-i



5~



"'t 1".



® M®M ® P(C,-1)



6M ----0,



We get a second set of FSDR 3. We list some further examples which follow immediately from Proposition 3 and the facts that (1) SL(2, Fh) is the double cover of As, and (2) SL(2, F32) is the double cover of A6 [D]. P r o p o s i t i o n 5. If~r = As, A6, o r AT, the 1-connected cover off~(Brc) + is spherically resolvable of finite weight. A theorem of Gorenstein and Walter [G] gives that if rc is a finite simple group with dihedral Sylow 2-subgroup, then ¢r is isomorphic to PSL(2, Fq) for q > 3 and q odd or to AT. C o r o l l a r y 6. If ¢r is a finite simple group with dihedral Sylow 2-subgroup, then the 1-connected cover of f~(BTr)~t) is spherically resolvable of finite weight for all primes except possibly for ~ = p where ~r = PSL(2, Fp,), d > 1. A more complicated example is given by one of the sporadic finite simple groups, the Mathieu group M l l . Details will appear elsewhere. P r o p o s i t i o n 7. The 1-connected cover of f~(BM11) + is spherically resolvable. P r o p o s i t i o n 8. The space ~(BSL(3, Z)~3)) is in S. Furthermore,



9[Tr,BSL(3, Z)~)]=O. We include some remarks concerning the homotopy groups of BSL(3, l)(+) which follow immediately from the proof of Proposition 8. There are infinitely many elements of order 32 in the homotopy of BSL(3, l) +. Furthermore, the image of the map in homotopy obtained from stabilization, BSL(3, l)(+) ~ BSL(6, Z) + is annihilated by 3. It is not the case that f~BSL(3, l) + is spherically resolvable of finite weight. We do not know whether f~BSL(3, l) + is in S, but by work of Soul6 [S], the homology of SL(3, Z) is all 2 and 3 torsion. Thus there is a homotopy equivalence



~BSL(3, l) + ~ ~BSL(3, l)~) x ~BSL(3, l)(+) . We will return to the question of whether f~BSL(3, Z)~) is in ,$ elsewhere.



98 C o r o l l a r y 9. Let ~rl,..., 7rk be finite perfect groups with periodic mod -p cohomology. Then f~(BTr)~p) is in S where rr is the free product rrl * . . . * zrk.



Questions. (1) What is the structure of ~2(BTr)+ for finite perfect groups 7r? (2) What is the structure of H.(f~(BTr)+; Fp)? §2: P r o o f s of P r o p o s i t i o n s 1-4. To prove Proposition 1, notice that (B~) + is simply-connected and of finite type by assumption. Thus the product of the localization maps



(B.)+



, 1]



p prime



induces a homology isomorphism as Hq(Tr; 7_) is all torsion by assumption. Since the connectivity of (B~r);) is greater than that of (Brr)~q) for any fixed prime q and all but finitely many primes p by assumption, lip prime (B~r);), the weak infinite product lip prime (BTr)~,~,(., and the wedge Vp prime (Brr);) are homotopy equivalent. The proposition follows. To prove Proposition 2, observe that there is a map of fibrations SU(n)/rc



,



l



Brc



, BSU(n)



1



(SU(n)/rc) +



, (B~) +



l, , BSU(n)



by [B]. The result follows since f~(BTr)+ -is the homotopy fibre of SU(n) ---* (SU(n)/rr) +. We now give Proof of Proposition 3: If the p-Sylow subgroup of ~r is l / p ~, p > 2, then there is an isomorphism of algebras



H*(Tr; F,) --- h[u2n-ll ® F,[v2,] where 1 2.-xl = 2 n - l , the r th Bockstein is defined and given by fir(u) = v and h i ( p - 1 ). The value of 2n is given by a generator least degree in H2n(l/pr; l), n > 0, which is left invariant by the action of the normalizer of l / p " in rr [S]. Thus there is an isomorphism of algebras H.(f~(BTr)+; Fp) = Fp[x~n-2] ® A[y2n-1] with H2,~_2(f/(BTr)+; Z(p)) ~ Z/pr-l. Thus there is a map a : p2n(pr) ~ (BTr)+



99 inducing an isomorphism on H2n-l(;7(p)), where p2n(pr) denotes the cofibre of the map [pr] : $2n-1 ~ $2n-1. Finally, notice that there is a map



¢: s 2 n - l { p r} -., a(Brr) + given by the composite i np~..(pr) _ ~ fl(Brr)+



S2._l{pr}



where i is obtained by passage to fibres in the homotopy commutative diagram S 2n-1



>



$2n-1



, p2.(pr) .



Notice that ¢. is a map of H.(~2S2~-1; Fp)-modules and ¢, induces an isomorphism on



H i ( ; F p ) for j = 2n - 1 and 2n - 2. Thus ¢. is an isomorphism and the result 3(i) follows. The proof of 3(ii) is similar. The [S,CE] and there are isomorphisms '~ B H (Qt;F2)



-~



mod -2 cohomology of rr is periodic of period 4



{ F20!=2 !=2



ifn-=l,2 ifn-=0,3



Z/2@Z/2 -Hn(BQt; Z) -~



rood4 m o d 4 , and



-1/2t



if n - = 2 m o d 4 if n = 0 mod 4, and



0



otherwise.



Since rr is perfect, and H*(BTr; F2) is a summand of H*(BQt; 1=2), HI(BTr; F2) = 0 and hence H2(BTr; F2) = 0 by applying Sq 1. Thus there is an isomorphism of algebras H*(Brr; F2) -~ A[u3]® F2[v4] with ~tu = v. The result follows as in 3(i). Proof of Proposition 4: The proof here is essentially that given above as the £-Sylow subgroup of SL(2, Fq) is cyclic if ~ > 2 and generalized quaternion if~ = 2 and (~, q) = 1: There is an isomorphism --,~



H (SL(2, Fq);Z



[~]



{Z/q2-1 ) ~- 0



ifn--0 mod4, n>0, otherwise



by [FP,T]. Thus the first part of the proposition follows.
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If q = p, then the p-Sylow subgroup of SL(2, Fp) is isomorphic to Z/p. The pperiodicity of SL(2, F=p) is p - 1 by inspecting the action of the normalizer of Z/p in SL(2, Fp) or by [Q,T]. Thus there is a homotopy equivalence



f~BSL(2, Fp)~-p) ~ S p-2 {p}. Thus the second part of the proposition follows. To finish, observe that there is a central extension 1 --* l / 2 --~ SL(2, Fq) --~ PSL(2, Fq) --~ 1 giving the fibration in the proposition.



§3: P r o o f o f P r o p o s i t i o n 5. There is an extension [D],



1 --~ 1_/2 --~ SL(2, Fs) --~ A~ --~ 1. Thus there is a fibration



B1/2 --~ BSL(2, Fs) + --* B A + together with a homotopy equivalence



f2BSL(2, Fs) +



--* $ 3 { 2 3 •



3.5}



by Proposition 4. To study As, recall that there is an extension [D], 1 ~ Z/2 ~ SL(2, Fz2) ~ As --* 1. But then there is a homotopy equivalence f~BSL(2, F:32)~-½) ~ $3{24- 5}. We omit the 3-primary calculations as other methods are more efficient. To consider A7, observe that the natural map i : A6 ~ A7 induces an isomorphism in mod -2 and mod -3 homology. Since an inclusion Z/5 --* A7 may be chosen to factor through E~, we have a homotopy equivalence fZ(BAT)~) ~ St{5}. Since the Weyl group for the normalizer of Z/7 in A7 is 1/3 acting by multiplication by 32 on Z/7, there is a homotopy equivalence E/(BA7)~7) --* $5{7}.



§4: P r o o f s o f S t a t e m e n t s 8 a n d 9. We need to recall the homotopy theory of mod -p~ Moore spaces developed in [CMN] i f p > 2 and in [Co] i f p = 2 a n d r > 2. Write [k] : S n ---* S n for a map of degree k and Sn{k} and Pn+l(k) for the fibre and cofibre respectively of [k]. There are spaces T2n+l{p d } and T n+l {2~}, r > 2, constructed satisfying the following properties:
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(1). There are homotopy equivalences g~p2,+2(pr)



~p2n+l(pr) and ~P"+l(2r)



s2n+l{p r} × ~A2n+2, p > 2, ) T2n+l {pr} X ~/B2n+l, p > 2,



'



~Tn+i{2 ~} x ~ D n + I ,



r_>2,



where A2n+2 and B2n+I are bouquets of rood _pr Moore spaces, p > 2, and D,,+I is a bouquet of rood -2 r Moore spaces. Handy references are [CMN, Co]. (2). There are vector space isomorphisms



H.(T2n+l{pr};Fp) and H.(T"+I{2r}; F2)



~ S.(~12s2n+l;Fp)@H.(~s2n+l;Fp),



p>2,



~ H.(Y/2S"+I; Fp) ® H . ( ~ s n + I ; F2).



(3). If n _> 2, there are homotopy equivalences f~p.+l(p~)



, SxT,



p>2,



where S is a weak infinite product of spaces S 2k+1{p~} and T is a weak infinite product of spaces T2t+l{p~}, and ~pn+m(2r) )T where T is a weak infinite product of spaces T n+a {2r}. (4).



T2n+l{p t} and Tn+l{2~},r > 2, are in S.



To prove Corollary 9, we need to recall that if A and B are connected CW-complexes, then the homotopy theoretic fibre of the natural inclusion



i:AVB



)AxB



is E(9/A) A (~B). Thus we record the next lemma which follows from [CMN, N]. L e m m a 4.1.



There are homotopy equivalences



ESn{pr}ASm{p s}



)E(,y>_j I pn+j(n-1)(pr)Apm+i(m-1)(PS))



if p >_2, and



, p.+m(pd) V pn+m-l(pd)



P"(p*) A pm(p~) if m, n > 2 and r, s > 2 if p=2.



We now prove Corollary 9 with k = 2 and leave the evident inductive step to the reader. By combining the above remarks, there is a fibration Z a ( B . - 1 ) + ^ a(B,



z) +



,



+



,



+ x



+



102 for perfect groups 7ri. If the rood -p cohomology of the finite perfect group 7ri is pperiodic, then f~(BTri)~) is homotopy equivalent to S2k~+l{p r' } for some ki and ri by Proposition 3. Furthermore, ifp = 2, then r i _> 3. Thus there is a homotopy equivalence Ef~(BTrl)~) A fl(BTr2)~p)



, ES2k'+I{p rl } A S2k2+l{p s2 }



and, by Lemma 4.1, a homotopy equivalence to a bouquet vpn(pd). Combining remarks (1)-(4) together with the Hilton-Milnor Theorem [W], we see that Corollary 9 follows. To finish this section, we give the proof of Proposition 8. By Soul6's calculation [So], there is a map



BEs V BDs



, BSL(3, Z)



which induces an isomorphism in mod -3 cohomology where Da is the dihedral group of order 12; in addition he proves that the reduced homology of SL(3, Z) is all 2 and 3 torsion. By Proposition 1, we restrict attention to primes 2 and 3 to get a homotopy equivalence BSL(3, Z) + , BSL(3, Z)~) x BSL(3, Z)(+) . Since BSL(3, Z)(+) is 2-connected, the composites P2(2) X = P2(2) V P2(2)



/ i



~ BE3



, BSL(3, Z) +



~ BOa



, BSL(3, Z) +



and



are null homotopic where i and j induce isomorphisms on H1 ( ; Z). Thus we obtain



(BZ3/P2(2)) V ( B O d X )



, BSL(3, Z) +



which induces a rood-3 homology isomorphism. Since A = BEa/PZ(2) and B = B D e / X are both simply-connected, we may localize at the prime 3 to get an equivalence



A(3) V B(a) ~



BSL(3, l)(+) .



Since the rood -3 cohomology groups of A(3) and B(3) are periodic of period 4, we have homotopy equivalences (by the evident modification of Proposition 3) f/A(a) - ~B(3) -~ Sa{3} • Thus the proof of Proposition 8 is analogous to that of Corollary 9. Namely, we obtain a homotopy equivalence ftBSL(3, Z)(+) ,S x T where S is a weak product of spaces $2n+1{3} and T is a weak product of spaces T2"+1{3}. Thus by [N], we have



9(~r.BSL(3, Z)~)) = 0.
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H O M O T O P Y L O C A L I Z A T I O N A N D V1-PERIODIC S P A C E S EMMANUEL DROR FARJOUN



0. I n t r o d u c t i o n : Several authors have used techniques of [Cartan-Eilenberg], [Bousfield-1], [Quillen] to construct localization functors associated to certain collections of m a p s in the topological or simplicial category or categories of similar nature. This localization turns a collection of m a p s with certain closure properties into equivalences in a universal, minimal fashion. C o m p a r e [B-2], [HI, [Del]. Here we give a straightforward, naive procedure t h a t proves the existence of a localization functor L~ associated to any m a p ~ : A --* B in the category of topological spaces, CW-complexes, or the simplicial category. One can start with any m a p or any set of m a p s (which can be added to form one map). This construction subsumes all existing localization construction which are idempotent functors in view of [F] it seems reasonable to conjecture that every idempotent, co-augmented continuous functor is a special case of L~ for an appropriate m a p W : A ---* B. Therefore, it agrees with Bousfield-Kan localization functor Roo only when it is idempotent - - i.e. for ' g o o d ' spaces. Of course the m a p A --* B is sometimes a m a p between 'large' spaces such as the wedge of 'all' countable CW-complexes etc. It is interesting to note that contrary to [Bousfield-2] if one takes ~ to be the degree p - m a p between circles p : S 1 --, S 1 one gets a new construction in h o m o t o p y theory that turns the fundamental group into its canonical uniquely p-divisible version. 0.1 P e r i o d i c s p a c e s : An important special reason for the interest in ~- localization is the need to consider the vl-periodic version of an arbitrary space. It is shown in IF] that one must ask for a vl-local version of X namely LvlX for which the m a p of function spaces m a p ( M r ( p ) , L,, X ) ~ map(Mt+2P-2(p), L , , X ) is a h o m o t o p y equivalence where the m a p is induced by the v l - m a p s between the above m o d - p - M o o r e space. We would like to draw attention to some elementary properties of vl-localization and give a criterion for a space to be vl-periodic (or vl-local). Using the work on nilpotency [DHS], [HS] it is shown that there is a well defined Vl-localization that does not depend on the choice of Vl m a p with range M a (p). A vl-local space is characterized in t e r m s of the action of [M3(p),X] on {[Mt(p),X]}t (for p > 2). This action is the
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precise analogue of the fundamental group action on higher homotopy groups that comes to play in HR-localization or localization away from a prime p.



1. Definition and construction of L/ 1.1. D e f i n i t i o n : We say that Y is f-local for a map f : A --* B between spaces if the f induces a homotopy equivalence on function spaces m a p ( f , Y ) : map(B, Y) -~) map(A, Y). 1.1.1 R e m a r k . One might ask why we not define a "homotopy-f-local" space to be a space W with [f, W ] : [B, W] ---+ [A, W] an isomorphism of sets. This is a perfectly good definition however it is not 'complete' in the following sense. 1. For any functor F : {Spaces} ~ {Spaces} if If, FX] is an isomorphism of sets then F X is automatically f-local: m a p ( f , F X ) : map(B, F X ) ~, map(A, F X ) is an equivalence. This is a result of IF] which was written precisely in view of the question. 2. In view of (1.) it is impossible to canonically associate a universal " h o m o t o p y f-local" space with every space X. Here is a simple example due to G. Mislin: Consider f : 5'1 --~ *. Then a h o m o t o p y f-local space is just a simply connected space (while an f-local space is a homotopically discrete space). Now it is not hard to see by cohomological consideration that these is no universal simply connected space U associated via a map R P 2 --* U with R P 2. Such a space will have to have H2(U, l ) ~- Z/21 which is impossible for a simply connected space. e



1.2. P o i n t e d ~ u n p o i n t e d : One can work either in the pointed or unpointed category, for convenience we work in the pointed category of spaces (spaces are topological spaces having the horaotopy type CW-complexes or semi-simplicial sets). 1.3. T h e o r e m : For any map of spaces f : A --* B there exists a functor (called f-localization) L I which is co-augmented and homotopically idempotent. The map X ---+ L I X is homotopically universal into f-local spaces.



Proof: The proof runs through 1.10. We use the following basic lemma [Spanier, B-K]. Given any diagram of spaces Do over some small category C and given any space Y, then there is a homotopy equivalence: holim,_map(D~; Y) _~ map(holim__,D~; Y). This equation depends only on Y being fibrant (e.g. Kan complex) and expresses a basic duality between homotopy direct and inverse limit. In particular, if



L



)



l 1(2



K1



1 ,



W
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is a homotopy pushout square then map 0Y,Y) is the homotopy pull back of map(K1 ,Y) --* map(L, Y) ~-- map(K2, Y). An immediate consequence of the above is the following: 1.4. O b s e r v a t i o n : Let the following diagram C2



,,,



Bl



-.- A 2



= W1



~ W2



B2



be a map of two pushout squares with W1 and W2 being the homotopy pushouts. If a space Y is qol-local for i = 1, 2, 3 then Y is T4-1ocal. Proof." In the corresponding pullback squares formed by taking the function complexes of all the spaces in the above diagram into Y we get that three arrows hom(qai, Y), i = 1,2, 3 are homotopy equivalences by assumption on Y so the fourth one hom(w4, Y) must also be a homotopy equivalence, due to the homotopy invaxiance of homotopy pullback, its basic property. 1.5. D e r i v e d m a p s : In order to construct L f X we glue on to X several families of maps that axe defined now: First let f )~ S" be the map induced by f on the half-smash product: Y >~ S"~ = Y x S n / { * } x S '~. Thus f >~S" : A >~S" --* B ~ S ". Second, let Dcyl(f) the double mapping cylinder of f be the homotopy pushout of B , f A I ~ B. Now take T(f) to be the map Dcyl(f) --r Dcyl(idB) induced by the obvious maps. Notice Dcyl(ids) ~- I x B. Define fi to be the wedge sum of the maps



Notice that f is a summand of f since f :~ S o = f V f . 1.6. Now we construct L I X by repeatedly glueing f : A --~/~ to X. Let # be the first infinite limit ordinal with cardinality bigger then the number of cells in .4 II/~.
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LlfX



to be the homotopy pushout



, IIgB



i



l



L~X



X where g runs over the set of maps .4 ~ X. Define by transfinite induction



and for a limit ordinal fl define L~X to be the homotopy colimit of the directed diagram



(L~X)~ 0 the map map(j~, P ) : map(L~X, P) --* map(X, P) is a homotopy equivalence for any space X. P r o o f i Since map(, P) turn a homotopy direct limit into a homotopy inverse limit; it is sufficient to prove the above for fl = 1. Notice that f = Vf~ for some collection fa. It is enough that the claim holds for X --* Ya where Ya is the pushout along f~ : As --* Bo. Now consider the components fa. First f x S n : A t~ S n --, B t~ S n. Clearly hom(f x S n, P) is a homotopy equivalence since e.g. for n = 1 A x S 1 is the homotopy equalizer of A :$ A the two maps being the identity maps, and so map(A x S 1, P) is the homotopy limit of m£p(A, P) ::t map(A, P). In the diagram, map(A x S 1) = holim~_( )



T map(BxSl)=holim.__(



,



map(A,P)



=3



map(A,P)



=~



map(e,P)



T)



, map(B,P)



T--



the map m a p ( f x S 1, P) appears as a map between two homotopy inverse limits of diagrams which are equivalent for each place by assumption. Therefore this map is also homotopy equivalence. Similarly the map T(f ~ S'*) --~ T(IB >4 S n) is a map between homotopy direct limit of diagrams of spaces that turn into homotopy equivalences between them upon taking h o m ( - , P) since P is f-local. 1.8. If LfX is local then L / is idempotent functor. The idempotency is a direct consequence because of the above property of the tower L~. Simply, if X is f-local then by the above map(X, X) --* map(LfX, X) is a homotopy equivalence and the image of
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id : X --* X will give us a m a p L f X ---+X which is a h o m o t o p y inverse to X --~ L I X . It follows that if X is f-local X ~ L f X is a homotopy equivalence. Therefore, if L f X is f-local L I L I X ,,~ L I X . 1.9. L I X is f-local for all X. We must show that these is a h o m o t o p y equivalence horn(B, L I X ) ---* horn(A, L f X ) . These spaces not being connected it must be shown that every component is carried to a corresponding one by a m a p that induces an isomorphism on the higher homotopy group 7ri j > 0; but first we show that the above m a p induces an isomorphism on ~r0 - - the set of p a t h components. In other words we show that any homotopy class of A ---+L f X has a unique lifting to a class B ~ L f X . T h e existence is clear from the construction: given any m a p gv : A ~ L } X , since V is large enough in comparison to A this m a p must factor through some m a p ga : A --~ L ~ X for a < #. But # is a l i m i t ordinal so a + l < # and certainly by construction ga+l can be extended over B where ga+l : A --~ L ~ X ~ L~+IX. So we get an extension of gt, over B. Now for uniqueness of the above lift: Given two extensions of gt, : A ~ L f X L ~ X = L f X we know that there is a h o m o t o p y g~l o f ,-~ g~2 o f so there is a m a p of D c y l ( f ) --* L f X given by these homotopies. We would like to show t h a t g~ ,~ g~. 2 But again for cardinality reasons the m a p D c y l ( f ) --~ L I X factors through some L ~ X for some a < #. We get a m a p ha : D c y l ( f ) --* L ~ ( X ) whose composition into L aI + I x the next space in the tower, factor by construction through B x I -~ Dcyl(idB). Therefore the two m a p s of B into L ~ X are actually homotopic in L ~ + I X and thus of course in L I X .



g~,gt,12 : B ~



1.10.



The higher homotopy



groups.



Now we choose a component of m a p



[B, L I X ] say of a m a p , ¢ : B ~ L f X , and show that f induces an isomorphisn{ of higher h o m o t o p y groups of the pointed mapping spaces: rrn(map(B, L I X ) ; ¢) - - ~ ~rn(map(A, L I X ) ; ¢ o f ) . Elements in these h o m o t o p y groups are represented by pointed m a p s of S n and so by m a p s of B >~S '~ since our glueing process took the m a p f >~S'* into account these is an isomorphism of sets



[B >~S " , L f X ]



o f [A >4S n , L f X ]



for each one of these components. So we get the desired result claimed by the theorem. Examples:



(1) Notice t h a t if f is of the form f : EkA --~ A then L f X has a periodic Ah o m o t o p y groups. Now if f is nilpotent then L f ,,~ * is the cone functor.
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(2) If fn : ¢ --* S n we get L f X



= P , X , a Postnikov section of X .



(3) f : A -~ * or f : ¢ --~ A one gets an interesting space out of X. In the case A = S 1 Up e 2 one gets the Anderson localization of X which is well understood only for a simply connected space. (4) If the map f : A --* B is V(h~ : A~ --~ Ba) where ha runs over all h,isomorphism between spaces of cardinality not bigger then h,(pt) for some homotopy theory h , ( - ) one gets the Bousfield h,- localization, this is one of the origins of the present construction. (5) It is not true as claimed in [Bou 2] that if f : S 1 --~ S 1 is the degree p map then LI is the Anderson localization. L I X is some sort of uniquely p-divisible space in the sense that the self map ~ L I X -* f l L f X of the loop space sending each loop to its p'th power is a homotopy equivalence (not a loop equivalence!). This implies more on IrnX than unique p-divisibility [P], (6) If f : ~k+~M3(p) --~ ~ t M a ( p ) is an Adams map, a vl-map, inducing an isomorphism on K-theory, one gets an interesting version of vl-lOcalization of spaces. L,,1X = L I X will have a periodic l / p Z - h o m o t o p y groups, moreover map(MS(p), L~IX) is an infinite loop space with the right periodicity property. Again as in case (5) ~r.(LfX, l / p l ) have definitely stronger periodicity property then the divisibility by the vl-map (see (2.7) below). (7) For simply connected spaces Lp for p : S 2 -~ S 2 is just localizing away from p or with respect to H , ( , 7[3]). Similarly there is a map IIooS 2 --* IIooS 2 that gives the completion in this case. (8) In fact we do not know of any localization functor which whenever it is idempotent it does not agree with L I for some f . It is tempting to ask whether every coaugmented homotopy idempotent functor or spaces i : X -* F X with Fi homotopy equivalence is L f for some map f : A -* B. P r o b l e m s : A basic problem is to formulate sufficient conditions on f : A -~ B that wilt guarantee that L I preserves fibration or cofibration sequences. In the case f : ~k+tA --* EkA this implies control over the A-homotopy of L I X . It will be interesting to know under what condition Lvl X ~- X K the K-theoretical localization of X. Namely, when does inverting Vl imply inverting all K - t h e o r y equivalences. It can be shown that there exists a map between a large wedge of circles w : VooS1 VooS1 such that w induces identity o n / / 1 ( ; Z) and L~ = ( )HZ = LHZ the Bousfietd localization with respect to integral homology. Similar maps exists V S 1 -~ VS 1 for other connected theories IF]. 2. P e r i o d i c spaces and periodic a c t i o n s When one examines the conditons on the homotopy groups ~r,(X, pt) that characterize a p-local space (i.e. a space that is local with respect to p : S 1 --* S 1) one gets
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with [P] that, in addition to unique p-divisibility of 7r,(X,pt) for all n > 1, an extra condition on the action of 7r1(X, pt) on ~r,(X, pt) arises. Namely, the latter must be divisible by all elements of the form: 1+~+~2



+ . . . + ~ P -1 _



1-(



in the group ring Z[rr, X] where ~ is any element in ~rl (X, pt). This extended divisibility arises algebraically in [Baum] to insure that semi-direct products and wreath-products are uniquely-p-divisible. In this section an extension of the above divisibility criterion for an arbitrary map f : EkA --* EA between suspensions is given. If f itself is a suspension the condition turns out to be empty. For the map vl : EtM3(p) -* M3(p) (p > 2) this divisibility gives an 'extended' vl-periodicity that must be satisfied by vl-periodic spaces (and thus also K-local spaces) on top of the naive divisibility of 7r,(X, l / p Z ) by vl. We start with an observation about half smash product of suspensions: The quotient space of X x Y by X x pt is denoted by X ~ 0. We routinely extend ~ to all V by demanding that it be 0 on elements of odd degree. If C is a cocommutative coalgebra, the root map ~ : C2n ~ Cn gives C the structure of a ~-module. 1.3 L e m m a Suppose that H is a connected, cocommutative, commutative Hopf algebra of finite type over Z2 and that L C I H is a sub-abelian restricted Lie algebra so that a) U(L) = H , and b) the root map ~ : I H ~ I H restricts to a map ~ : L ~ L. Then i) the inclusion of ~-modules L ~ I H is split, and ii) any spliting I H ~ L induces an isomorphism of algebras



U(L*) ~ g * . The * denotes the vector spaces duals; notice that the dual of ~-module is an abelian restricted Lie algebra. P r o o f : The argument is a suitable modification of that of Wellington [7]. The splitting is obtained as in [7, 1.7] and the isomorphism is obtained as in [7, Thm. 3.7]. 1.4 D e f i n i t i o n



Let n be an integer n >_ 0 or let n = c~. Let j be an integer j >_ 1. Define a ~-module V(j, n) by Z2, if i = 2 t j , 0 < t < n V(j, n)i = 0 otherwise



and ~: Y(j, n)2i , V(j, n)i an isomorphism for i = 2t j, t < n and ~ = 0 otherwise. V(j, n) could be called cyclic of depth n + 1 one generator of degree j.
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1.5 L e m m a Let V be a ~-module of finite type. Then there exists a set of pairs of integers (ji, ni) so that there is an isomorphism of ~-modules



V = ~ Y ( j i , hi). That is, every ~-module is a sum of cyclic modules. P r o o f : We have that V* is an abelian restricted Lie algebra of finite type. Then Theorem 3 of [4] implies that there is an isomorphism V* -=- OV(ji, hi)*. Now dualizing again we get the lemma.



§2. Algebra H*E~ f X. Let X = (X, *) be a connected pointed space. According to [5] for each sequence of non-negative integers K = (k0, k l , . . . , k,-1), n > 0, we have a homology operation derived from Dickson's coinvariants



DK : H . X



; H.Eoo f X



with the convention that D~ is the inclusion. Let {xi; i • I} be a basis for X with Zio = 1 • H o X . H . E ~ f X is determined in [5] as follows.



Then the Hopf aJgebra



2.1 Theorem (H. Mui) i) We have the isomorphism of Hopf algebras



H . ~ e o f X = Z2 [DKxi;K = (k0,..., kn-1), n > 0, k0 > 0, i • I, (K;i) # (0;i0)] where the comultipllcation is given by =



E



Z



Dg,(x') ® DK,,(x")



K = K ' + K " (x)



with Ax = ~ x' ® z". (x) ii) the above formula can be reduced by the relation D(0,k, .....k._,)(x) = (D(kl .....k._,)(x)) 2 Now assume that X is connected and of finite type. We have L = Span {DK(x) ; x e H . X , (K; x) # (O, 1)) C I H . E ~ f X.
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This is an abelian restricted Lie algebra with 7(DK(x)) = D(o,K)(x) and L is a sub-abelian restricted Lie algebra of I H . E ~ f X. In fact, Mui's result may be interpreted to say that



H . E ~ f X ~ U(L). By Theorem 2.1 (i),



( D(it .....i.)(~x), CDr(



) =



0



if K = ( 2 i l , . . . , 2 i n ) otherwise.



So, the hypothese of Lemma 1.3 are satisfied and we have



(2.2)



H*E~ f X = U(L*).



Now, by Lemma 1.5,



H , X = GV(ji,ni). Let {xk} be the basis for X obtained from the evident basis for the summands V(ji, ni). Call xk odd if



Xk E V(ji,ni)j, for some i and define the depth h(k) of an element Xk of this basis by the formula



h(k)



- 1 -- m a x { n ;Xk e I m ~ ' ~ } .



The depth can be infinite. Now Mui's result and the formula for ~DK given above immediately imply the following result 2.3 L e m m a



There is an isomorphism of ~-modules



L = G(~k,g)V(j(xk, K), n(xk, K)) where the sum is over all pairs (xk, K) such that (xa, K) ~ (1, 0) and either i) xk is odd, or ii) K = (k0,... ,kn-1) with some kt odd. In addition, DK(xk) is the non-zero element of V(j(xk, K), n(xk, K))j(,:,,K) and j(xk, K) = deg(DK(Xk)) and



n(xk,K) = h ( k ) - 1. Now if Wg(xk) is dual to DK(xk), then (2.2) and Lemma 2.3 imply the main result of the paper
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2.4 T h e o r e m Assume that X is connected and of finite type and that {Xk} is the basis for X given above. Then we have the isomorphism of algebras H*Eoo f X =Z2 [Wk(xk)", g e Z +, n n>_O, K = (k0,...,kn-,)



xkisoddor



with some k, odd]/((w~-(x~))=h~).



2.5 R e m a r k If X is not of finite type, write X --- colim X~ where X~ C X is of finite type. Then



H*~oo f X = lira H*Eoo f X~ will be, in general, a completed polynomial algebra. A c k n o w l e d g e m e n t s . The author would like to thank Prof. H. Mui for proposing the problem and for useful discussions. He is also grateful to the referee who has critically read the first manuscript of this paper and helped him to bring it to the present form. References. [1] M.G. Barrat and P.J. Eccles, 'T+-structures I', Topology 13 (1974), 23-45. [2] N.H.V. Hung, "The modulo 2 cohomology algebras of symmetric group", Japan. J. Math. 13, 1(1989). [3] F.R. Cohen, T.J. Lada and J.P. May, "The homology of iterated loop spaces", Springer Lect. notes in Math. Vol. 533. [4] J.P. May, "Some remarks on the structure of Hop/algebras", Proc. A.M.S. 23
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JOIIN C. HARRIS AND R. JAMES SHANK *



Introduction Lannes has constructed a family of functors which he refers to as division functors. These functors are defined on either the category of unstable modules over the Steenrod algebra or the category of unstable algebras over the Steenrod algebra. We denote the unstable module category by U and the unstable algebra category by K;. We are primarily interested in division in/4. If B is a U-object of finite type then division by B in/4, A ~-~ (A : B), is the left adjoint to A ~ A ® B. There is particular interest in division by H*(BZ/p). Following Lannes we denote (A: H*(BZ/p)) by T(A). The T functor has a number of useful properties: it is additive, exact, and preserves tensor products. Lannes originally used the T functor in his reformulations of the proofs of the Sullivan conjecture and the Segal conjecture for elementary abelian p-groups (see [L] ). In [HS] , the authors determined the value of the T functor on the indecomposable U-summands of H*(BV) where V is an elementary abelian p-group. In the current paper we extend the results of [HS] to describe the modules (A : B) where A and B are both summands of H*(BV). Since the division functor is biadditive, it suffices to consider only the indecomposable summands. These summands were classified in [HK] using the modular representation theory of the semigroup ring Fp[end(V)]. Let Lx and L~ denote indecomposable summands H*(BV). Our main result, Theorem 3.6, describes (Lx : L~) in terms of representation theory. It is known that the Lx are injective in the category/4 ([C] , [M] , [LZ] ). Another collection of injectives are the dual Brown-Gitler modules {J(n)[n > 0} ([M]). Lannes and Schwartz ([LS]) have shown that all injectives in/4 are direct sums of injectives of the form Lx ® J(n). As an application of our division functor calculations we give formulas for the dimensions of the spaces homu(L~ ® J(1), L~ ® J(m)). We hope these dimensions may be of use in studying injective resolutions in/4. Throughout the paper V and W will be elementary abelian p-groups, H*V will denote H*(BV), and R will be the endomorphism ring endu(H*V). The paper is organized as follows. In Section 1, we recall some of the properties of the division functors and we describe the module (H*V : fH*W) where f is an idempotent in endu(H*W). In Section 2, we describe (exH*V : fH*W), when ex is *The second author is a N.S.E.R.C. Postdoctoral fellow 1980 Mathematics Subject Classification (1985 Revision): 55S10
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a primitive idempotent in R. In Section 3, we use some algebraic lemmas to give a completely representation theoretic description of (exH*V : evH*V) when e~, and ev are primitive idempotents in R. In Section 4 we discuss the computations needed to determine an explicit description of (exH*V : e~,H*V). We also recover the principal algebaic result of [HS]. Section 5 contains the calculation of the dimensions of the spaces h o m u ( L x ® J(1), Lv ® J(m)). Finally, in the appendices, we give some examples. Some of the results in this paper first appeared in the second author's thesis (IS]) written at the University of Toronto under the direction of Paul Selick.



Section 1 Here we list those properties of the division functors which we will use in the latter sections. We refer the reader to [L] for details. Let A and B be objects of/2 with B of finite type (that is, B is finite dimensional in each degree). Then A ~-~ (A : B) is a covariant functor from/X t o / d and B ~ (A : B) is a contravariant functor from///f't" to/./. It follows that (A : B) is both a left endu(A)module and a right endu(B)-module. L e m m a 1.1. Let f E endu(B) be an idempotent. Then (A: f B ) -~ (A: B)f.



Proof. Here f B = i m f and ( A : B ) f = ira(A: f). Note that (A : f ) is an idempotent in endu((A : B)). Let 7r:B ~ f B and i: f B ~ B be the projection and inclusion; so io~r = f and 7roi = idfB. Since (A: f ) = ( A : 7r)o(A : i) and id(A:lB) = ( A : i)o(A : ~r), we have ( A : f B ) = i m ( A : i) ~ i m ( d : f ) = ( d : B)f. • Remark 1.2. In generM, for g E endu(B), (A : gB) and (A : B)g are not isomorphic. See Appendix 3. Lannes has shown that for any object in/4, say M, there is a natural isomorphism ( M ® M : H ' W ) ~M.W ( M : H * W ) ® ( M : H ' W ) (see [L] ). If g is an object in K: with the product given by #, then (# : H ' W ) o A-1 M,W is a product on (A : H ' W ) . In fact, with this product, (A : H ' W ) is an object in K:. Let F~c denote the free functor which is left adjoint to the forgetful functor from K: to the category of non-negatively graded vector spaces. If we identify V and W with H1V and H1W, respectively (hence regarding these as graded vector spaces concentrated in degree one), then H*Y ~ Ftc(Y) and H*W ~- Fpc(W). The following proposition is a consequence of Lannes construction of the division filnctors and Lemma 1.1.



Proposition 1.3. ([L]) (i) ( H ' V : H ' W ) ~ Fjc(V ® W*) ® Fpc(V) as objects in IC, (ii) If f E endu(H*W) is an idempotent then ( H ' Y : f g * w ) -~ Flc(V®W*)f®F~c(V) as objects in bl. Note that the right action of f on W* comes from the usuM left action of f on W = H1W.



Since V ® W* has grading zero, the identity in the Steenrod algebra acts as the p-th power map on F~c(V ® W*). Therefore, F~c(V ® W*) is a free p-Boolean algebra (having x p = x for all x). If we choose bases {vi} for V and {wj} for W then the elements aij = vi ® w~ span V ® W* and, as algebras, FIc(V ® W*) ~ Fp[aij]/(a~j - aij).
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Section 2 The summands of H*V are in one to one correspondence with the idempotents in endu(H*V). To get a handle on these idempotents one uses the representation theory of finite dimensional algebras. This is possible because of the following theorem of Adams, Gunawardena, and Miller. T h e o r e m 2.1. ([AGM], p. 438) As vector spaces, homu(H*V, H'W)~Fp[hom(V, W)] and, as algebras, endu(H*V) ~ Fp[end(V)]. We continue to write R for the ring endu(H*V). The irreducible left R-modules can be described using Young diagrams ([HI(]). We denote the irreducibles by {E~ [A E h}, where h = {(A1,..., At) [0 < A~ _< p - 1} and the Young diagram associated to A has A1 + . . . + Ai nodes in the i-th row. To each E~ we can associate a primitive idempotent e;~ so that the indecomposable module Re~ is the projective cover of E~. By general representation theory it can be shown that R ~ ~;~eA dimFp(E;~) Rex. T h e o r e m 2.2. ([HK] , A) H*V "~ ~:~eA dimFp(E:,)e~H*V and the e~H*V are inde-



composable hi-modules. For an idempotent f E endu(H*W) it follows from Proposition 1.3 that (H*V : f H * W ) ~- Fjc(Y ® W*)f ® H*V. If d is the dimension of F~c(V ® W*)f, then it follows that (H*V : f H * W ) is isomorphic to a sum of d copies of H*V. Hence, for an idempotent e in R, (eH*V : fH*W), which is a summand of (H*V : fH*W), can be written as a sum of copies of the indecomposables e~H*V, for v E A. T h e following result is a generalization of ([HS] , 3.5). T h e o r e m 2.3. (e:~H*V : f H * W ) ~ ~[~CA a~v e~H*V where a~v is the mul~ipticity of



E~ in F~c(Y ® W*)f ® E~. Proof. Let S = endu((H*V : fH*W)). Since the division functors are additive the action of R on H*V induces a ring homomorphism from R to S. If we denote this homomorphism by 7 then 7(e~) is an idempotent in S associated to the summand (exH*V : fH*W). We want to write the projective module S'y(ex) as a sum of indecomposible S-modules. Let {G~}~eN be the collection of irreducible S-modules and, for each g, let gv be a primitive idempotent associated with G~. The projective cover of Gv is Sgv. If 7.(G~) is the R-module induced by 7 and bx~ is the multiplicity of E~ in 7,(Gv) then, using standard representation theory (see [HS] , 1.8), SV(e;~) ~ ~ e N b~, Sg~. With d equal to the dimension of F~c(V®W*)f as above, we have S ~ Md,d(Fp)®R where Md.a(Fp) is the ring of d × d matrices. By Morita equivalence, we can identify N with A and Gv with (Fp) d ® E~. Here (Fp) d is the standard module for Md,d(Fp). Now let A: R --~ R ® R be the diagonal map, and let/3: R --* Md,d(Fp) be the map induced by the action of R on V. Then 7 = A 0 (fl ® 1) so 7,((Fp)d®E~)



~ t3.((fp) d ) ® E ~ ~ Fpc(Y®W*)f@Z~



as R-modules. Hence b ~ = a:~.



•



Section 3 In this section we consider the composition factors of the left Fp[end(V)]-module FIc(V®W*)f. Theorem 2.3 is then restated as Theorem 3.5 and speciMized to the case
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W -- V in Theorem 3.6. We continue to use R to denote Fp[end(V)]. We now denote rp[end(W)] by S and rp[end(V ® W*)] by Q. The action of end(V ® W*) on V ® W* defines a left action of Q on FIc(V ® W*). The left R-module structure on F~c(V ® W*) is induced by the homomorphism from R to Q, and the right S-module structure is induced by the anti-homomorphism from S to Q The images of R and S in Q commute making Ftc(V ® W*) an R-S bimodule. We start by looking at the Q-module structure on F~c(V ® W*). Let U = V ® W*, so Q = Fp[end(U)]. (We remark that all of the following results which involve U are valid for any vector space concentrated in degree zero.) Let C denote the category of commutative algebras over Fp, and let Fc denote the free functor which is left adjoint to the forgetful functor from C to the category of vector spaces. Then Fc(U) is the polynomial algebra generated by U. Let Af denote the subcategory of C consisting of 'p-Nilpotent' algebras, i.e., algebras satisfying x p = 0 for all x, and let FAt denote the free functor which is left adjoint to the forgetful functor from A/" to the category of vector spaces. Then FAt(U) is the quotient of Fc(U) by the ideal generated by pth powers. Since U is a graded vector space concentrated in degree zero, FK.(U) is the quotient of Fc(U) by the ideal generated by elements of the form x p - x. If we filter these three algebras by degree then the projection maps, Fc(U) ---* PAt(U) and Fe(U) ---*F~(U), are filtration preserving Q-module morphisms. L e m m a 3.1. ([US] , p. 10) If Fpc(U) and FAt(U) are filtered by degree then the associated graded a/gebras are isomorphic as left Q-modules.



Proof. If M is a filtered object then we denote the associated graded object by G,(M). Both G,(F~c(U)) and G,(FAt(U)) are isomorphic to the truncation of G,(Fc(U)). • Let Fp [U] denote the group ring of the elementary abelian p-group U. L e m m a 3.2. ([K], p. 199) IfFp[U] is t~ltered by powers of the augmentation ideal and FAt(U) is filtered by degree, then the associated graded a/gebras are isomorphic as left



Q-modules. Proof. Consider the algebra map from FAt(U) to Fp[U] which takes u E U to [u] [0]. This is a filtration preserving map of left Q-modules, and the induced map t~rom G,(FAt(U)) to G,(Fp[U]) is an isomorphism. • L e m m a 3.3. Fp[Y ® W*] and Fp[hom(W, V)] are isomorphic as R-S bimodules.



Proof. Choosing bases for V and W identifies V ® W* and hom(W, V) with the set Mr.a(Z/p). This identification preserves the left R action and the right S action. • P r o p o s i t i o n 3.4. Let a be any element orS. Then as left R-modules F~c(V ® W*)a and rp[hom(W, V)]a have the same composition factors with the same multiplicities.



Proof. Let U = V ® W*. The filtrations on Fie(U), FAt(U), and Fp[U] defined above induce left R-module filtrations on F~c(V)a, FAt(V)a, and Fp[U]a. Lemmas 3.1 and 3.2 imply that G,(F~c(V ® W*)a) and G,(Fp[V ® W*]a) are isomorphic left R-modules. Thus FIc(V ® W*)a and Fp[Y ® W*]a have the same compostion factors. It follows from Lemma 3.3, that Fp[V®W*]a and Fp[hom(W, Y)]a are isomorphic left R-modules. Therefore F~c(Y ® W*)a and Fp[hom(W, V)]a have the same composition factors, t Now we can restate Theorem 2.3 using the above results.
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Theorem 3.5. Let ex E R be a primitive idempotent and f E S be an idempotent, then (e~H*V : f H * W ) -~ ( ~ e h a ~ evH*V , where a ~ is the multiplicity of E~ in Fp[hom(W, V)]f ® E~. Since H*B(Z/p) m is a summand of H*B(Z/p) m+" it suffices to take W -- V in this theorem.



Theorem 3.6. Let e~ and e~ be primitive idempotents in R, then ( e x H * V : % H ' V ) ~-



~a~.~ e~H*V, uEA



where ax~v is the multiplicity of E~ in R % ® E~.



Section 4 In this section, we discuss the computations needed to determine the a ~ in Theorem 3.6. Here we will think of R as the semigroup ring Fp[Mr,~(Z/p)]. The calculation of the multiplicity of Ex in Reu ® E~ can be broken into two steps: first find the composition factors of Reu and then find the composition factors in E~ ® Ev for the Ea's occurring in Re u. When r = 1, these computations are easy: Re(i) ~- E(i) ~- (Det) i, where Det is the determinant representation. When r = 2, composition series for the R % and the Ea ® Eu are given in a paper of D. J. Glover ([G]). In general, however, neither step can be carried out. Finding the composition factors of R % is a standard problem in representation theory. Let caw be the multiplicity of Ea in R % . The matrix ( c ~ ) is called the Caftan matriz for R. ([CR], 83.8). It follows from the discussion above that the Cartan matrices are known for all primes when r = 1 or 2. In addition the matrix for F2[M3,3(Z/2)] has been determined ([HHS] , 4.2). There are examples of particular indecomposible projectives whose composition factors are known. For example, for 1 < i < p - 1, Re(p_1 .....p-l,i) ~- E(p-1,...,p-l,i). These are called the (twisted) Steinberg representations. Here is another example. P r o p o s i t i o n 4.1. Re(o .....0) - E(0 .....0) and, for 1 < i < p - 1, Re(i,o .....o) has r composition factors: {E(i,o,...,o), E(p-l-i,i,o .....o ) , . . . , E(o O,p--l--i,i) }" Each/'actor occurs with multiplicity one. .....



Before proving the proposition we set up some notation and we show how to recover the main algebraic result of [HS] . For 0 < d < r(p - 1) write d = a(p - 1) + b with 0 < b < p - 1. Let A[d] be the sequence (A1,...,AN) in A having Aa = p - 1 - b, ,\a+l = b and Ai = 0 for i ~ a, a + 1. The irreducibles occurring in the proposition are the Ex[d] for 0 < d < r(p - 1). Note that in the Young diagram associated to A[a~, the first a rows each have p - 1 nodes and the (a + 1)-st row has b nodes. T h e principal algebraic result of [HS] now follows from Theorem 3.6 and Proposition 4.1.



Corollary 4,2. ([HS] , 3.8) ( e ~ g * v : H*(BZ/p)) ~ ~]~eh a ~ evH*V where a ~ is the multiplicity of E~ in ~ITd=o ~ [ d ] ® E~. Proof. H * ( B Z / p ) ~= ~]~i=o p-1 ea[i]H*V and the R-modules ~i=o p-1 Rea[i] and ~ o have the same composition factors.



1) Ex[d] •
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We now turn to the proof of Proposition 4.1. The first statement is easy: e(0 .....0) is the zero matrix, 0, and Re(o .....0) ~ Fp{0} is one dimensional as is E(0 .....0). The rest of the proposition follows from the following two lemmas, the first of which follows from results of K u h n and Carlisle. p--1



L e m m a 4.3. The composition factors o[ (~=o Re~[i] are {E~[d] [0 < d 0



P.S.(e~H*V; t) --



P r o p o s i t i o n 5.2.



~-~i>0 (multiplicity of E~ in



HiV) t i.



These series have been computed for r < 3 and for p -- 2, r -- 4 ([Ca]). T h e y are also known for certain types of v ([MP] , [CW] ). Appendix 1 Let V = (Z/2) 3. Here we tabulate (e~H*V : e,H*V). As in Theorem 3.6 we let a),#v be the number of copies of evH*V in (exH*V : e~H*V). We give one table for each value of # (except # -- (000), since division by e(ooo)H*V is the identity functor). In the tables the A's label the rows and the v's label the columns. For example, the third row of the first table indicates that.(e(llo)H*V : e(loo)H*V) ~ e(loo)H*V~3e(olo)H*V@ 2e(11o)H*V. W'e omit the rows with A = (000) since (e(ooo)H*V : e~H*V) = 0 when
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Appendix 2 Let V = ( Z / 3 ) 3. On the next two pages we tabulate (e~,H*V : e(loo)H*V) and ( e ~ H * V : e(2oo)H*V). Since H*(B(Z/3)) ~- ~i=o 2 eOoo)H*V and division by e(ooo)H*V is the identity functor, these tables can be used to recover the modules (e),H*V :



H*BZ/3) which were tabulated in [HS] . Appendix 3 Here we give an example of a g e Fp[end(W)] such that ( H ' V : gH*W) ~ ( H ' V : 00 11 10 01 H*W)g. Let V = Z / 2 , W = ( Z / 2 ) 2 , and g = (00) + (00) + (00) + (00)" It can be shown t h a t gH*W is isomorphic to ( H ' V ) ->2, the submodule of elements of H*V of degree greater t h a n or equal to 2. Here g was chosen as the composition of the projection from



H*W to e(ol)H*W ~ H.*(BA4) with the unique non-zero m a p from I-I*(BA4) to H*V. Let t denote the non-zero element in H1V and let t be the non-zero element in J(1). The m a p ¢: H*V ~ (H'V) >-2® J(1) which sends t o to 0, t 1 to 0, and for i >__ 1, t 2i to 0 and t 2i+1 to t 2i ®L is a morphism in/4. Therefore homu(H*V, (H'V) >-2® J(1)) is non-zero, and it follows by adjunction that ( H ' V : ( H ' V ) ->2) ~ ( H ' V : gH*W) is non-zero. Now consider (H*V : H*W)g ~- F~c(V ® W*)g @H*V. T h e element g acts on the basis elements of Fpc(V ® w * ) as follows (where a,, = v, ® w;): 1



(1) + (1) + (1) + (1) = o



all



(0) -~- ( a l l q- a12) -F ( a l l ) q- (a12) ~-~ 0



a12



(0) + (0) + (0) + (0) = 0



allal2



(0) + (0) + (0) + (0) = 0.



Therefore (It*V : It*W)g ~ 0 .
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CLASSES HOMOTOPIQUES ASSOCIEES A UNE G-OPERATION CLAUDE



HAYAT-LEGRAND



Let G be a discrete group, and let H and H' be two G-modules. Whatever n > O, an interpretation of the elemen~ of the group Ext~(II, II') as homotopy classes of sections of a fibre bundle associated with the given data is offered. Thereafter based G-actions on a based space X having H and 1-It as the only non-trivial homotopy groups are studied in terms of suitably defined difference characteristic classes assuming their values in Ext~(II, II').



Dans cette ~tude, on constrult des classes caract~ristiques associ@es h une G-op@ration, G 6rant un groupe discret. Pour cela, on donne une repr@sentation du n - i 6 m e groupe de G-extension Ext~(l], IF), pour deux G - m o d u l e s II et III, comme espace des classes d'homotopie des sections d'un fibr~ construit h partir des G - m o d u l e s II et II'. Ce fibr@ joue le rSle de fibr6 structural, [10], pour le fibr~ B E ( X ) quand X est un espace qui a II et II s comme seuls groupes d'homotopie non triviaux. On d@termine alors des classes differences appartezmnt £ Ext~(II, IIr), associ66es £ deux G-op@rations. Ces classes caract@ristiques ont d~j£ @t~ utilis~es, dans des cas particuliers, pour calculer des diff~rentielles de suites spectrales, celle du rev@tement par Legrand A. [11], celle d'extension de groupes par Huebschmann J. [9], et celle de Kasparov en KK-th@orie par Fieux E. [8]. Dans ce dernier cas, on utilise la construction q de Cuntz [5], permettant de repr@senter le groupe K K i ( A , B), oh A et B sont des C*-alg~bres, comme i-@me groupe d'homotopie de l'espace Hom(qA, B ® K) des morphismes de C*-alg@bres de qA darts B ® K. La topologie sur Hom(qA, B ® K ) est d~duite de la topologie de la convergence simple et K est l'alg~bre des op@rateurs compacts d'un Hilbert s@parable. Dans tes cas cit@s plus haut, et dans le dernier cas quand A = C, les classes sont construites avec un espace X ayant le type d'homotopie d'un groupe ab@lien, donc d ' u n produit d'espaces d'Eilenberg-Mac Lane. Ici, nous allons supposer, plus g@n@ralement que X est du type d'homotopie d'un produit tordu de deux espaces d'Eilenberg-Mac Lal3.e.



La repr@sentation de E x t , ( H , W) pourrait s'~tablir £ partir d'une suite spectrMe instable d' Adams. Ici, on utilise les r~sultat~s de Shih W. [13], Didierjean G. [6] sur le calcul des groupes d'homotopie de l'espace des ~quivalences d'homotopie de X, et les constructions de Cooke G. [4], pour @tudier une r@ciproque, c'est-h-dire associer une G-op@ration h une classe dans Ext~(II, W). 1) R e p r g s e n t a t l o n d u n - i ~ m e g r o u p e de G - e x t e n s i o n s . Par d@finition, si III est un G - m o d u t e [12]: E x t , ( 2 , II') = Hn(G, IF), et on sait que, [10] et [2], H " ( G , II') =
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IIoF[EG x a K(II', n)]. Le fibr~ G ---* E G ---* B G est le fibr~ universel assoei~ £ G, te foncteur P e s t le foncteur sections pointdes appliqu~ ici au fibril K ( H ' , n ) --~ E G x a K(H', n) ---, BG, de fibre l'espace d'Eilenberg-Mac Lane K(II', n). Fixons un entier p > 1. I1 sera, dans le paragraphe suivant, l'indice du premier groupe d'homotopie non nulle de l'espace sur lequel agira G. Comme le groupe Hom(K(II, p), K(II', p + 1)), des homomorphismes de K(II, p) dans K(II', p + 1), est un groupe ab~lien topologique, on peut justifier l'it~ration B n - l H o m ( K ( I I , p ) , K ( I I ' , p + 1)). Le goupe G op~re sur Hom(K(II, p ) , K ( g ' , p + 1)) de fa~on classique, avec un point fix6 qui est l'application constante de K(II, p) sur le point fix~ par G de K ( I I ' , p + 1). Les r~sultats rappel~s plus haut se prolongent par: T h ~ o r ~ m e 1. Soient G u n groupe discret, II et II' deux G-modules, on a, pour tout n > O, un isomorphisme canonique: E x t , ( H , II') = IIoF[EG XG Bn-lHom(K(II, p), K(H', p + 1))]. On d~duit imm~diatement: Si H et H' sont des G-modules triviaux, on a: C o r o l l a i r e 2. Ext~(II, H') = [BG, Hom(K(II, p), K(II', p + 2))].



Preuve du Corollaire 2: Si H e t II' sont des G-modules triviaux, alors EG × a B H o m ( g ( I I , p), K(II',p + 1)) = B G x BHom(K(H, p), g ( I I ' , p + 1)).



Or, on a; B H o m ( g ( H , p ) , K(II',p + t)) = Hom(K(II,p), K ( H ' , p + 2))0,



oh Hom(K(II, p), K(II',p + 2))0 est la composante connexe de l'application constante sur le pointage de K ( H ' , p + 2). Comme B G est connexe, on trouve le r~sultat du corollaire 2. Preuve du thgor~me 1: On utilise la caract~risation du foncteur n - i ~ m e G-extension donn~e daas [3, p.145] . On va done v~rifier les trois proprigt~s caract~ristiques £ isomorphisme pr@s du foncteur n - i ~ m e G-extension. On pose pour la d~monstration:



r ( n , l-I, C) = F[EG Xa B n - l H o m ( g ( I I , p), g ( C , p + 1))]; v , ( c ) = n0r(~, n, c ) , si n > 0; Vo(C) = IIor[Ea xG Hom(K(H,p), g(C,p))].



Comme il s'agit d'applications point~es, Uo(C) est 4gal £ C), 0)], c'est-£-dire £ Homa(II, C).



nor[Ea x v K(Hom(II,
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D'autre part, une suite exaete 0 ~ C ---+ A --~ N --* 0 de G-modules, donne une suite exacte longue d'homotopie du fibr& F(n, H, C) ~-* F(n, H, A) --* F(n, II, N). Comme IIiF(g, H, C) = IIoF(g- i, H, C), on obtient une suite exacte longue pour Un(C). La derni~re propri~t~ caract~ristique ~ vbrifier, est que Un(C) = 0, (n > 0) quand C est un module G-injectif. En effet C est alors un module injectif. Pour le montrer, on utilise la formule d'associativit~ de [2, p.165], qui permet d%crire: Horn(-, C) = Homz®z[G)(Z[G] ® - , C) = Hom(Z[G], Homz[a](-, C)). Puisque C est a-injectif, Homz[a](-, C) est exact, Hom(Z[G],-) est exact car Z[G] est libre, donc H o m ( - , C) est exact et C est injectif. Alors Ext(II, C) est nul, ainsi que Ext~(II, C). La suite exacte longue [11]:



-+ Hn-2(G, Ext(H, C)) --~ Hn(G, Hom(II, C)) --* Extb(H, C) --~ Hn-' (G, Ext(II, C)), donne que Hn(G, Hom(II, C)) est nul si C est un module G-injectif. D'autre part, comme Ext(II, C) est nul, Hom(K(II,p),K(C,p + 1)) est un espace de type K(Hom(II, C), 1), et comme on l'a rappell~ au d~but de ce paxagraphe, n0r( , n, c) = H'(G, Hom(II, C)). 2) Classes de Borel. Dans ce qui suit X a deux groupes d'homotopie non nuls II et II', et c'est l'espace total d'un fibr4 dont la base est de type K(II, p) et la fibre de type K(II',p + 1), classifi4 par un invariant d'Eilenberg r/ E HP+2(K(II, p), II'). Alors on connait [13] le fibr4 : Hom(K(II, p), K(II',p + 1)) -~ E(X) ~ (AutH x AutII'),, (AutII x AutHt), ~tant le sous-groupe d'isotropie de r/, pour l'op~ration ~vidente de AutII x AutII' sur HP+2(K(II, p), II') et E(X) ~tant l'espace de Hopf des dquivalences d'homotopie pointdes de l'espace point~ X . . Une G-opdration pointde est un morphisme ¢ : G -* E(X) qui est un H-morphisme du H-espace G darts le H-espace E(X) (on precise que ¢ n'est pas un morphisme £ homotopie pros). Pax projection une G-operation point~e donne un morphisme u : G --* (AutH x AutIII),l. Avec ces hypotheses, on obtient un thdor~me de structure pour BE(X). En effet, consid4rons le fibr$ Bu*(BE(X)) induit par Bu du fibr~ BE(X) de fibre BHom(g(II, p), K(W, p + 1)).



BHom(K(H,p), K(H',p + 1))



BHom(K(II, p), K~H',p + 1))



Bu*(BE(X))



BE(X)



BG



Bu



....



B(AutII x AutII~)~
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L'op6ration B¢0 d6termine une section encore not6e B¢0 de ce fibr6 induit. En se plaqant dans la cat6gorie des B-fibr6s (voir par exemple [11] ou [14]) et en simplicial, on d6montre le th6or~me sui¢~'lt: Th~or~me 3. Soit ¢0 une G-opdration pointde sur X espacc pointd ayant deux groupes d'homotopie II et II ~ et d'invariant d' Eilenberg ~. Si u : G -~ (AutII × AutII~)¢ est le morphisme ddduit de ¢0, alors le fibrd induit B u * ( B E ( X ) ) es~ dquivalent au fibrd E G x ~ B H o m ( K ( I I , p), K ( I I ' , p + 1)), par une dquivalence qui fair de la classe de Be0 ~a dasse de la section nuUe d~ r[EG x ~ B H o m ( K ( I I , p ) , K ( I I ' , p + 1))], l'e~pace des sections de ce fibrd. Notons [BG, B E ( X ) ] ~ les classes d'homotopie des morpaismes a : B G -* B E ( X ) , tels que le compos~ H ~ B G ~ I I I B E ( X ) -~ H~B(AutII x AutII'), soit u. Les th~or~mes 1 et 3 nous permettent de construire une operation libre du groupe Ext~(II, H') sur l'ensemble [BG, B E ( X ) ] ~ :



£:



Ext~(II, II') × [BG,BE(X)]~ --* [BG, BE(X)]u.



On a donc le rdsultat suivant: T h ~ o r ~ m e 4. A deux G-opdrations pointdes ¢0 : G --+ E ( X ) et ¢~ : G --~ E ( X ) , induisant le m~me u : G --* (AutII x AutII')~, on salt associer uu ~Igment 0(¢0, ¢]) appeld classe de Borel de (¢0,¢1) appartenant d Ext2(II, II'). Cette classe est ca ractdristique dans le ~ens suivant: 0(¢0,¢i) = 0 si et seulement ~i [Be0] = [B¢1]. R~ciproquement, supposons maintenant que le morphisme u : G -* (AutH x AutIIt)~ se relive en une G - o p e r a t i o n point~e ¢0 : G ~ E ( X ) . Cette hypoth~se est v~rifi~e quand l'obstruction de Cooke [4 ], qui est icl darts Ha(G, Horn(H, II')), est nulle. Soit une classe 0 E Ext~(II, III). Cette classe 0 dfitermine, ~. homotopie pros, un morphisme : B G --~ B E ( X ) , tel que le compos~ H a B G --~ H I B E ( X ) --* HIB(AutII x A u t I I ' ) , soit u. Le probl6me de rel~vement de Cooke [3] a une solution ce qui veut dire qu'il existe un espace Y:, homotopiquement ~quivalent £ X et une opfiration de G sur Y. Si les espaces sont point6s, on peut, £ homotopie pros, faire de l'op6ration de G sur Y une opfiration ayant un point fixe c'est-£-dire une G - o p e r a t i o n /3 : G --* E ( Y ) . L'~quivalence f : X --~ Y obtenue donne une 6quivalence d'homotopie B f : B E ( Z ) -+ B E ( Y . ) , car B E ( X ) est classifiant [7], [1] et [15] pour les couples (7c, f), off ~r est une fibration et f une ~quivalence d'homotopie pointfie de X sur la fibre ~r-l(*). De plus le diagramme suivant est homotopiquement commutatif: BG



, Bfl



BE(Y)



BE(X) Bf



=



BE(Y).



C o r o l l a i r e 5. A une classe 0 E Ext~(II, H'), on ~ait associer une G - o p d r a t i o n fl : G --* E ( Y ) , teUe que Z(O, [Be0]) = [B/3]. Les d~monstrations des th~orbmes 3 et 4 font parties d'un article £ par•tre. Remarque Dans les cas particuliers connus [8], [9], [10], l'obstruction de Cooke, qui est dans Ha(G, Hom(II, I-I')), est nulle. I1 s'agit de deux types de situation: ou
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A NOTE



ON THE



BRAUER



LIFT MAP a



FRIEDRICIt HEGENBARTI4



1. Introduction.



Let Fq be a finite field of characteristic p and let Gl(n) = Gl(n, Fq) be the general linear group of n x n - m a t r i c e s over Fq. Furthermore, let Fq be the algebraic closure of Fq and let 0 : Fq - 0 --~ C - 0 be a character. With these d a t a there can be constructed a continuous m a p B l : BGI = lim,--.~ B G I ( n ) --~ B U depending on 0 [7]. In this note we are going to prove the following 1.1 T h e o r e m If 0 is an injective character, then the induced h o m o m o r p h i s m



(B1)* : K ( B G I ) --, K ( B U ) is surjective. The precise definition of BI is given below. D. Quilten has proved that the classifying space BGI is related to the homotopy fibre F ~ q of ~ q - Id : B U ~ BU. Indeed, Fq2 q is h o m o t o p y equivalent to B G I +, the " + " - c o n s t r u c t i o n of BGI (see [7]). A version of T h e o r e m 1 is proved in [3]*. Here, however, we give a completly different proof using representation theory of Gl(n). We construct explicitly a set of generators of K ( B G l ) . Recall that there are natural ring homomorphisms A , : R(Gl(n)) -* R(Gl(n)) = K ( B a l ( n ) ) A



which link representation theory to K - t h e o r y [1]. The A , fit together to give a homomorphism A¢¢: R(Gl(cx))) = lira R ( G l ( n ) ) -* K ( B G l ( c c ) ) In order to prove T h e o r e m 1 we use the basic results of J.A. Green [2] and define a homomorphism BZ~ : R ( U ( ~ ) ) --* R ( G Z ( ~ ) ) . T h e o r e m 1 then will follow from



1This work was performed under the auspicies of the G.N.S.A.G.A. of the C.N.R. and financially supported by the M.P.I. of Italy.
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1.2 T h e o r e m If 6 is an injeetive character, then B l ~ : R ( U ( ~ ) ) --* R ( a t ( o ~ ) ) is surjective. In order to prove Theorem 2 we have to compare the induction homomorphisms for the finite groups Gl(n) with those of the compact Lie groups U(n). The latter ones are defined via K - t h e o r y [5]. Furthermore, we use a double coset formula. We refer to Mitchell and Priddy [6] for a beautiful discussion of double coset formulae. Furthermore, we will study the dependence of Bt and Bl~ on the character 0 : F ; -~ (C)*. In particular, the set of all these characters is isomorphic to 1~ Zt where the product goes over all primes l # p. This will give an explicit splitting of K(BGI) in i t s / - a d i c parts.



for t h e U n i t a r y Groups.



2. T h e I n d u c t i o n H o m o m o r p h i s m



I. Madsen and J. Milgram have defined induction homomorphisms I na,U(N) H



R(H) -~ R(U(N))



for any subgroup H of maximal rank. This homomorphism satisfies the following formula: If x 6 R ( H ) , then U(N) (x) = E cr. x , Ind H where the sum is over a C W(U(N))/W(H). Here W(G) denotes the Weyl group of G [5]. In particular, W(U(N)) = EN, the symmetric group on g letters. Let T(N) be a maximal torus of U(N) which is also contained in H and let j : T(N) ~ U(N) (resp. H ) are its natural inclusions. Then the induced homomorphism j * : R(U(N)) --* R(T(N)) ~- Z[tl,tll,... ,tg,tN 1] is an injection and



U(N)(x) = E 3.. IndH



5r - i f ( x ) .



Here ~r runs through EN/W(H). Considering j*(x) as a character, the action of a on j*(x) is given by permuting the eigenvalues. We will now consider the case in which H = Pn,m C U(n + m) is the subgroup



0



u(m)



Recall that the Weyl group of Pn,,n is E,, x Era. Let now A C U(n + m) and let ul(A),..., un+m(A) be its eigenvalues, then the above formula yields I nap ~U(n+rn)~ ,, tx ® y ) ( A ) =



= E x(u~"o)(A)"'" u~'('o(A))y(u'°('~+l)(A)""' u~(n+m)(A)), where w runs through En+m/En x Era. In the next section we will compare this formula with the induction formula of finite groups Gl(n, Fq) via the Brauer lift map.
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3. R e p r e s e n t a t i o n



T h e o r y o f Gl(n, Fq).



The following T h e o r e m of J.A. Green is used to construct complex representations of finite groups [2]: Let p : G --+ GI(N, Fq) be a modular representation of the finite group G and let 0 : F~ ~ C* be a fixed homomorphism. Then for any s y m m e t r i c function f E Z [ t l , , . . , t N ] ~N the m a p Xf : G --* C defined by



g ~ f(Oul(g) . . . . , OuN(g)) is the character of a (virtual) complex representation. Here u l ( g ) , . . . , uN(g) denote the eigenvalues of p(g). A proof of this T h e o r e m can also be found in [4]. In the following we fix 8 and take p = I d : GI(N) ~ GI(N). Let



a N : Z[t,,...,tN] E" -~ n(al(N)) be the above m a p f --~ X I. Recall that



R(U(N)) ~- Z[s,,... ,SN,~N'] C Z[t,,t~l,... ,tN,tN'] ~- R(T(N)), where s l , . . . , s n are the elementary symmetric functions in t l , . . . , t n . map



This yields a



raN: RU(N)) -~ R(GZ(N)). It is easy to show that this m a p is a ring homomorphism. We set N = n + m and consider the parabolic subgroup Pn,m = Pn,m(Fq), i.e. the subgroup



This group can also be written in the form Gl(n) x Gl(m)Un,m. Let



L: R(aZ(n)) ® R(aZ(m))



R(P.,m),



defined by L(x ® Y)(gl x g2u) = x(gl)y(g2) for any element gl x g2u E Pn,m. One considers the following "induction" homomorphism: I_~Gl(n+m) .UUGl(n)×Gl(m ) 0 L : / ~ ( G ( / 2 ) ) @ R(al(m)) ~ R ( G ( n + m ) ) .



We will make use of the following notation: If x • R(Gt(n)) and y • R(Gl(m)), then r .~Gl(m-t-n)



r



x o y = maat(n)+Vt(m)(X ® y). T h c main step to prove T h e o r e m 1 is
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3.1 P r o p o s i t i o n



The following diagram is commutative:



R(u(~)) ® R(u(m))



Ind )



R(U(,~ + m)) ~ BI,,+,-,,



Bln ®Bl,n 1



R(al(n)) ® R(al(~))



Ind )



R(al(n + m))



T h e horizontal m a p s denote the induction homorphisms and the left and right vertical homomorphisms are Bl,~ ® Blm and Bl,~+m respectively. Proof:



Let fl E R(U(n)) and f2 E .R(U(m)) be symmetric functions. It follows from section 2 that for any g E Gl(n + m),



B,



= Z



v .U(n+m)



/e



'.+m'n'~(.)×V(m)~J~ * f~)(a) =



fl(~Uw(1)(g)''''



)f2(OUw(n+l)(g)'''" OUw(n-brn)(g))



where the sum is over w E En+.~/(En × Era). Now we use the fact that two characters of Gl(n + m) coincide if and only if their restrictions to the parabolic subgroups P.(Fq) = Pa coincide. Here a = ( a l , . . . ,ar) is a partition of n + m and Pa is the subgroup of type [4]



al(al) 0 •



0



* Gl(a2)



... ...



.



0



* *



)



.



...



al(ar)



The Mackey formula yields



Gl(n+rn)v 1Gl(n+m)tr~1 [r "~ R ese, ln~po,m ~"'.~SIJ ® m~(f~))(g) = = EIndP~.,mw_lnpo(fl ®



f2))(w-lgw),



where the sum runs over ~ E Pa \ Gl(n + m)/P.,m and w E ~. Fixing w and g E Pa, one obtains IndP~'.,.~ w-, nP. (Bl.(fl) ® Blm(f2))(g) =



= R-1 Z fl(Ou~(1) (hgh-~)'''" Our(n) (hgh-i))" •f2(Ou~(n+~)(hgh-i),... Ouw(.+m)(hgh-~)). Moreover, R denotes the order of the group wP.,m M Pa, where the sum is over h E Pa such t h a t hgh -a E wP~w -1. The conjugation of g by h E P~ defines a p e r m u t a t i o n vh E ~a = ~al × ~a2 x ... × ~a. of the eigenvalues of g (recall that Pa can be uniquely
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decomposed into a product of unipotent, diagonal and permutation matrices). above expression can therefore be written as



The



R-1 E fl(OUvw(1) ( g ) ' ' ' ' ' OUvw(n)(g))" f2(OU,~(,+l)(g),''' , OU~(n+m)(g)), where v = Vh and h runs through Pc. If h and h I are in Pa such that h~h -1 E wP~,m w-1 NPa, the corresponding summands f l ( . . . )f2(... ) are equal. The above formula therefore becomes Index



= E



'



® mm(f:))(9)



=



fl(OUvw(1)(g)'"'OUvw(n)(g))" f2(OUvw(n+l)(g)'"" OUvw(n+m)(g)),



where v runs through Ea. The natural inclusions E,~+m C Gl(n + m) and Ea C Pa induce an identification



~,a \ Sn+m/~n X E m = Pa \ aI(n -}- m)/Pn,m



(Bruhat decomposition). We have therefore the following formula R esp. Gl(nTm)r ~Gl(n+m)/n, / e ,nap..,. (z~,,~W,) ® Blm(f2))(g) = = E E fi(Ou~(,)(g),... Ou~(~)(g)). f2(Ou~(~+,)(g),... Ou~(,+,~)(g)), where the first sum is over ~ E Ea \ E n + m / E n × Em and the second is over w E ~ E r',, r .U(nWm) /r E(n + m)/En × Era. But this is equal to Z~t,+mmaV(~)×V(m)tJ~ ® f2)(g), proving the proposition.



4. P r o o f o f t h e T h e o r e m s . In section 3 we have considered the homomorphisms



BIN: R(U(N)) - , n(Gl(N)). We can take the inverse limit for N --* cc and obtain a homomorphism



B l ~ : R(U(oc)) -~ R ( G I ( ~ , Fq)). T h e map Bl : B G I ( ~ , Fq) -~ BU is obtained as follows: Let .~1 E R ( Y ( o o ) ) be the first elementary symmetric function. Then we have Am o B l ~ ( s l ) E K(BGI(o¢, Fq)) and its component in the reduced K - g r o u p defines the map Bl. In order to prove surjectivity of the induced homomorphism



Bl* : K ( B U ) -+ K ( B G I ( ~ , Fq)) it suffices to prove sujeetivity of B l ~ . show that the compsition



Since the l i m l - t e r m vanishes, it is enough to



Res o B l ~ : RU(oc) ~ R(Gl(oo)) ~ R(Gl(N)) is surjective. Let xj -- BlN(sj). It is well-known that R(GI(N)) is generated (additively) by the elements xjl o x j2 o ... xj~ , jl + j2 + "'" + j; = N. For this one has to assume that 0 : F~ ~ C* is injective (see [4, p.147ff]). Theorem 1 and T h e o r e m 2 now follow immediately from Proposition 3.1.
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5. F i n a l R e m a r k s .



The construction of the map Bl depends on the choice of the character 0 : F~ ~ C*. Since the set of all such characters is isomorphic to 1-IZz, where the product is over all primes l # p, we can write 0 = (~t)l#p. The relation between Bl = Bl(O) and the B/(01), t a prime different from p, can be easily deduced from the following well-known fact: The kernel of AN : R(GI(N)) ~ K(BGI(N)) consist of those characters which vanish on elements g E GI(N) of prime power order [1]. This implies



Bl(O) = 1-[ Bl(O,). Moreover, if l and k are different primes, then Bl(~t)Bl((~k) -- 0. Hence the induced homomorphism



Bl(O,)* : K(BU) ~ K ( B G I ( ~ , Fq)) maps onto the l-adic part. References.



1. M.F. Atiyah: "Characters and Cohomology of Finite Groups", Publ. Math. IHES 9 (1961), 23-64. 2. J.A. Green: "The Characters of the Finite General Linear Groups", Trans. Amer. Math. Soc. 80 (1953), 402-447. 3. F. Hegenbarth: "On the K-Theory of the Classifting Space8 of the General Linear Groups over Finite Fields". Proc. Differential Topology Symposium, Siegen 1987, Springer Lect. Notes 1350, 259-265. 4. I.G. MacDonald: "Symmetric Functions and Hall Polynomials", Clarendon Press. Oxford, 1979. 5. I. Madsen, J. Milgram: "The Classifying Spaces for Surgery and Cobordism of Manifolds" Ann. of Math. Studies 92, Princeton University Press, 1979. 6. S.A. Mitchell, S.B. Priddy: "A Double Coset Formula for Levi Subgroups and Splitting BGln', Proc. Algebraic Topology, Arcata 1986, Springer Lect. Notes 1370, 325-334. 7. D. Quillen: "On the Cohomology and K-theory of the General Linear Groups over a Finite Field", Ann. of Math. 96 (1972), 552-586.



* Addendum.



The proof of Theorem 1.1 given in reference [3] is not correct, because Theorem 2 of [3] is only true if l is an odd prime and q generates the units of the l-adic integers. To prove Theorem 2 of [3] one has to compare the two spaces BGlFq and J. These two spaces coincide only under the above assumption. Under this assumption Theorem 2
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of [3] was already proved by V. Snaith (see: V. Snaith: Dyer-Lashof Operations in K - T h e o r y , Springer Lecture Notes 496 (1975), 103-294). The author would like to thank the referee for pointing out this error.
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C A T E G O R I C A L M O D E L S OF N - T Y P E S FOR PRO-CROSSED COMPLEXES AND ,f.-PROSPACES* L.J. HERNANDEZ AND T. PORTER



Abstract:



As part of a program to study Pro n-types and Proper n-types of locally f'mite



simplicial complexes, in this paper we give notions of n-fibrations, n-cofibrations and weak nequivalences in the category of crossed complexes Crs that satisfy the axioms for a closed model structure in the sense of QuiUen. The category obtained by formal inverting the weak nequivalences Hon(Crs ) is said to be the cat~gory of n-types of crossed complexes. We also extend the notions above to pro-crossed complexes, pro-simplicial set~ and prospaces to obtain the categories Hon(proCrs), Hon(proSS) and Hon(proTop). We consider the notions of fin-space (a slight modification of the notion of Jn-space given by J.H.C. Whitehead), ~n-Crossed complex and their generalizations to the categories of prospaces and pro-crossed complexes and we prove that the category of n-types of ~n-prospaces is equivalent to the category of n-types of ~n-pro-crossed complexes. We also use the properties of skeleton, coskeleton and truncation functors to compare categories of n-types to categories of homotopy types. This analysis allows one to give new category models for the categories of n-types of prospaces and pro-crossed complexes. A.M.S. classification: 55P15, 55P99. Key words: n-type, proper n-type, pro-n-type, closed model category, prospace, pro-simplicial set, crossed complex, pro-crossed complex, ~n-prospace and ~n-pro-crossed complex.
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O. Introduction In 1949, J.H.C. Whitehead [W.1, W.2] introduced the following notion of (n+ 1)-type: Two CW-complexes X and Y were said to have the same (n+ t)-type if there are continuous maps f: X n+l , yn+t and g: yn+l ) X n+1 (X m denotes the m-skeleton of X) such that gf/X n is homotopic to the inclusion of X n into X n+l and similarly on the other side. In later papers that notion was changed by one dimension; that is, two complexes satisfying the property above were said to have the same n-type. Whitehead was looking for a purely algebraic equivalent of n-type satisfying realisability properties in two senses. He hoped not only that for each algebraic model G there would be a CW-complex X such that the algebraic model associated with X is isomorphic to G but also for the realisability of the morphisms between algebraic models (c.f. [Ba.1] where this is interpreted in categorical terms). Associated with a reduced CW-complex X, Whitehead considered the sequence of groups, • ..



> ni+l (X i+l, X i)



8i+1



> ~i(X i, X i-l)



> ...



) ~2(X 2, X 1)



) 7~I(X1, *),



where 8i+1 is defined by the composition



rCi+l(Xi+l,X i) ; 7~i(Xi) ) 7~i(Xi,xi'l). Any sequence of groups satisfying certain properties of the sequence above was called a homotopy system. Using maps and homotopies of homotopy systems Whitehead gave an algebraic characterization of the homotopy types of 3-dimensional CW-complexes and of finite simply-connected 4-dimensional CW-complexes. A description of 2-types in terms of 3dimensional cohomology classes was given by Mac Lane and Whitehead [M-W] in 1950. They defined an algebraic 2-type by a triplet (7~1,7~2,k) where ~1 is a group, rc2 an abelian group which admits rc1 as a group of operators and k is an element of H3(gl;~2), Mac Lane and Whitehead proved that two CW-complexes have the same 2-type if and only if the corresponding algebraic 2-types are isomorphic and that algebraic 2-types and morphisms between them can be realised by spaces and continuous maps. When Whitehead considered the realisability of maps between algebraic models of certain n-types for n>2, he found that the machinery he had developed could only handle the problem for a subclass of n-types, those corresponding to the Jn-spaces that will be considering later on.
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Homotopy systems are good algebraic models for characterising some types and n-types of 0-connected CW-complexes, but they do not have enough structure to characterize all types and n-types of CW-complexes. One of Whitehead's problems was that their requirements for realisability were too strong (see also [Ba. 1, Ba.2]). Recently, Brown and Higgins [B-H.1, B-H.2, B-H.3] have developed the notion of crossed complex which is a slight generalization of homotopy systems. The crossed complex associated with a filtered space X={X k} takes in dimension 0, the set X0, in dimension 1 the fundamental groupoid of X 1 and in higher dimensions the family of relative homotopy groups {~k(Xk, X k'l, p)lp~ X°}, k_>2. One of the advantages of this approach is that any crossed complex, C, can be realised by a CW-complex X=(BC see below) together with a filtered space structure {Xk } defined by subcomplexes. This filtration, though, is not usually the skeletal filtration which can only give crossed complexes of "free type". The algebraic and homotopy properties of the category of crossed complexes have been studied by N. Ashley, H.J. Baues, R. Brown, P.J. Higgins, M. Golasifiski, and N.D. Gilbert, amongst others. Recently Brown and Higgins have defined a classifying functor which associates a CW-complex BG with a crossed complex G. They define BG as the realisation of the cubical nerve of G, see [B-H.2]. Letting reX denote the crossed complex associated with the CW-complex X as above, they have proved that ~:Ho(CCW) > Ho(Crs) is left adjoint to B: Ho(Crs)



> Ho(CCW) where Ho(CCW) denotes the homotopy category



of CW-complexes and cellular maps and homotopies and Ho(Crs)is the homotopy category of Crs obtained by inverting the weak equivalences of the closed model structure of Crs given by Brown and Golasifiski, [B-G]. One of the aims of the present paper is to develop some algebraic models for other homotopy categories, related to problems in proper homotopy and shape theory. It is well known that the proper homotopy category of (~-compact spaces and the strong shape category can be considered as full subcategories of well structured homotopy category of prospaces or pro-simplicial sets, see [E-H], For the proper homotopy category we can use the embedding theorems of Edwards and Hastings, see [E-HI, and an embedding for the strong shape is given by the Vietoris functor, see [P]. A method to give algebraic models for proper or strong shape types thus consists in giving firstly algebraic models for the homotopy types or n-types of prospaces or pro-simplicial sets and afterwards, by using suitable embeddings for proper or strong shape n-types to obtain the desired algebraic models. As an example, the authors have proved that the functor coskn÷lE:(P~),~ ~ proTop induces an embedding of the category of



149



proper n-types of o-compact simplicial complexes into the homotopy category of prospaces, see [H-P.3]. This paper develops some tools which are necessary for the extension to the homotopy category of prospaces of the Whitehead, Mac Lane and Brown-Higgins theorems on algebraic characterizations of types and n-types that are obtained by using homotopy systems and crossed complexes. The methods we use depend strongly on the functoriality of certain constructions and the naturaiity of various isomorphisms. Thus to a large extent the main part of the paper is concerned with a detailed examination of the "building blocks" of a proof of results of Whitehead and Brown-Higgins making explicit much of the implicit functoriality and naturality involved. We begin the paper by giving the definition and some properties of the category of crossed complexes. For a more complete description of this category we refer the reader to the papers [B-HA, B-H.2, B-H.3]. We have also included the closed model structure given to Crs by Brown-Golasifiski, see [B-G]. The method that we have used to define the category of n-types of spaces, simplicial sets or crossed complexes consists in the "formal inversion" of weak n-equivalences; that is, given the category ~ and ~ the class of weak n-equivalences we consider the category Hon(~3 ) = ~ ~-1, see [Q_]. The existence of this category is no problem for the cases that we are going to consider. If ,,8 is a full subcategory of ~ we shall denote by Hon(U)l,,6 the full subcategory of Hon(G) determined by the objects of ,,6 and by Hon(,,6) the category ,,6 (Y. N More6)'t; that is, the category obtained by inverting the weak n-equivalences of ,,6. A morphism f of crossed complexes is said to be a weak n-equivalence if f induces isomorphisms on the k-th homotopy groups, 0 < k < n , for any choice of base point. The homotopy groups that we are using in Crs are those defined in [B-G]. In section 3 we give appropiate notions of n-fibrations and n-cofibrations for crossed complexes in such a way that for each non negative integer n, Crs admits a closed model structure in the sense of Quillen. Therefore for the category of n-types of crossed complexes we can use all the results obtained by Quillen [Q]. Afterwards we use the method of Edwards Hastings to extend this closed model structure to the category of pro-crossed complexes. In this way we have obtained a good algebraic and homotopy structure to deal with certain proper n-types. Similar arguments can be given for prospaces and pro-simplicial sets. In [W.1], as part of his study of n-types, Whitehead introduced the notion of Jn-complex. The property of being a Jn-complex is an invariant of (n-1)-type and for Jn-complexes, the
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Hurewicz homomorphism of the universal covering is an isomorphism in dimensions 2). By a pointed crossed complex we mean a crossed complex C and a base point * e Co and by a pointed morphism a morphism that preserves base points. We will denote by Crs and Crs, the categories of crossed complexes and pointed crossed complexes respectively.
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A l-fold (left) homotopy (h, f ) : f ~- f: B



) C is a family of maps hk: B k "----->Ck+i



(k_> 0) such that ~(hk(b)) = ~(fk(b)), b e Bk; h 1 is a derivation over ffi h k (k > 2) is an operator morphism over fl; and for b e B, (h0~b)_l J[fkb + hk.15b + 5hk b] fk(b) = l(hoSOb)(flb)(Shlb)(ho51b)_ 1 ~5°ho b



if k>2, i f k = 1, if k=0.



An n-fold (left) homotopy (h, f): B



> C is a family of maps hk: Bk"""~Ck+ n (k> 0)



such that ~(hk(b)) = ~(f(b) for all b e B; h 1 is a derivation over fl; and hk(k>_ 2) is an operator morphism over flAn n-fold homotopy (h, f) is pointed if f is pointed and ho(*) = 1, ifn = 1, or ho(*) = 0 , if n>2. For a given 1-fold homotopy (h, f): f - f, we define 5°(h, O = f and 51 (h, f) = f and for an n-fold homotopy, (n > 2), (h, f), define 5(h, f) = (Sh, f) where [5(h(b)) + (-1) n+1 h(5(b)) 5h(b) = ~(_1) n+l (h(5°b))tb + (_1) n h(flb) + 5 (h (b)) t.5(h(b))



if be Bk (k>2), if b e BI, i f b e B0.



Using the notion above, Brown and Higgins define an internal hom-functor and tensor product that give to Crs and Crs, the structure of symmetric monoidal closed categories; for a complete description we refer the reader to Brown-Higgins [B-H.1] where these constructions are developed in detail. The crossed complex CRS(B, C) is in dimension 0 the set of all morphisms B > C. In dimension m> 1, it consists of m-fold homotopies h: B > C over morphisms f:B



> C.



Similarly, the category Crs. admits an internal hom-functor



CRS.(B,C) if we consider pointed morphisms and homotopies. If A and B are crossed complexes, then A ® B is the crossed complex generated by elements a ® b in dimension m+ n, where a e A m and be B n, satisfying the relations given in [B-H.1]. For the pointed case to define the pointed tensor A ®. B, we must add in the new relations a®** =0,



f o r a e Ak (k>2).



a ® * * = I,



f o r a ~ A I,



a®** =, f o r a e Ao, similarly , @ , b = 0,. I , or *.



153 The tensor product and hom-functor satisfy the following (see [B-H. 1]): Theorem



1.1.



(i) The functor--@ B is left adjoint to the functor CRS(B, - - ) from Crs to Crs. (fi) For crossed complexes A, B, C, there are natural isomorphisms of crossed complexes



( A ® B ) ® C = A ® (B® C) CRS (A@ B, C ) - - C R S (A, CRS(B, C)) giving Crs the structure of a monoidal closed category. (iii) There are similar results for Crs. with the corresponding functors -@* B, and CRS,(B, -). Let CCW denote the category of CW-complexes and cellular maps and rI(CCW) the homotopy category obtained using cellular homotopies. For a CW-complex X we have the associated crossed complex nX ........ > nn( xn, xn-1) ~



~-1 (x n t , xn-2)



......> " '



80 > nl (x l , X°) ~ x° ~.1'>



where rt 1 (X 1, X 0) is the fundamental groupoid of X 1 whose objects are the 0-cells of X, and ~n(X n, X n'l) is the family {~n(X n, X n-l, p ) I p ~ X°}.



This construction, defined by



Whitehead [W.1, W.2] for reduced CW-complexes, gives the functors u: CC"W u: CCW,



) Crs and



) Crs,. If we consider the standard n-ball E n = e ° U e n-1 U e n and (n - 1)-sphere Sn"



1 = e0 U e n't, we obtain the crossed complexes C(n) = ~ E n



n > 0,



S(n-1)= ES n-I n> 1.



The crossed complex C(1), which is also denoted J, has two elements 0 and I in dimension 0 and one generator from 0 to 1 in dimension 1. The crossed complex C(0) is also denoted by *. The crossed complex, J , defines a cylinder functor J ® - , with end maps,
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~°+3t)j®X



This defines a homotopy relation on the maps of Crs and induces the corresponding homotopy category H(Crs). If J+ denotes the crossed complex J LI *, we also have the pointed cylinder X V X ~°+~1.....) J+ ® * X and the category H(Crs.). It is easy to check that we also have the induced functors n: H (CCW) --"> H(Crs) and n: H (CCW,) ~



H (Crs.).



Definition 1.2 (c.f. [B-G]). Define the n-th homotopy group of a crossed complex X at a vertex p e X 0 by rln(X, p) = ri(Crs.) (nS n, X) where nS n and X are pointed by e ° and p, respectively. Note that rI(Crs.) (X, Y)=I-I0(CRS,(X, Y)) and for a given crossed complex Z and pe Z 0, ri0(Z, p) is just the p-pointed set of connected components of Z. Brown and Golasifiski have proved that Crs admits a closed model structure taking the following family of fibrations, weak equivalences and cofibrations, see [B-G].



Definition 1.3. (i) Pl: E1



A morphism p: E



) B 1 and Po: E0 ~



) B of crossed complexes will be called a fibration if



B0 verify the following property: suppose that x E E o and



b e B 1 with po x = SOb, then there is e e E 1 such that 5°e = x and Pl e = b. (ii) For each n > 2 and x e E 0, the morphism of groups En(x ) ~



B n (po x) is surjective.



Definition 1.4.



A morphism f: X ) Y of crossed complexes is said to be a weak equivalence if for each n > 0 and x e X o, tin(X, x) ) Hn(Y, fx) is an isomorphism.



Definition 1.5.



A morphism i: A



> X of crossed complexes is said to be a cofibration



if it has the left lifting property with respect to the class of trivial fibrations; that is, morphisms which are fibrations and weak equivalences. Brown and Golasiriski have proved that:
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Theorem



1.6.



The category Crs of crossed complexes, together with the distinguished



classes of weak equivalences, fibrations and cofibrations defined above is a closed model category. We will denote by Ho(Crs) the category obtained by inverting the weak equivalences in Crs.



2. Pointed and r e d u c e d crossed complexes. To prove that a category admits a closed model structure it suffices to prove the axioms M0, M1, M2, M5 of Quillen, see [Q], and to prove that the classes of cofibrations, fibrations and weak equivalences are closed by retracts in the category of maps of the category. Our initial aim will be to show that replacing weak equivalences in the above by a suitable notion of nequivalence still leaves one with a closed model structure. First we will note there is a closed model structure on Crs, induced by the model structure of Crs. Between the categories Crs and Crs. we have the forgetful functor U: Crs, and the functor ( )+: Crs



> Crs



> Crs,, where for a crossed complex X we let X + = X U *, where



* is the crossed complex associated with a one-point space. It is clear that Crs,(X +, Y) = Crs(X, UY) and we also have that CRS,(X +, Y) = CRS(X, UY) In Crs, we can take the following as induced structure:



Definition 2.1. A morphism f of pointed crossed complexes is said to be a cofibration, a fibration or a weak equivalence if Uf is a cofibration, a fibration or a weak equivalence in Crs, respectively. Now it is easy to check the conditions given at the beginning of this section to obtain:



Theorem 2.2.



Taking the definitions above Crs, admits a closed model structure.
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An interesting subcategory of both Crs, and Crs is the category of reduced crossed complexes RedCrs, that were introduced by J.H.C. Whitehead [W. 1, W.2] in 1949.



Definition 2.3.



A (pointed) crossed complex B is said to be reduced if B 0 = {* }.



There is a functor Re: Crs,



> RedCrs,



which associates to a pointed crossed complex C the reduced crossed complex ReC defined by (ReC) 0 = {*}, (ReC)n= Cn(* ) for n> 1. If f: B > C is a morphism of pointed crossed complexes, then Ref: ReB



> ReC is defined by Ref(b) = f(b).



We will denote by In: RedCrs,



> Crs, the inclusion functor, then it is easy to check:



Proposition 2.4. ThefunctorIn:RedCrs, The



map



Re: CRS,(A,B)



>Crs, is left adjoint to Re: Crs.



>RedCrs,



an



extension



> CRS,(ReA, ReB) defined by Reh(b)=h(b) where h: B



) C is an



Re:Crs,(A,



B)



)RedCrs,(A,



B)



has



n-fold left homotopy. If A is a reduced crossed complex we have that CRS,(A, B) = CRS.(A, ReB) Any object B of Crs, induces the functor - - ® , B: RedCrs,



) R e d C r s , . If A is



reduced, then (A ® , B )0 = {* }and if A and B are reduced then, (A ® , B )1 = { 1 • }.



Definition 2.5.



For B, C objects in Crs,, we can define R E D C R S , ( B , C ) =



Re(CRS,(B, C)).



Proposition 2.6. If A is a reduced crossed complex, there is a natural isomorphism REDCRS,(A, REDCRS,(B, C)-= REDCRS, (A ®, B, C)



Proof. REDCRS, (A, REDCRS. (B, C)) = Re (CRS. (A, Re (CRS, (B, C))))_= _=Re (CRS. (A, CRS. (B, C))) ~_Re (CRS,(A ® . B, C)) = REDCRS, (A ® . B, C).
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Proposition 2.7. Any morphism f: X



> Y in RedCrs. can be factorized as f = pi where i



and p are morphisms in RedCrs,, i is a cofibration and p is a trivial fibration.



Proof. Firstly, notice that a morphism p: E



> B in RedCrs, is a trivial fibrafion in Crs, if p has the right lifting property with respect the set of morphisms {S(n- 1) - - ~ C(n)ln> 1 }, see proposition 2.2 of [B-G]. We have excluded the case 0 Let f: X



> C(0) since E and B are reduced.



) Y be a morphism in RedCrs,. Repeating the Quillen's construction [Q] or



that of Brown-Golasifiski [B-G] with respect the family {S (n - 1)



> C(n)In > 1 } we obtain the



factorization yt



X



f



)Y



where i is of relative free type (hence is a cofibration), Y' is reduced and by the Quillen's small objects argument, see [Q], and p has the right lifting property with respect to {S(n- 1) -------)C(n)ln> 1 }. Therefore p is a trivial fibration.



Corollary 2.8.



The category Ho(RedCrs,) obtained by inverting the class of weak



equivalences in RedCrs, is isomorphic to the full subcategory Ho(Crs,)lRedCrs, determined by the reduced crossed complexes.



Proof.



Since all objects in Crs, are fibrant, Ho(Crs.) admits calculus of right fractions, so



any morphism in Ho(Crs,) from X to Y can be expressed by a diagram X
 X is a weak equivalence of



reduced crossed complexes.



Remarks. (1) p: E



From the definition of fibration in Crs,, it is easy to check that if



) B is a fibrafion of reduced crossed complexes then YI](E, *) - - ~ YI 1(B, *) is a



surjection.



158



(2)



The map: f: *



> S(1) cannot be factorized as f = pi where i is a weak equivalence and p



a fibration in the subcategory RedCrs,. I-I1(*, *) ~ I-[I(S(1), *) is not surjective. Notice that the functor Re: Crs, equivalences In: Ho(RedCrs,)



and



induce



This follows from remark I and the fact that



> RedCrs, and In: RedCrs, functors



) Crs, preserve weak



R e: Ho(Crs,) "---->Ho(RedCrs,),



; Ho(Crs,). Let us denote by Ho(Crs,)l(0-connected) the full subcategory



of Ho(Crs,) determined by 0-connected crossed complexes.



Proposition 2.9. (i) In: Ho(RedCrs,) ~



Ho(Crs,) is left adjoint to Re: Ho(Crs,)



~ Ho(RedCrs,).



(ii) The functors In: Ho(RedCrs,)----->Ho(Crs,) I(0-connected), Re: Ho(Crs,)I(0-cormected)------> Ho(RedCrs,) define an equivalence of categories.



Proof. (i) Let X be an object in RedCrs, and Y and object in Crs,, then Ho(Crs,) (In X, Y) = Ho(Crs,) (In X', Y) = YI(Crs,) (In X', Y), where X' is a reduced cofibrant crossed complex weakly equivalent to X. We also have that Fl(Crs,)(In X', Y') = YI0(CRS,(In X', Y)) = YI0(CRS,(X' , Re Y)) = Yl(Crs,)(X', ReY) = Ho(Crs,) (X', Re'Y) = Ho(Crs,) (X, Re Y) = Ho(RedCrs,) (X, Re Y), where the last isomorphism is obtained by applying corollary 2.8. To prove (ii) it suffices to check that the unit and counit of the adjunction are weak equivalences.



3. Closed model structures for n-types of crossed complexes. In this section, we will give a sequence of closed model structures on the categories Crs and Crs,, corresponding to various weakened forms of weak equivalence.



Definition 3.1.



A morphism f: X



equivalence if IIk(X, x)



Definition 3.2.



> Y of crossed complexes is said to be a weak n-



> IIk(Y, f0 x) is a isomorphism for each x e X0 and 0 < k < n.



A map p: E > B is said to be an n-fibration if it has the right lifting property with respect to • > S(n+ 1) and C(k) > J ® C(k) for every integer k satisfying
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0 < k _ < n + l . A map p is said to be a n-trivial fibration i f p is both n-fibration and a weak nequivalence.



Definition 3.3.



A morphism i: A



) X of crossed complexes is said to be a



n-cofibration if i has the left lifting property with respect to the class of n-trivial fibrations.



Proposition



3.4. Let p: E



~ B be a morphism of crossed complexes, then the following



statements are equivalent (i)



p is an n-trivial fibration.



(ii)



p has the right lifting property with respect to C ( n + l )



S(k- 1)



)J®C(n+l)



and



> C(k) for 0 < k < n + l .



Proof. Let us recall that Crs. has a closed model structure, see [B-G]. Therefore for each morphism p: E



) B we can consider the exact sequence associated with p



...... ) l[k+1 (E



; B)



) Ilk(E)



To prove that (i) ~



> Ilk(B)



) "'"



) l-lorE) ---->rio(B).



(ii), we have that p is a weak n-equivalence, then rIk(E -----YB) is



trivial for 1 < k < n. Since t~ has the RLP with respect to * rin+l(E C(k)



)B)=0. ;J®C(k)



) S(n + 1) we also have that



Now we use the fact that p has the RLP property with respect to for l < k < n + l



to obtain that p has the RLP with respect to



S(k- 1)"----> C(k) for 1 < k < n+ 1. Since 1-10(E) with respect to C(0)



) ri0(B) is a bijection and p has the RLP



) J ® C(0), we also have that p has the RLP with respect to



S(k- 1) -----YC(k) for k = 0 . Conversely, because C(k)'



; J ® C(k) is a morphism of free relative type, see [B-G],



and p has the RLP with respect to S (k- 1) respect to C(k)



) C(k) for 0 < k < n+ 1, then p has the RLP with



> J ® C(k), 0 < k < n. By hypothesis the same ocurs for k = n + I. It is clear



that p is a weak n-equivalence, so we only need to prove that p has the RLP with respect to •~



S(n + 1). Taking into account that l'In+l(E) ---> rin+l(B) is surjective and that p has the



RLP with respect to C(k) with respect to *



Proposition



) J ® C(k) for 0 < k _ S(n + 1).



3.5. Any morphism f: X



> Y of crossed complexes can be factorised as



f = pi where i is an n-cofibration and p is an n-trivial fibration.



Proof. We repeat QuiUen's argument of [Q; 3.3] giving a diagram
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X



io ) zO f~'LP



il ) Z 1



)-.-



S Y



where Z -] = X and P-1 = f and having obtained Z n-l, taking all diagrams of the form S(k-1)



u~.



) zn_l



1



C(n+l)



lPn"



C(k)



vx



for 0 < k < n+ 1, in: Z n'l



> Y



) Z n-1



ug



l



1



J ® C(n+l) ~



Y



> Zn is defined by the co-cartesian diagram ( U S(k-1)) U (11 C(n+l))



) Z n'l



(I IS(k)) 1 I (1 I J ® C(n+l))



)Z n



Define Z = colim Z n and p = colim Pn- Using the small object argument, see [Q], we prove the p has the RLP with respect C(n+ 1)



) J ® C(B+ 1) and S(k- 1)--'--~ C(k) for O < k < n + l .



Applying the previous proposition we have that p is an n-trivial fibration. To prove that i is an n-cofibration we again use that proposition,



Proposition 3.6. Any morphism f: X



) Y of crossed complexes can be factorised as



f = qj where j is a weak n-equivalence which has the LLP with respect to n-fibrations (therefore j is also an n-cofibration) and q is an n-fibration.



Proof.



We use the same type of construction as in the above proposition but in this case



taking diagrams of the form *



u~



) zn.1



1 S(n+l)



C(k)



+q., v).



)



Y



for 0 < k < n+ 1, and defining Jn: Zn'l



u~t



) Z n'l



l J ® C(k) ..... v~t



I qo-' ) y



') Z n by the co-cartesian diagram
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(I 1 *)



(I



U(l IC(k))



) Z n-1



IS(n+l)) I I( I IJ®C(k)) X



)Z n



rt



It is not hard to see that the corresponding j: X



) Z is weak n-equivalence (xn(S n+l) = 0) and



that j has the L L P with respect to n-fibrations. Again by the small object argument it follows that q = c o l i m q n has the R L P with respect to * .... ) S ( n + l ) 0 n + 1. Let us denote by Crsl((n+ 1)-cc), Ho(Crs)l((n+ 1)-cc) the full categories of Crs, Ho(Crs), respectively, determined by (n+ l)-coconnected crossed complexes. Using the functors of the corollary above we have the following results:



Corollary 5.4. (i) The functors skn+l: Ho(Crs)I((n + 1)-cc) ) Hon(Crs) coskn+l: Hon(Crs) ~ Ho(Crs) l((n + l)-cc) give an equivalence of categories. (ii) The



functors



coskn÷l: Hon(proCrs)



skn÷l : Ho(proCrs)l(pro((n+ 1)-cc))



~Hon(proCrs )



and



~ Ho(proCrs) 1(pro((n + 1)-cc)) give an equivalence of categories.



Remarks. (1) The importance of this corollary is that each crossed complex n-type is determined by a crossed complex with zeros in dimensions greater than n+2 (see also below 5.5) (2) We can also define notions of n-fibrations, weak n-equivalences and n-cofibrations in the categories SS, Top, proSS and proTop. The properties of the skeleton and coskeleton functors are well known in these categories, see [G-Z, E-HI. As in the case of crossed and pro-crossed complexes we also have that skn+l: Ho(~) ) H o n ( ~ ) is left adjoint to coskn÷l: Hon(~3) ) Ho(~) when t3 is one of the categories SS, Top, proSS and proTop. These functors induce equivalences of categories between the following pair of categories: Ho(proSS)l(pro((n+ 1)-cc)), Hon(proSS); Ho(proTop)l(pro((n+ 1)-cc)), Hon(proTop); Ho(SS)I((n + 1)-cc), Hon(SS ) and Ho~op)l(n + 1)-cc), Hon(Top). If a crossed complex X satisfies d i m X < n + 2 , Iln+l(X, x)=0 for all x e X0 and 5n+2: Xn+2 ) Xn+1 is a monomorphism, then X is (n + 1)-coconnected and it is said to be a canonical (n+ 1)-coconnected crossed complex ((n+ 1)-ccc). Because coskn+iX is an (n + 1)-ccc crossed complex we also have that:



Corollary 5.5. By considering the functors of corollary above Ho(Crs)I((n + 1)-ccc) is equivalent to Hon(Crs) and Ho(proCrs) I(pro((n+ 1)-ccc)) is equivalent to Hon(proCrs). We also will need to study the n-truncation functor trn: Crs by



) Crs that can be defined
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(trn X)q = f i qn/Im ~n+ 1



qq =n



and on maps !



(tr. t)q =



q< n n



q=n q>n



where "fn is the map induced by fn. Notice that we have a natural transformation P: X Pn:X n



> trn X where Pq = id for q < n,



) Xn/Im ~Sn+lis the quotient map and Pq is trivial for q> n. I t i s clear t h a t P i s a



weak n-equivalence.



Proposition 5.6. (i) The functor trn: Crs > Crs is left adjoint to skn: Crs > Crs. (ii) The functor trn: proCrs ) Crs if left adjoint to skn: proCrs ) proCrs. ('fii) trn: Crs



) Crs I(dirn < n) is left adjoint to the inclusion



In=skn: Crsl(dim proCrs.



If f is a weak n-equivalence of crossed complexes, then trn f is a weak equivalence and if f: X > Y is a weak equivalence, dim X < n and dim Y < n, then trn g = g = In g is a weak n-equivalence. Let us denote by Ho(proCrsl(dim < n)) and Ho(Crs I(dim < n)) the categories obtained by inverting the weak equivalences of the categories Crsl(dim En.I(X n-l, X n'2)



)



...



> E1(X1,X O)~-~ TCo(X O)



where X is a CW-complex, X k the k-skeleton, rq(X 1, X °) the fundamental groupoid on vertex set X 0 and for n > 1, rCn(Xn, X n-l) denotes the family {~n(X n, X n'l, p)Ip e X°}. A cellular homotopy F : I x X



) Y induces a 1-fold homotopy J®7~X



) r~Y,



therefore we have the induced functor re: H(CCW) ..... r Ho(Crs). We can translate the functor rc to SS and Top by considering the functors S S R ) CCW re) Crs Top S ; SS R_~ CCW I : ) Crs If f is a weak equivalence in SS, then Rf is a homotopy equivalence. Since gRf is a homotopy equivalence we also have that ~Rf is a weak equivalence in Crs. Therefore we also have the functors r~R: Ho(SS)



......; Ho(Crs) and r~RS: Ho(Top)



) Ho(Crs).



We next consider a simplicial version of the classification functor B that was first studied by Brown and Higgins [B-H.2]. They deffme B by using the realisation of the cubical nerve of a crossed complex. Denote A the category whose objects are ordered sets [n] = {0 . . . . . n},n>0, and whose morphisms are the ordered-preserving maps between them. Consider the functors A A ) SS R ) CCW re) Crs where A[n] is the simplicial set A(-, [n]). For each crossed complex X, we have the contravariant functor Crs(-, X): Crs



; Set. Then we can define the functor B: Crs



(BX)q=Crs(r~RA [q], X) The above functors extend to the corresponding procategories giving nR: proSS o' ) proCrs rcRS: proTop ~



proCrs



) SS by
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B: proCrs .... > proSS RB : proCrs



) proTop



Proposition 6.1. (i) nR: SS ........;... Crsisleft adjoint to B: Crs (ii) n R: proSS



) SS.



) proCrs is left adjoint to B: proCrs



> proSS.



Proof. Let X be a simplicial set and G a crossed complex. I f f e Crs(nRX, G) then define fb e SS(X, BG) by fbx = f nR~ where x e Xp and ~: A[p] such that ~:(ip)=X and ip is the identify of [p]={0 ..... p}.



) X is the unique simpliciaI map If g e SS(X, BG) taking into



account that n R X is a crossed complex of free type it suffices to define the composed maps, g#. n R ~ = gx (c.f.[B-G]). It is easy to check that (fb)# = f and (g#)b = g. By the definition of the horn-set the result extends to the procategories.



Lemma 6.2. (i) The functors •R: SS



>



Crs and nR: proSS " > proCrs preserve cofibrations and weak



equivalences. (ii) The functors B: Crs



> proSS preserve fibrations and weak



> SS ana B: proCrs



equivalences.



Proof. If f is a weak equivalence in SS, then Rf is a homotopy equivalence in Top. As n R f is a homotopy equivalence, we have that it is a weak equivalence. If i: A map in SS, then nRi: n R A



> X is an inclusion



) n R X is a morphism of crossed complexes of relative free



type. Therefore nRi is also a cofibration, see [B-G]. The functor B: Crs



> SS has the following property if f: G



crossed complexes then there is a commutative diagram FIq(G, p)



I



gq(BG, p)



) Hq(G', fp)



1



) gq(BG', fp)



> G' is a map of
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such that the vertical maps are isomorphisms, see [B-H.2]. Therefore if fi G equivalence, then Bf: BG



) G' is a weak



) BG' is also a weak equivalence. Since rcR is left adjoint to B



and ~R preserves trivial cofibrations it follows that B preserves fibrations. By considering the definition of the closed model structures in the procategories it is easy to see that the corresponding properties are also satisfied by the induced profunctors.



As a consequence of this lemma we have:



Proposition 6.3. (i) rcR: Ho(S S)



>



(ii) r~R: Ho(proSS) B: Ho(proCrs) ~ (iii) rcRS: Ho(Top)



Ho(Crs) is left adjoint to B: Ho(Crs)



) Ho(SS).



~ Ho(proCrs) is left adjoint to Ho(proSS). ) Ho(Crs) is left adjoint to RB: Ho(Crs)



) Ho(Top).



(iv) rcRS: Ho(proTop) ....... ) Ho(proCrs) is left adjoint to RB: Ho(proCrs)



; Ho(proTop).



Proof. These are a consequence of theorem 3 of [Q; chI.§4] and the fact that R: Ho(SS)



~ Ho(Top) and S: Ho(Top)



) Ho(SS) define an equivalence of categories,



similarly in the case of procategories.



Remarks. (1) The functors rcR: Ho(SS)



Y Ho(Crs) and rcR: Ho(proSS)



) Ho(proCrs) commute



with suspension functors and preserve cofibration sequences. (2) The functors B: Ho(SS)



) Ho(Crs) and B: Ho(proCrs)



; Ho(proSS) commute with



loop functors and preserve fibration sequences.



The first definition of Jn-complex was given by Whitehead [Wl, W2] to study the realisability problem for proper maps between homotopy systems. Using this condition Whitehead proved that if K is a reduced CW-complex and L is a reduced Jn-complex, then any map f:rcK .... ~ ~ L can be realised by a continuous map ¢:K to be a Jn-complex if ~r CXr)



) L. A CW-complex was said



) 7~r ( x r , x r-l) is a monomorphism for l B n R X is a weak equivalence. A topological space Y is said to be a



J-space if Y



> R B ~ R S Y is a weak equivalence or equivalently SY is a J-simplicial set. A



pro-simplicial set X is said to be a strong J-pro-simplicial set if the transformation X



) BrcRX is a strong equivalence and X is said to be a J-pro-simplicial set if



X



) Br~RX is a weak equivalence in proSS.



A prospace Y is said to be a (strong)



J-prospace if SY is a (strong) J-pro-sirnplicial set.



Definition 6.5.



A crossed complex G is said to be a J-crossed complex if the natural



transformation rcRBG ..... ; G is a weak equivalence. A pro-crossed complex H is said to be a (strong) J-crossed complex if the natural transformation ~ R B H



> H is a weak equivalence



(a strong equivalence). Recall the following properties of adjoint functors. Assume that F:Ct > P5 is left adjoint G : ~ > ~ and denote by f_.>fb, g# Ho(Crs)l(J) and RB: Ho(Crs)l(J) > Ho(Top)l(J). (iv) n RS: Ho(proTop) I(J) , Ho(proCrs) l(J) and RB: Ho(proCrs)l(J) ) Ho(proTop)l(J). Remarks. (1) .....



It is well known that the following sequence is exact



) Img(nn+ 1 sknX



> ~:n+lskn+l X)



) Img(r~n skn- 1X



> ~n sknX)



> /~n+l(X)



) nn+l(BnRX)



)



' "'"



for any simplicial set X, see [C-C, B-H.2]. Therefore X is a J-simplicial set if and only if nn÷l(sknX, *) ....... > nn÷](skn+lX, *) is trivial for any choice of base point and n> 1. (2) If X is a CW-complex, then the condition above is equivalent to saying that ~n+i(X n, *) ~ ~n+l(X n+l, *) is trivial for any choice of base point and n_> 1. (3) A pro-simplicial set X={X~ 1~.~ A } is a strong J-pro-simplicial set if and only if each X~ is a J-simplicial set.
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Examples. (a) Let (~-,2) be the crossed complex that is Z in dimension 2 and it is trivial in other dimensions. It is clear that RB(7,2) is an Eilenberg-Mac Lane space K(Z,2). But we can take as K(Z,2) the projective space, (l;P°°=e0ue2ue4 .... which has non trivial homology in even dimensions. Then the Hurewicz homomorphism of the universal covering of RB(7.,2) is not an isomorphism in dimensions --4, 6, 8..... Therefore RB(~,2) is not a J-space. Applying proposition 6.6, we also have that (72,2) is not a J-crossed complex. (b) Let (G,1) be the crossed complex having G in dimension 1, then RB(G,1) is a EilenbergMac Lane space K(G,1). It is clear that I-Iq(~RB(G,1))_=_IIq(G,1) for q=0,1. For q>l, we have that 1-Iq(rCRB(G,1))-Z_Hq(Univ.Cov. of RB(G,I)), but the universal covering of RB(G,1) is a contractible space, then I~q(:~RB(G,1))=0=IIq(G,I) for q>l. This proves that (G,1) is a Jcrossed complex. Let us denote by Kan,, the category of pointed Kan simplicial sets. A simplicial set X is said to be reduced if X 0 = {* }. It is easy to define a functor Re: Kan. ) RedKan, that induces a functor Re: Ho(SS,)



) Ho(SS.)t(RedKan.). If we also consider the inclusion



functor In: Ho(SS.)I(RedKan,)



~ Ho(SS,) we obtain an equivalence of categories given by



Re: Ho(SS,)I(0-connected) In: Ho(SS.)I(RedKan,)



~ Ho(SS,)I(RedKan.) and ' Ho(SS.)l(0-connected).



Now it is easy to check that the following squares are commutative (up to natural equivalence).



Kan,



Re



Crs, ~



) RedKan,



RedCrs,



Therefore we can state the following results:



Kan,



Re



Crs, ~



) RedKan,



RedCrs,
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Corollary 6.8.



(i) The following



Re Ho(proSS.) I(J, pro(0-connected)) ~ Ho(proSS.) I(J, pro(RedKan,))



Re Ho(proCrs,) I(J, pro(0-connected)) ~ Ho(proCrs,) l(J, pro(RedCrs.)) In is a commutative diagram of equivalences of categories. (ii) There is a similar diagram by replacing proSS, by proTop.. Similar results hold by considering spaces, simplicial sets or crossed complexes instead of the corresponding proobjects, in this case we also have: (iii) The category Ho(Crs.)l(J, RedCrs.) is equivalent to Ho(J, RedCrs,) the category obtained by inverting weak equivalences between J-reduced-crossed complexes.



Remark. If X is a simplicial set, ReX is obtained by reducing some simplicial set X' with the Kan extension property and weakly equivalent to X.



As a consequence of the results above, we can translate the problem of computing the homotopy horn-set between J-prospaces to computing the horn-set in the homotopy categories of pro-crossed complexes. We can also use this procedure in the following cases:



Corollary 6.9. (i) IfX is a space and Y a J-space then Ho(Top)(X, Y)=Ho(Crs) (xRSX, xRSY). (ii) If X is a prospace and Y a J-prospace, then Ho(proTop) (X, Y)__--Ho(proCrs) (xRS X, xRS Y). (iii) IfX and Y are objects in pro(CCW), and Y is a J-prospace, then Ho(proTop) (X, Y)_=Ho(proCrs) (xX, xY). (iv) If G is a J-crossed complex and H a crossed complex, then Ho(Crs)(G,H)_=_Ho(SS)(BG, BH) (v) If G is a J-pro-crossed complex and H a pro-crossed complex, then Ho(proCrs)(G,H)= Ho(proSS)(BG, BH).
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Proof. For (i) let Y be a J-space, then Y



) RBrcRSY is a weak equivalence. Therefore Ho(Top)(X, Y) = Ho(Top) (X, RB r~RS Y) = Ho(Top) (~RS X, nRS Y); similarly it is for (ii). To prove (iii), consider the functor s: CCW



cellular}. It is well known that the inclusion sX



> SS defined by sX= {x~ SXIx is



> SX is a weak equivalence, then we have



the diagram



RsX RSX



V



>X



where u, v, w are homotopy equivalences and u, w are also cellular. Thus x R s X and x R s X



> xRSX



; xX are homotopy equivalences in Crs. Therefore xX is isomorphic to x R S X



in Ho(Crs). Now we can prove (iii) for prospaces by using similar arguments. The proof of (iv) and (v) is analogous to (i) and (ii), respectively.



Remarks. (1) Result (i) of the above is essentially the result of Whitehead on realisability of maps with codomain the homotopy system of a J-space. We thus can consider the other four results as generalisations and/or extensions of that result. (2) The equivalence of categories and results of this section can be stated in the pointed case and for the categories of the form (proSS, SS),.(proTop,.Top), (proCrs, Crs), (towSS, SS), etc. For see applications of these categories, see [H-P. 1], [H-P.2].



7. The n-type of a fin-prospace.



In this section we consider the notions of fin-prospace and fin-pro-crossed complex and prove that the category of n-types of fin-prospaces is equivalent to the category of n-types of fin-pro-crossed complexes. By using the properties of the skeleton, coskeleton and truncation functors we give other algebraic models for the n-types of fin-prospaces.
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Lemma



(i)



7.1.



The functors r~R:SS



> Crs and r~R:proSS ......> proCrs preserve n-cofibrations and



weak n-equivalences. (ii) The functors B:Crs n-equivalences.



) SS, and B:proCrs



> proSS, preserve n-fibrations and weak



Proof.



Let V(p,k) denote the simplicial subset of A[p] which is the union of the images of the i-faces, 0_ 1 by g~(x) = g~-l(f(x)). Li is the splitting field for g~(x).



7



G e n e r a l i z e d c h a r a c t e r s and E ( n ) * ( B G )



In this section we will describe a homomorphism



E(,~)*(BG) ~,a C 1 . A a ) '



(7.1)



the target being the ring of Qv valued conjugacy class functions on G~,p, the set of commuting n-tuples of elements of prime power order in G. As remarked in Section 3, an element 7 E G,,,v is the same thing as a homomorphism



(zp)



a.



Since G is finite, this factors through (Z/(p~)) '~ for sufficiently large i. Thus we get a map



E(n)*(BG) "Y~,E(n)*(B(Z/(p'))'~). Letting i go to c~, we get a map



E(n)*(BG) "Y') limE(n)*(B(Z/(pl))"). i



Note that this direct limit is not the same as E(n)*(li_m B(Z/(p'))"), i



which is far less interesting in this context. We could define Xa as in (7.1) if we had a suitable map



limE(n)'(B(Z/(p')) '~) ~



-Qp



(7.2)



i



This is where the Lubin-Tate construction comes into the picture. We will illustrate with an easy example. Let the field K be the unramified extension of Qp of degree n, and let ~ (the generator of its maximal ideal) be p. The cardinality q
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of the residue field A/(p) is p'L The homomorphism ~o as in Theorem 3.3 must send v,~ to a unit in A since v,, is invertible in E(n)*. Then the conditions on f(x) in Theorem 6.1 are identical to those on qo(~](z)) in (2.5). This means that (2.6) translates into



E(n)*(BZ/(pi)) ® K = K[[xl]/(f°'(x)) and we can extend ~0 to a homomorphism



E(n)*(BZ/(p'))



~-~ L,



by sending x to a root of gi. We can do this compatibly for all i and get a map



limE(n)*(BZ/(p'))



~ L.



(7.3)



i



We will extend this further as in (7.2) in such a way that the characters given by (7.1) will be Galois equivariant in the sense of 1.5. The construction of qo in (7.3) depends on a choice of roots r~ E L of g/satisfying r~ = f(ri+l). Recall that the Galois group Gal(L : K) is isomorphic to the group of units A x in A. We can regard (Z/(pi)) '~ as A/(pi). Then we can define



limE(n)*(BA/(pl)) ~



L



i



to be the equivariant extension of the q0 of (7.3). We can make this more explicit as follows. We have



E(n)*(Bd/(p')) = E(n)*[[Xo, x l , " "x,~-~]]/([pi](xj)). Pick a Zp-basis of A of the form {ao = 1, al, " • a,,-1 }. Then extend qofrom E(n)*(BZ/(pi)) to E(n)*(BA/(p~)) by defining ~(xj) = [aj](ri). (7.4) This map qa enables us to define



E(n)'(BG) ®E(n)* K x% Cln,p(G, L) Ax,



(7.5)



where Cln,v(G, L) Ax denotes the ring of Galois equivariant L-valued conjugacy class functions on G,,,p. The Galois equivariance of these characters is not mentioned in [HKR]. If we replace K by L in the source of (7.5), we can drop the equivariant condition on the target. In the theorem stated in [HKR], L is replaced by Qp. We will now give an indication of why the map of (7.5) is an isomorphism after a suitable completion of the source. It is not hard to show that the target behaves well with respect to abelian subgroups, i.e. that it satisfies an analogue of Artin's Theorem
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(1.8). (This is Lemma 4.11 of [HKR].) Thus Theorem 3.4 can be used to reduce to the case of abelian groups. Then a routine argument reduces it further to the case of finite cyclic p-groups. Therefore we will examine the case G = Z/(p i) in more detail. In this case the target of Xa is a free K - m o d u l e of rank p~i. The same is true of the source after suitable completion, with the generators being the powers of the orientation class x E E(n)2(BG). Thus Xa can be represented by a (pal × p,~i) matrix Ma over K, which must be shown to be nonsingular. We will use the notation of (7.4). Recall that G~,p = Horn(A, G). Given 0 E Horn(A, G), we need to compute



Xa(X)((O))



= ~(O*(x)) E L,



which must be a root of f°~. Let Oj for 0 1, we see H0 = T ~. Therefore f [ B T n ~_ O. By a result of Friedlander-Mislin [9], it suffices to show f i B 7 ~- 0 for any finite psubgroup 7 of G. Let N p T n denote the inverse image in the normalizer N T " of a p-Sylow subgroup of N T n / T n -- W ( G ) . According to [16, Theorem 1], any finite p-subgroup of the compact Lie group G is conjugate to a subgroup of N p T " . Define a finite p-subgroup 7k of N p T " as the group extension 1 --* ( l / p k ) ~ --* ~/k ~ Wp ~ 1, where Wp is the p-Sylow subgroup of W ( G ) . Since any p-subgroup ~ is conjugate to a subgroup of 7k for some k, it suffices to show f [ B T k ~-- 0 for any k. The map f[B~/k factors through B W p since f I B T n ~- O. Notice that lYp is a group obtained from elementary abelian p-groups by means of a sequence of split extensions. By the induction on the order of p-group, Lemma 1 together with the fact that any element of G is conjugate to some element of the maximal torus T ~ implies f I B W p ~- O. Consequently f I B v k ~_ 0 for any k. I1 Proof of Theorem 1. It" this result holds when G is simply-connected, Lemma 1 (ii) shows the general case, using a universal covering. From Lemma 4, it suffices to find a subtorus T j in G such that f i B T J ~_ 0 for j >_ 1. We use the classification of compact 1-connected simple Lie group. The case of G = S U ( n ) is first proved. The other cases are essentially reduced to this case, using appropriate subgroups, [3]. Case 1. G = S U ( n ) with n >_ p. Consider the subgroup S U ( p ) C S U ( n ) . Let ( = e 2~'/pk, a primitive pk-th root of unity. Define the matrices in SU(p) as follows:



( ak(1) =



1



, ak(2)=



(-1 1 *.°



1
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•..,ak(p--1)=



1



) (0 , b=



1 ".



~-1



1



it



If we take T p-1 to be t h e s u b g r o u p of diagonal matrices of SU(p), t h e n



,-1 )t) ~Z/p(b) 7k=(i~=lZlpk(ak(i where



ak(i+l) p-1



b.ak(i), b-1 =



if l < i < p - - 2



1-[ ak(J) -1



if i = p - 1.



j=l



If k = 1, L e m m a 1 together with work of Lannes shows f i B 7 1 -~ 0. Suppose



¢p-1 ~-1 ".. ~-1/" C1



l / p k-l(ak(i) p)



If dl = Cl • b, then dl normalizes 7k-1 =



~ lip(b). Hence 7k-1 :~



l/p(dl) C 7k. Next suppose 1



C2 ~-



¢-1 If d2 = c2 - b, t h e n d2 normalizes 7~-1 >~ Z/p(dl). Consequently ( 7 k - I :~ Z/p(dx)) Z/p(d2) C 7k. Let ~ denote this subgroup. By a hypothesis of induction a n d L e m m a 1, we see f l B * ": O. Notice here t h a t c2 E *. For



(ol I -1



0



1



e SU(p),



1
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let c3 = sc2s -1. If e denotes the group Z/pk(c2) @ Z/pk(cs), then ak(1) = c~lcs E e and f l B e ~ O. Since ak(1) is conjugate to ak(j) for any j, Lemma 1 and L e m m a 3 imply



fiB



Z/pk(ak(i



~ 0. Hence f[BTk ~-- O. Therefore f [ B T p-1 ~- O.



Case 2. G = Spin(n) with n > 2p or G = Sp(n) with n > p. For any odd prime p, we see BSpin(n) ~_ B S O ( n ) and BSO(2n + 1) ~ BSp(n). p



p



Thus we may assume G = SO(n) with n > 2p. Note that there is an inclusion SU(p) C SO(2p) C SO(n) since n > 2p. Since H * ( I : Fp) = 0, it follows that H*(f[BSU(p); Fp) = 0. Case 1.1 shows f l B S U ( p ) ~- O. Thus ftBTP-~ "~ O. Case 3. G = G 2 a t p = 3 . Since SU(3) C G2, we see f [ B T 2 "~ O. Case 4. G = F4 at p = 3. Since Spin(9) C F4, we see f I B T 4 ~_ O. Case 5. G = E 6 a t p = 3 , 5 . Using the inclusion SU(2) × SU(6)/Z2 C E6, we define ~0 to be the homomorphism SU(6) ---* E6 that maps through the second factor. Case 1 shows f o B~0 "~ 0. If T s is a maximal torus of SU(6), then ~0(T5) is a subtorus of rank 5. Since f o B~oIBT s ~ 0 and B T 5 ~_ B~o(Th), it follows that f I B ~ ( T 5) ~- O. p Case 6. G = E7 at p = 3, 5, 7. Since SU(8)/12 C ET, we see f l B T v = O. Case 7. G = E 8 a t p = 3 , 5 , 7 . Since SU(9)/Z3 C Es, we see f I B T 8 = 0 when p = 5, 7. For p = 3, use SU(5) x



SV(D)lZ c §2. Finiteness of homomorphisms over the Steenrod algebra alp A ring homomorphism R ---* S is called finite if S is a finitely generated module over. the ring R. It is known [15, Corollary 2.4] that for a group homomorphism ¢p : G ---* G I, the induced homomorphism (B~0)* : H*(BG'; Fp) ---* H*(BG; Fp) is finite if and only if ker~o is a finite group of order prime to p. Dwyer and Wilkerson [6, Proposition 4.4] observe a generalization when G is an elementary abelian p-group. Suppose V is an elementary abelian p-group. Their result implies that, for a map f : B V --* X , the induced homomorphism f* is finite if and only if k e r ( f ) = 0.



Proposition 1. Let G be a compact Lie group and let R be a connected Mp-algebra. Suppose ~o : R --* H*(BG; Fp) iS an Mp-map. If, for any elementary abelian p-subgroup V of G, the composite ~ov : R --* H*(BG; Pp) ~ H*(BV; Pp) is finite, then ~o is also finite. Proof: Suppose ~o is not finite so that there is a non-nilpotent element x in Fp ®it H*(BG; Fp). A result of Lannes and Schwartz [20] shows that there is a map of unstable algebras ¢ : Fp ®It H*(BG; Fp) --* H*(BV; Fp) for some elementary abelian p-group Y with ¢ ( x ) # 0. Consider the composite H*(BG; Fp) --* Fp ®it H*(BG; Fp) ---* H*(BV;Fp). This homomorphism over the Steenrod algebra is induced by a map
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B V --* BG. Ajusting this map if necessary by using [6, Proposition 4.8], we may assume the composite homomorphism is finite. Hence the map B V --* B G is assumed to be induced by a monomorphism V --~ G. It is clear that ~ y : R --* H*(BV; Fp) is not finite.// T h e o r e m 2'. (a) Let G, X and p be as in Theorem 1, except that G is not the exceptional Lie group G2. If f : B G --~ X is an essential map, then either f* : H*(X; Fp) --* H*(BG; Fp) is finite or (flBZ(G))* : H * ( X ; Fp) ~ H*(BZ(G); Fp) is not finite, where Z(G) denotes the center of G. (b) There is a compact Lie group K with an essential map f : B G ~ ( B K ) ~ such that f * : H * ( B K ; F 3 ) --* H*(BG2;F3) is not finite. Remark: In the proof of Theorem 2'(a), it will be proved that if f l B V " 0 and V ~. Z(G) with G # G2, then f _~ 0. Hence Theorem 2 follows. Proof of Theorem 2': (a) We will show that if the induced homomorphism f* : H * ( X ; Fp) ~ H*(BG; Fp) is not finite and (fIBZ(G))* is finite, then f is null homotopic. When f* is not finite, Proposition 1 says that there is a nonzero elementary abelian p-subgroup V of G such that ( f l B V ) * is not finite. The result of Dwyer-Wilkerson [6] shows that there is a nonzero element a e V such that fIBZ/p{a) ~ O. Since ( f l B Z ( G ) ) * is finite, we see a ~ Z(G). First we assume G is 1-connected. Case 1.1. G = SU(n) with n > p. Since G = U gTg -1, the element a is conjugate to a diagonal matrix: g~G ~



where (~ = 1 for 1 < i < n. Since a ~ Z(G) and the Weyt group ~,~ acts on T "-1, we may assume (1 ~ (2. If we let



6 C-~



G ".°



then



(¢~-1G ) --1



(2 6



b-lc



1



1



and f l B Z / p ( b - l c ) = O. Since ~1 # (2, it follows that ~1-1 (2 # 1. A subset of conjugacy classes of b-x- c generates the elementary abelian p-subgroup ~ Z / p in T n. Consequently H * ( f ; Fp) = 0 and hence Theorem 1 shows f = 0.
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Case 1.2.. G = Spin(n) with n > 2p or G = Sp(n) with n > p.



(A)



Since p is odd, we m a y assume G = SO(n) with n >_ 2p again. Suppose n = 2m + 1. T h e element a is conjugate in SO(n) to a m a t r i x



b=



""



• SO(2) x - . - x SO(2) C S O ( 2 m + 1)



Am 1



where



Ai = ( cos 8i % sin Oi



- sin Oi "~ cos Oi ) "



Wom,~.,~s,,~o~,,~,~,oor:,e,o,,,i~. ,o,.=(0, :0) ~odl~, c=



/



B



"..



)



• SO(2m + 1).



B



(--1)m-'



/



Then



b. cbc -1 =



°°.



/2 1



)



Since p is odd, the order of A~ is p. A subset of conjugacy classes of b- cbc -1 generates m



the elementary abelian p-subgroup @l/p in Tm. Consequently H * ( f ; Fp) = 0 and hence f - 0 by T h e o r e m 1. B



Next suppose n = 2m. If m is odd, taking c =



• SO(2m), an



".



B. analogous proof is applicable. If m is even (hence m _> 4), let



c----



/



B B



)



An analogous argument shows



Ag h



• kerf[BVo,



I2
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where V0 = {x E Tmlx p = hm}. Since m > 4, we see the following are contained in



ker flBVo:



/



I ",.



I



)



I I I "'"



i/



II I for 5 < i < m - 1 .



A~+I



I Hence the product of these matrices



is also contained in kerflBVo. Consequently



Since p is odd, the order of A 4 is p. We can show that H * ( f ; Fv) = 0 and hence f _ 0 by Theorem 1. Case 1.3. G = F4 at p = 3. Since Spin(9) C F4, Case 1.2 shows that (flBSpin(9))* is trivial and hence f l B T 4 "~ 0. Lemma 4 shows f ~ 0. Case 1.4. G = E6 at p = 3, 5. For p = 3, we use the subgroup Spin(lO) × $1/Z4 C E6. Let c be a generator of Z(Ee) = Z/3. From [17, Theorem 2.27], we see Z/3(a) ~ Z/3(c I C T 6 since Ee is 1connected. If a = [Ol~l,fll],C = [O(2,fl2] e Spin(lO) X $1/Z4 where ai E Sp/n(10) and fli E S 1, then a2 = 1.
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Since H2(B(Z/3 @ Z/3), F , ) = 0, the group extension of Z, by Z/3 @ Z/3 splits. We may regard a and c as elements in Spin(lO) x S 1. We can show that the order of a l is divisible by 3. Thus the composite H * ( X ; F3) ~ H*(BE6; F3) ---* H*(B(Spin(lO) x $1/Z4); F3) ~, H*(BSpin(lO) x BS1;F3) ~ g*(BSpin(lO); F3) is trivial. Consequently f l B T s '~ 0 and hence f _~ 0. For p = 5, we use SU(3) x SU(3) x SU(3)/Z3 C E~. Since H2(BZ/5, Z3) = O, there is ~ in SU(3) x SU(3) x SU(3) such that ~5 = 1 and the projection maps ~ to a. Since ~ ~ Z(SU(3) x SU(3) x SU(3)), we can find b which is conjugate to ~" and Z/5(~d) ~ Z/5('b) C SU(3) x SU(3) x SU(3). Consequently there is a subgroup Z/5 ~ Z/5 of SU(3) x SU(3) x SU(3)/Z3 such that fIB(Z~5 • Z/5) ~- O. Again, by [17, Theorem 2.27], we see Z / D @ Z / 5 C T. So f o B q o l B Z / 5 ~_ 0 for some Z/5 C SU(6), where qa : SU(6) ~ E6. Hence H * ( X ; F ~ ) ~ H*(BSU(6); Fb) is trivial, and f I B T 5 ~_ O. Therefore f ~ 0. Casel.5. G=E7 atp=3,5,7. Since SU(8)/Z2 C ET, we see f ] B T 7 ~_ 0 and hence f ~- 0. Case 1.6. G = Es at p = 3, 5, 7. I f p = 3, use SU(5) x SU(5)/Z5 C Es to show f I B T s "~ 0 and hence f _~ 0. I f p = 5 or 7, use SU(9)/Z. C E8. Next we consider the case that G is not 1-connected. Suppose G is the universal covering group of G. We need to consider the two cases. Case 2.1. G = SU(n) with n > 3 and n ~ 0 rood p. Suppose pi is the largest power of p that divides m, where G = SU(n)/Z~. Then B (SU(n)/Z,,) ~ B (SU(n)/Zm). Thus we may assume G = SU(n)/Zp,. If q : G ~ G is the covering map, then q(Z(&)) C Z(G). Consequently, if b E q - l ( a ) , then b ~ Z(&). The order of b is equal to pJ for some j > 1. Let ¢ be a primitive pJ-th root of unity. Then b is conjugate to the matrix



c= We may assume



OL1



"..



~ sg(n).



is a unit in the ring Zpi and ~1 ¢ a2. Notice that



e su( )



is conjugate to c in SU(n) and that



c.d-l=



1 1



/



n--1



-



k e r ( f l B ( • Zip3)),
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where ]" is the composition BG ~ BG ~ X. Since



O~1 ~ OL2, the



order of ( ~ l - a , is



n--1



at least p. The subgroup of @ Z/p j generated by conjugacy classes of c. d -1 includes n--1



@ Z/p in SU(n). Thus H*(]'; F,) = 0 and hence ]'_~ 0. This implies f _~ 0.



Case 2.2. G = E 6 a t p = 3 . Suppose b is a preimage of the element a under the projection E6 -* E6/Z3. If the order of b is 3, we're done, since b q~ Z(E6). If the order of b is 9, there is b E SU(2) x SU(6) such that, under the projection SU(2) x SU(6) ~', S U ( 2 ) x SU(6)/Z2, this element is sent to b up to conjugation in E6. One can see that i f b = (bl, b~) where bl e SU(2) and ~ e SU(6), then the order of'b2 is equal to 9, since Z(E~) C SU(6). Hence b2 is conjugate to the matrix



(1



"'.



(6) eSU(6)



where (~ = 1. We may assume (1 # ~2. An argument similar to Case 2.1 shows that there is ][/3 such that Z/3AZ(SU(6)) = {1} and f o BqolBZ/3 ~- O. Thus ] ' = 0 and therefore f -~ 0. (b) First we will show that there is a proper subgroup H of the exceptional Lie group G2 such that (BH)2 is homotopy equivalent to (BG2)2. We regard G2 as the automorphism group of the Cayley algebra K spanned by e0,el,...,eT, [18, p. 690]. The unit vector e0 is fixed by any element of G2 and G2 is regarded as a subgroup of SO(7). The group of elements in G2 which fixes el is regarded as a subgroup of SO(6), and is isomorphic to SU(3). If 7- is the element of G2 such that 7-@1) = - e l , r(e2) = e2 and r(e7) = eT, then r normalizes SU(3) and SU(3) >~Z/2{7-) is a subgroup of G2. Let H = SU(3) >~ Z/2(7-). We have the commutative diagram:



H*(BG2; F3) k H*(BSU(3);F3)



H*(BH; H3) Here the homomorphisms i,j and k are induced by the inclusions. Since k is injective, so is i. Next we show j is injective. In fact, the Serre spectral sequence for the fibration BSU(3) ~ BH ~ BZ/2 shows the desired result, since E~'q is the cohomology with local coefficients HP(BZ/2, 7"lq(BSV(3); F3)) and E~'q = 0 forp > 0. Notice that l/2(r) acts on H*(BSU(3); 1=3) and that the action is induced by an inner automorphism of H. Consequently H*(BH; F3) C H*(BSU(3); F3) z/2 = H*(BG2; F3). Since i is injective, we see dimF3 Hn(BG2; 1=3) = dimF3 H"(BH; F3) for any n. Hence i is bijective. Thus the map (BH)'~ ~ (BG2)'~ is a weak equivalence.
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Next we notice that the center Z(SU(3)) = l a is a normal subgroup of H . K = H/Za and define a map f as follows



Let



(BG2) ' f (BH)2 ~



(BK)~.



Then f ~ 0 and H * ( f ; F a ) is not finite since f I B Z / 3 "" O . / / Proof of Corollary 1. (a) If G # G2, along the line of Theorem 2(a) we can show the desired result, since there is V such that V n Z ( G ) = {1}. If G -- G2 use SU(3) C G2. We can show flBSU(3) ~- 0 and hence f -~ 0. (b) Since Krull d i m ( H * ( X ; Fp)) < rank(G), H*(BG; Fp) is not an integral extension of the image of the homomorphism f*. Hence f* is not finite. H G # G2, Theorem 2(a) shows f _~ 0 or flBZ(G)* is not finite. In the case fIBZ(G)* is not finite, we can find Z/p C Z(G) such that f I B l / p ~_ O. Hence the map f : BG --* X factor through B ( G / Z p ) _ Let ] : B ( G / I p ) -~ Z be the map. Since rank(G/lp) = rank(G), we see f ~_ 0 or flBZ(G/Zp)* is not finite. Continue this process. Since the center Z(G) is a finite group, we see f "" 0. If G = G2, use SU(3) C G2, again. Since rank(SU(3)) = rank(G2) = 2, it follows that f]BSU(3) ~- 0 and hence f ~ 0. / / The Krull dimension of the polynomial ring in n indeterminates is equal to n. In [15] Quillen showed that the Krull dimension of the ring H*(BF; Fp)/~f6 is equal to the maximum rank of an elementary abelian p-subgroup for any compact Lie group F. L e m m a 5. Let G be a compact Lie group and Let T be a maximal torus of the connected component of G containing the identity element. Assume that X is a pcomplete space whose rnod p cohomology ring is isomorphic to a ring of invariants H*(BTn; Fp) W. If f : B G -~ X is a map such that f * : H * ( X ; Fp) ~ H*(BG; Fp) is finite, then there is a monomorphism N T / T --~ W, where N T denotes the normalizer of T in G, Proof: Recall that the map H*(BG; Fp) --~ H*(BT; Fp) factors through then ring of invariants H*(BT; Fp)NT/T. By a result of Adams-Wilkerson [2], we can find a homomorphlsm ¢ : T ~ T " such that the following diagram H * ( X ; Fp) f--~



H*(BTn; Fp) .



H*(BG;Fp)



(B,~)*



, H*(BT;



Fp)NT/T



> H*(BT; Fp)



commutes. Here the vertical maps are the inclusions. Let ¢ = ( B e ) * . Since f * is finite, so is ¢. Thus ¢ is onto, [15]. Since ¢ is admissible, [1] and [2], we can define a map : N T / T ~ W by s¢ = Ca(s). Since ¢ is onto, the map a is a monomorphism. / /
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Proof of Corollary 2: Suppose f : B G --+ X is a nonzero map. If f* is finite, our result is immediate from L e m m a 5. We now assume that f* is not finite. First we consider the case [W(G)[ ~ 0 rood p. Let T be a maximal torus of G and let Y = {x E TIxP = 1}. Then k e r f [ B V is invariant under W(G)-action. Maschke's theorem implies k e r f [ B V = V, since G is simple and f * is not finite. Recall B G ~- B N T p



in this case. We see that the map f factors through B ( N T / V ) . Let N1 = N T / V and let f l : BN1 --~ X be the induced map. Define Nk and fk : BNk ~ X inductively, if possible. T h e r e is a number k such that f~ is finite. Otherwise f would be a zero map. Let Tk be the maximal torus of Nk. Notice that NTk/Tk includes a group isomorphic to W(G). By L e m m a 5, there is a homomorphism W ( G ) ~ W. Next suppose W(G)[ = 0 rood p. If G ~ G2, Theorem 2 (a) implies that f l B Z ( G ) * is not finite, since f* is not finite and p is odd. Thus there is Zp in Z(G) such that f[BZp ~- O. The map f factors through B(G/Zp). Since W ( G ) = W ( G / Z p ) , an inductive argument proves this case. It remains to show the case G : G2 and p --- 3. Since f* is not finite, f factors through B K where K -- SU(3) >4 Z2/13. (This group was discussed in the proof of Theorem 2 (b).) If f : B K --* X is the induced map, then f * is finite. Let N T 2 be the normalizer of T 2 in K. Then N T 2 / T 2 includes a group isomorphic to W(G2). Lemma 5 shows the desired result. / / §3. Maps between BSO(2n + 1) and BSp(n). Suppose G and G ~ are compact connected Lie groups. The result of Zabrodsksy [19] shows that a map f : B G --* BG' is null homotopic if K ( f ) = 0. A result of AdamsMahmud [1] implies K ( f ) = 0 if G is simple and rank(G) > rank(G'). This argument is applicable in many cases. The groups SO(2n + 1) and Sp(n) have, however, the same rank. In fact, the maximal torus T and the Weyl group W are the same, including the W-action on T. Since K ( B G ) = K ( B T ) W, K - t h e o r y doesn't see the difference. For this reason, we use rnod 2 cohomology. Another example that K - t h e o r y doesn't eliminate the possibility of existence of nonzero maps is given by quotient groups. Suppose that G is a compact simply-connected simple Lie group and that Z1 and Z2 are subgroups of the center of G. One can show that[B(G/Zl), B(G/Z~)] = 0 if there is a prime p such that the order of a p-Sylow subgroup of Z1 is larger t h a n that of a p-Sylow subgroup of Z2. Extending such a m a p to a self-map of BG, the proof would use the fact that any nonzero self-map of (BG)~ is a homotopy equivalence if



Iw(



)l = 0 rood p.



T h e o r e m 3.



Theorem 1 holds for G = SO(n) with n >=3, but n ~ 4, at p = 2. Proof: The proof is analogoous to the proof of the case G = SU(n) in Theorem 1. Since n > 3 and n ~ 4, the Lie group SO(n) is simple. By L e m m a 4, it suffices to show f [ B T j ~_ 0 for some j > 1. Suppose G = SO(3). Then 3'k = Z/2k(r) >~ Z/2(s}. This is a dihedral group. We can see that "/k-1 = Z/2 k-1 (r 2) )4 Z/2(s) and 7k = 7k-1 x Z/2(rs). By induction we



223



obtain flB7k ~_ 0 for any k. Consequently fIBSO(3) "" O. In the general case, since SO(3) C SO(n) and SO(2) = T 1, we see f [ B T 1 ~ O. / / T h e o r e m 4.



Theorem 2(a) holds for G = SO(n) with n > 3, but n 7~ 4, at p = 2. Proof: An argument analogous to the proof of Theorem 2(a) shows that there is an eicment a e G such that f[BZ/2(a) = 0 and a ~ Z(G). Casel. G = S O ( 2 m + I ) . The element a is conjugate to



,_



)



2r2m+l-2k



2m



Let V be the subgroup of diagonal matrices of G so that V ~ @ Z/2. Since (--1



1) (a



fl) (-1



C -~-



1)-1=(



I



--I2k-1



fl a ) ' w e s e e



1 --1 I2m-2k ) E ker(flBV ).



Hence



bc =



-12



e ker(fJBV). I2m-2k



Notice that the element bc together with its conjugacy classes generates V. Consequently f [ B V _'2 0 and hence H*(f; [=2) = 0. Theorem 3 shows f _~ 0. Case 2. G = SO(2m). Since a ~ Z(G), this element is conjugate to



b= ( -I2k



l~.~-~k )



for some k < m. An analogous proof is applicable. / / It is now easy to show that Corollary 1 holds for G = SO(n) with n _> 3, but n # 4, at p -- 2. For G = SO(4), Theorem 1 holds at p = 2. But Theorem 2(a) doesn't. T h e o r e m 5.



(a) [BSO(2n + 1)~, BSp(k)~] = 0 if and only if k < 2n. (b) A~sume n > 3. Then [BSp(n)~,BSO(k)~] = 0 if and only if k < 4n. Proof: (a) ( 0 ) If k = 2n + t, there is a nonzero map induced by the obvious inclusions SO(2n + 1) C O(2n + 1) C U(2n + 1) C Sp(2n + 1).
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(~=) For a map f : BSO(2n + 1)~x --~ BSp(k)~ the homomorphism f* is finite only if k >__2n. By Theorem 4 it remains to consider the case k = 2n. A result of AdamsWilkerson [2] enables us to find an Ap-map ¢ which makes the diagram commutative:



H*(BSp(2n); F2)



f*



, H*(BSO(2n + 1); F2)



H*(BO(2n); F2)



1 H*(BZ/22";F2)



O ,



H*(BZ/22";F2).



In this diagram, all vertical maps induced by the inclusions are injective. We note that



H*(BSO(2n+I); F2) ='H*(BZ/22"; F2) ~:"+~ and H*(BO(2n); !=2)=H*(BZ/22"; F2) 22" . For any x e g*(BSp(2n); F2) there is y E H*(BO(k); F2) such that x = y 4 Hence we can show that f* extends to H*(BO(2n); F2). If ¢ were invertible, it would imply that ¢ - a ~ 2 n + l ¢ C ~2n. Hence, if fJBZ/22n = BrI where 77 is a homomorphism l/22n Sp(2n), then 7/is not injective. Consequently f* is not finite. Theorem 4 shows f ___0. (b) (=~) If k = 4n, there is a nonzero map induced by the inclusion Sp(n) C U(2n) C SO(4n). ( ~ ) Suppose the map ¢ : H*(BZ/2 k-l, F~) --~ H*(BZ/2n; F2) covers the homomorphism f : H*(BSO(k); F2) -* H*(BSp(n); F2). Over the vector space HI(BZ/2k-1;F2) of 1-dimensional elements, ¢ is expressed as a (k - 1) x n matrix. Suppose ¢ ( ¢ 1 , . . . , On) where ¢i is the i-th column. According to [1, Proposition 2.16], for each i and a E ~k, a¢i must appear among ¢1,---, Cn- As a subalgebra of H*(BO(n); F2) = F2[wl, . . . , w~], we see H*(BSp(n); F2) = F2[w4,..., w~]. Thus, if ¢i ¢ 0, then ¢i must appear at least 4 times among ¢ 1 , . . . , ¢~. Consequently ¢ must be of the form



(110 1...



1



0...



up to permutation of columns, since k < 4n. This implies fJBSO(n)* = O. Theorem 4 IIBSO(3) 0 and hence f t B T t 0. L e m m a 4 shows f _ 0.



shows



L e m m a 6. Let G and H be compact connected Lie groups. If f : BG --* B H is a map such that the p-completion f~ is null homotopic for some p, then f ~_ O. Proof: Since H is connected, we have the following commutative diagram based on the
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arithmetic square together with the projections:



ea



s;'



(BH)



(BH)o



> (BH2)o



Notice that (BH)o and (BH~)o are products of Eilenberg-MacLane spaces. Since the map H*(BG; Q) --* H*(BG; Q~) is injective, it follows that f0 -~ 0. Since G is connected, the map K(BG) --~ I((BG; Q) is injective. Thus we see K(f) = 0 and therefore



.t" o . / / We now see [BSO(2n + 1), BSp(n)] = 0 for any n and [BSp(n), BSO(2n + 1)1 = 0 for n >__3. When n = 1, rood 2 cohomology tells us that any map f : BSp(1) --* BSO(3)~ satisfies f lB Z ( @( l ) ) ~_ o. Using the homotopy equivalence map( B Sp(1), B SO( 3)~ ) ~_ mapso(a)(ESO(3), map(BZ/2, BSO(3)~) one can show that there is a 1 - 1 correspondence between [BSp(1), BSO(3)~] and the self-maps of BSO(3)~ up to homotopy. This correspondence is induced by the universal coverinag map. For n = 2, an analogous argument is applicable.
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ON PARAMETRIZED BORSUK-ULAM FOR FREE Zp-ACTION



THEOREM



MAREK IZYDOREK AND SLAWOMIR RYBICKI



O. I n t r o d u c t i o n Let 7r : E --* B, rr' : E ' --- B be vector bundles over the same space B. Let S E C E be the sphere bundle of E. Consider a fibre-preserving free actions of a cyclic group G = Zp on E and E', where p is prime. Here and subsequently "free action" means a free action of Z , on E - {0} rasp. E' - {0}. From now on, the sphere bundle S E is assumed to be a G-subspace of E. Let us choose a fibre-preserving, G-equivariant map f : S E --* E ' , ( ~ d f = ~r). Parametrized Borsuk-Ulam theorems (for the standard antipodal action of the group Z2) are concerned with describing the size of the set X I = { x E S E : f ( x ) = 0}. Such studies were initiated by Jaworowski [J1,J2] and later developed and extended by Nakaoka [N1,N2], Fadell and Husseini [FH], Dold [D] and recently by Izydorek and Jaworowski [I J]. A. Dold suggested in [D] to consider G-bundles for cyclic groups of order which is greather than two and then ask for the totality X I of solutions of the equation f ( x ) = 0. In this paper Dold's ideas will be developed. In particular some lower estimations for cohomological dimension of the set X I will be given. The problem of parametrized Borsuk-Ulam theorem for a large class of multivalued maps will also be studied. Throughout the paper we assume that the spaces considered here are paracompact. We use the Cech cohomology theory H* with coefficients mod p (the coefficient group Zp will be suppressed from the notation). 1. P r e l i m i n a r i e s Let ~r : E --~ B be a vector budle with a fibre-preserving free action of a cyclic group Zp, p is an odd prime number and let S E be its sphere bundle which is a G-subspace of E. It follows from the Lefschetz fixed point theorem that the fiber dimension of E has to be even otherwise there is no free action of Zp on S E which preserves fibres. By identyfying all points of the same orbit in S E we obtain the lens-bundle T : S E / G = -SE --~ B and p-sheeted covering S E --~ -SE. Now, denote by E G ~ B G the classiyfying principal G-bundle and consider a classylying map h : S E ~ B G , which is covered by an equivariant map h : S E ~ E G .
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It is well known, that the cohomology ring of B G = BZp with coefficients in Zp is the polynomial ring over two generators with one relation, namely



H*(BZp; Zp) = Zp[a, b]/(a 2 = 0); a • H I ( B Z p ) ; b • H2(BZp). This allows us to define two elements: .,4 = h*(a) • H I ( S E )



and 13 = h*(b) • H 2 ( S E )



(1)



Now we can apply the Leray-Hirsch theorem to the fibre bundle N : S E ---* B and find that H * ( S E ) is freely generated as an H * ( B ) - m o d u l e , by



1, A, B, ,413, . . . , ~n--1, ABn-1.



(2)



T h a t is why all the coefficients 7i • H i ( B ) in the equality B n -t- " f l B n - I , A



-[- "/2 B n - 1



-~ • "" "-[-"-Y2n_l,A -t- ~/2n = 0



are uniquely determined, where 2n is fibre dimension of E --* B. 0 for i > 2n we get a family of elements which P u t t i n g additionally 70 = 1 and 7i we call the Grothendieck-Chern classes of the vector bundle E --+ B. ----



We are now in a position to define a polynomial of two variables rt



r ( E ; z, y) = yn + ~--~j~2i-1 • z



+ ~,1. y"-' • H*(B)[x, y]



i=1



which (using the same convention as in [D]) will be called the Grothendieck-Chern polynomial associated with the vector bundle E ---* B. 2. M a i n R e s u l t s Let or : E ~ cyclic group G S E C E is the map f : SE ~



B, or~ : E ' --~ B be vector bundles with fibre-preserving free actions of a = Zp of fibre dimensions 2n and 2m respectively. Assume as above t h a t sphere bundle which is a G - s u b s p a c e of E and consider a G-equivariant E' which is fibre-preserving (or'f = 7r). W e c a n define a set X s = { x E S E : f(z) = 0} which is a G-equivariant subset of SE. P u t A I = 7*(A) • H i ( X - / ) and By = 7*(/3) • H 2 ( X I ) , where 7: X / ---* S E is the m a p induced on the orbit spaces by the natural inclusion ~ : X I ~ SE. We can substitute these elements for the indeterminates x and y respectively and obtain homomorphisms of H* ( B ) - a l g e b r a s



a : H*(B)[x, y] --* H*(-SE) ---* H*(-XI) , x --~ .A, y -* B, resp. x -* .Af, y -~/3 I. It is easily seen that k e r a is an ideal generated by x ~ and F(E; x, y).
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T h e o r e m 2.1. If q(x,y) E H*(B)[x,y] is such that q ( A f , B f ) - - 0



then



q(z, y). r(E'; x, y) - r(E; x, y). q'(x, y) = 2 . q"(x, y) for some polynomials q'(x, y), q"(x, y) e H*(B)[~, y]. In other words q(x, y). r(E'; ~, y) = r(E; ~, U)" q'(x, y) in the ring H*(B)[x, y]/(x 2 = 0).



C o r o l l a r y 2.1. I f 2n and 2m are fibre dimensions of E , E ~, respectively, then q ( A f , B i ) • 0 for all polynomials q(x,y) whose degree with respect to y is smaller than n - m. One can also say, that the H * ( B ) - h o m o m o r p h i s m H*(B)[x, y}/(z ~ = 0 = y , - m ) _~ H , X I '



x--,Af,



yi~y~



is monomorphic. In particular, if n > m then



coh. dim(X/) _> coh. dim(B) + 2. (n - m) - 1, where coh. dim denotes the cohomological dimension. Proof of Theorem 2.1: Practically Dold's proof of Th. 1.14. in [D] can be repeated. If q ( A I , BI) = 0 then (by continuity of Cech-cohomology) q(x, y) vanishes in an open neighbourhood V C S E of X I. By exactness of H*(-SE, V ) -~ H * ( S E ) --+ H * ( V ) ,



there is v E H * ( S E , V ) such that i f ( v ) = q(A, 13). On the other hand, the map f : S E - X f -+ E' - {0} induces a homomorphism ? * : H*(-SE') --+ H * ( S E - - X I ) and r ( E ' ; A } , ~ } ) = r ( E ' ; ] * ( A ' ) , ] * ( / 3 ' ) ) = ] * ( r ( E ' ; A ' , B ' ) ) = T ( 0 ) = 0, where .4' ----k-*(a) C H I ( S E ' ) , B' -- k*(b) C H 2 ( S E ') for classyfying map k : S E ' --+ B G and .4} = 7*(.4) E H I ( - S E - X f ) , /3} -- 7"(13) C HI(-SE - -XI) for the canonical inclusion : S E - X f --+ SE. By exactness as above, there is z E H * ( S E , S E - -XI) such that j * z = r ( E ' ; A, B). Now, v U z = 0> hence q(A, 13). F(E'; .4, B) = j* v U j* z = j*(v U z) ----O.



But H*(-SE) -- g * ( B ) [ x , y]/(x 2 = 0 = F(E; x, y)), hence



q(z, y). r(E'; =, y) = q'(z, y). r(z; x, y) + x ~. q"(x, ~). •
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Now, consider a vector bundle M --* B which is the W h i t n e y sum of p copies of a vector bundle E II -~ B of fibre dimension m. We can equip M with a fibre-preserving action of G = Zp putting g(ml,....,/72p) = (?Ttp,/Vtl,. .... , r a p - l )



(3)



for a fixed generator g E G and ( m l , . .... , rrtp) C M. Denote by A a subspace of M consisted of all points ( r n l , . . . , m p ) E M such that m



1 ~-- ' ' '



~- mp.



Hence, we obtain a subbundle A -+ B of M -~ B which we will call diagonal bundle. Each fibre Mb of M can be represented as a direct sum Ab @ IGb, where the second s u m m a n d is the orthogonal complement of Ab and is called augumentation G-module (see [ U l ] ) . In fact, the bundle M --* B is just the Whitney sum of the diagonal bundle A --, B and the augumentation bundle I G -~ B. Note, that I G is a G - s u b s p a c e of M and Zp acts freely on the sphere bundle S I G C IG. Since the fibre dimension of A --, B equals m we get the fibre dimension of I G ~ B which is equal to (p - 1) • m . ~T



~TI t



Let E ---* B be a vector bundle as in Col. 2.1. For an arbitrary vector bundle E " ~B of the fibre dimension m consider a fibre-preserving m a p f : S E --* E " ( ~ r ' f = rr) and define Yf = {x e S E : f ( x ) = f ( g x ) for all g e G}. Now we come to the following. ~T



rl



C o r o l l a r y 2.2. Let E --* B ~ - - E fl be as above. For an arbitrary fibre-preserving map f : S E --* E " one has coh. dim Yy > cob. dim B + 2n - (p - 1) • m - 1. Proof'. Consider a fibre-preserving G-equivarlant m a p F : S E --* M defined by the formula



F(x) = (f(x),



f(gP-lx)).



Notice that Yy = F - I ( A ) , hence our conclusion immediately follows from Corollary 2.1 applied to E --+ B and I G ~ B. I If B is a single point then Corollary 2.2 is the classical version of Z p - B o r s u k - U l a m theorem proved in [M2] b y Munkholm. Now, we turn to multi-valued fibre-preserving maps. We recall the following two definitions. Definition 2.1. Let X , Y be spaces and let ~o be a multi-valued map from X to Y , i.e., a function which as,ings to each x E X a nonempty subset ~ ( x ) of Y . We say that ~ is u p p e r semicontinuous (u.s.c.), if each ~o(x) is compact and if the following condition holds: For every open subset V of Y containing ~ ( x ) there exists an open subset U of X containing x such that for each x ~ e U, W(x I) C V.



For instance, if X and Y are compact then f is upper semicontinuous iff its g r a p h is closed in X x Y.
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D e f i n i t i o n 2.2. A n u.s.c, map ~ from X to Y is said to be Zp-admissible (briefly admissible), if there exists a space F and two singlevalued continuous maps a : F --~ X and t3 : F ---* Y such that (i) a is a Vietoris map, i.e., it is surjective, proper and each set a - l ( x ) (ii) f o r each x e X the set



~(o~-l(x)) is



is Zp-acyclic,



contair~ed i?~ ¢p(x).



We will ~ay that the pair (a,/3) is a %elected pair" for ~. For instance, if each ~(x) is acyclic (and if ~ is u.s.c.) then ~ is admissible. Our aim is to show t h a t Corollaty 2.2 is valid also for multivalued m a p s in the following sense. For vector bundles E ~ B and E " ---~ B of the fibre dimension 2n and m respectively consider a multi-valued, admissible and fibre preserving m a p ~9 : S E ---+ E " (Tr" • ¢p = ~r i.e., for each x E S E ~ ( x ) is contained in the fibre 7r"-lQr(x)). Recall, t h a t S E is a G - s p a c e with an action of G which is free and let us define a set Y~ : {z E S E : ~ ( z ) n ~(gx) n . . . n



~(gp-lz)



# O},



where g E G is a fixed generator. Theorem



2.2.



The following inequality holds coh. d i m Y ~ > c o h , d i m B + 2 n - ( p - 1 ) . m - 1 .



•



If B is a single point then we get theorem which has been proved by the first author in [I, Th. 2.1]. First we show, that T h e o r e m 2.1 is valid not just for m a p s f : S E --* E ~, but also in the following, more general setting. Suppose that Z is any space with a free action g : Z --+ Z of a group G = Zp, p > 2 prime, gP = i d and v : Z --~ S E is an equivariant Vietoris map. Let s : Z ~ E ~ be a single-valued, equivariant m a p which makes the diagram s Z ' E'



SE



i,r ,



B



commutative, ~ls = 7rv. Set Zs = {z e Z : s ( z ) = 0}. Note, t h a t H * ( Z s ) are H * ( B ) - a l g e b r a s via the h o m o m o r p h i s m ~*-7r* : H * ( B ) --* H * ( Z ) , where ~ : Z --* S E is the h o m o m o r p h i s m induced b y v on orbit spaces. P u t f f = ~ * ( A ) , T~ = ~*(B), ,.~s = F ( f f ) and 7~s = 7*(if), where A, /3 are defined by equalities (1) and 7* es the h o m o m o r p h i s m induced by the canonical inclusion ~:X,--* X.
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L e m m a 2.1. If q ( x , y ) E H * ( B ) [ x , y ] vanishes on ( J s , 7 ~ , ) , there are polynomials q'(x, y), q"(x, y) e H * ( B ) [ x , y] such that



q ( J s , T ¢ , ) = O, then



q(x, y) . r ( E ' ; x, y) - r ( E ; ~, y). q'(z, y) = z 2. q"(x, y). Proof: It is well known (and easily seen) t h a t ~ : X --+ S E is a Vietoris m a p since such is v. Now, note t h a t proof of T h e o r e m 2.1 can be a d o p t e d to present setting due to the fact t h a t the h o m o m o r p h i s m ~* induced b y the Vietoris m a p ~" is an isomorphism. Thus, as far as the cohomology is concerned, the arrows S E ~-- Z -+ E I work just as well as a single arrow S E -+ E'. • is



C o r o l l a r y 2.3. A s s u m e that E " r~ > B is a vector bundle of fibre d i m e n s i o n rn and consider a map s : Z ---+E " such that rc" s = rcv. T h e n the cohomological dimension of the set



zs



=



{z



E



z : ,(z) = , ( g z ) . . . . .



,(gp-'z)}



is greather than or equal to coh. d i m B + 2n - (p - 1) • rn - 1. Now, let as note t h a t Y~o is a G - i n v a r i a n t subspace of S E so, as previous we can consider elements A ~ = 7*(,4) E H I ( F ~ ) a n d B~ = ~*(B) E H t ( F ~ ) , where this time 7 : Y~o -~ S E is covered by the inclusion ~ : Y~o -~ S E . P r o o f o f T h e o r e m 2.2: Given an admissible m u l t i - v M u e d m a p f r o m S E to E " , choose a space F a n d (single-valued) m a p s ~ a n d / 3 such t h a t (~,/~) is a "selected pair" for ~0 (see Def. 2.2). Let Z = { ( ' r l , - . - , T p ) e P × . . . × r : ~ ( 7 , ) = g~(~2) . . . . . gP-l~(~p)}. Consider the following c o m m u t a t i v e diagram.



Z



.371 ~"~USE



,E" '~ ~ B



Here q is the first projection ( 7 1 , . . - , % ) --+ 71, a n d v = e~ o q. T h e n v is a Vietoris m a p since for each x E S E I)--I(x)



= O~'--I(x) X o ~ - - l ( g x )



X "'" X



OI--I(gp--lx)



is acyclic as the Cartesian p r o d u c t of acyclic sets. T h e space Z a d m i t s a free action of Zp,



('r:,... ,~p) --, ('rp,'r~,..., ~p-:), a n d v : Z ---+ S E becomes t h e n an equivariant m a p .
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Let s :/~ o q : Z --* E". Notice that if s ( 7 1 , . . . , 7p) = s(7p, 7 1 , . . . , 7p-1 ) . . . . .



s(72, •.., 7p, 71)



for some ( 7 1 , - . - 7 , ) e Z then c2(a(71)) N - . . Cl ~(a(Tp)) # 9. Thus



v(Z,) C Y~, and (glZ,)*(A~,) = :7~ and



(glZs)*(B~,) = T/~.



Therefore m



q(&,n,)



_



_



=



m



=



so q(,:7~,T~,) ¢ 0 implies q(A~,,B~,)) # 0 and by Lemma 2.1 and Corollary 2.3 we have got the desired result. • Since the covering dimension of Y~, is not less than its cohomological dimension we come to C o r o l l a r y 2.4. If B is a closed d-dimensional manifold then coy. dim Y~ _> coh. dim Y~, _> d + 2n - (p - 1). rn - 1.
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R]~ALISATION ALG~3BRES



TOPOLOGIQUE



ASSOCI]~ES



AUX



DE



CERTAINES



ALGEBRES



DE DICKSON



ALAIN J E A N N E R E T AND ULRICH S U T E R



Abstract Topological realisation of certain algebras associated to the Dickson algebras. We discuss the topological realisation of certain Z/2-algebras A(n) over the mod 2 Steenrod algebra ,4(2). If an associative H-space X(n) satisfies H*(X(n); Z/2) ~ A(n), the mod 2 cohomology of its classifying space is isomorphic to the algebra of invariants of the canonical GI,~ ( Z / 2 ) - a c t i o n on a graded polynomial algebra in n variables of degree 1.



1. I n t r o d u c t i o n . Darts cette note, on envisage de dfiterminer les entiers n >_ 2 pour lesquels l'atg~bre A(n) d~finie sous (1) peut fitre r~alisfie comme alg~bre de cohomologie modulo 2 d'un espace topologique. La Z/2-alg~bre gradufie (1)



A(n)=Z/2[vll/(v4)®E(v2,va,...,v,~_l)



oh degrfi



(vk)=2n--2n-k--1



est munie d'une unique structure de module sur l'alg~bre de Steenrod ,4(2) imposfie par l'~galitfi Sq 2 '~-~ - 1 vl = v~ et les relations d'Adem Sq 2~-1 = SqlSq2...Sq 2~-1. Par exemple, A(2) ~ H*(SO(3); Z/2) et A(3) ~ H*(G2; Z/2), oh G2 est le groupe de Lie exceptionnel. Les alg~bres A(n) sont li~es £ certaines alg~bres de Dickson D(n) dfifinies eomme suit: le groupe linfiaire GL~(Z/2) agit canoniquement sur l'alg~bre de polynSmes gradu~e l / 2 [tl, ...,tn], off degr~ (tk) = 1 (k = 1, ...,n), et par d~finition, D(n) est l'alg~bre des invariants. Dickson a d~montrfi que D(n) = Z/2 [wl, ...,w,], oh degrfi (wk) = 2 ~ - 2 n-k. L'alg~bre D(n) est un module sur ~4(2) et la question suivante est naturellement li~e au probl~me de Steenrod: Existe-t-il un CW-complexe Y(n) tel que H*(Y(n); Z/2) -~ D(n)? Les exemples connus sont: D(1) ~ H*(BZ/2; Z/2), D(2) ~ H*(BSO(3); Z/2) et D(3) -~ H*(BG2; Z/2). Dans [6] L. Smith et M. Switzer montrent qu'un tel espace n'existe pas s i n _> 6. Les cas oh n = 4 et n = 5 sont plus d~licats £ traiter.
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Si Y(n) existe, on obtient facilement £ l'aide de la suite spectrale d'Eilenberg-Moore que l'espace des lacets FrY(n) = X(n) v6rifie: (2)



H*(X(n); 7/2) ~ A(n)



La question pr~c~dente peut donc se reformuler en ces termes: Existe-t-il un H - e s p a c e associatif X(n) v~rifiant la condition (2)? J. Lin et F. Williams ont r@ondu par la n~gative au cas oh n = 5 [4]. Leur d~monstration utilise Ia machinerie des op6rations cohomologiques secondaires et tertiaires. A l'aide de la K-th~orie complexe, il est possible de d~montrer, sans faire appel aux operations cohomologiques d'ordres sup~rieurs, le r~sultat plus g~n~ral suivant:



T h ~ o r ~ m e . Pour n > 5, l'alg~bre A(n), ddfinie sou3 (1), ne peut pas ~tre rdalisde



comme algdbre de cohomologie modulo 2 d'un espace topologique. Notons que ce th6or6me exclut l'existence de X(n), pour n >_ 5, comme espace topologique et non seulement comme H-espace mais qu'il n'apporte aucune information au cas oh n = 4 pour lequel iI existe deux r6sultats contradictoires [2], [5]. Le reste de cette note est consacr6 £ l'esquisse de la d6monstration du th6or6me. Elle peut 6tre r6sum6e comme suit: si X(n) satisfait (2), on constate d'abord que la cohomologie enti6re de f~X(n) est sans 2 torsion, et on montre ensuite, gr£ce aux r6sultats d'Atiyah [1], que les op6rations de Steenrod Sq k et l'op6ration d'Adams k92 ne sont pas compatibles pour f~X(n), oh n > 5. Nous n'expliciterons que le cas oh n = 5, les autres se traitant de mani~re identique. Dans la suite de cette note, nous supposerons que X est un C W - c o m p l e x e fini simplement connexe v6rifiant:



(z)



H * ( X ; 1/2) = 1//2 [xl~]/(x~) ® E(x:3, x27, x29)



Un tel complexe a l e m~me type d'homotopie rationnelle que le produit de spheres S 1~ × S'23 x S 27 x S 59. Faisant appel £ la technique du "mixing homotopy types ", nous supposerons ~galement que, pour les premiers impairs p, la cohomologie modulo p de X est isomorphe £ l'alg~bre ext~rieure Ez/p(z15, z23, z2r, z59). Nous tenons £ remercier J. Lin avec qui nous avons eu de nombreuses et fructueuses discussions.



2. C a l c u l s d e c o h o m o l o g i e o r d i n a i r e . Soit p. : H * ( X ; Z) ~ H * ( X ; Z/2) l'homomorphisme de r6duction modulo 2. A l'aide de la formule des coefficients universels on montre l'existence d'616ments y15, Y23, y27, z59 E H * ( X ; l ) pour lesquels P.(Yk) = Xk (k = 15, 23, 27) et p.(z5a) = xea-x~5; de plus, H * ( X ; Z) ~ P(V15) ® Ez/2(V23, V27, z59)/(V~5 ® z59),
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o~a P(Y15) ---- Z 2 yl3S• 1, YlS, YlS,



[yls]/(y45,2y~5)



~ Z 63 Z (~ ][/2 • ][/2 est engendr6 a d d i t i v e m e n t p a r



Nous allons d6crire la cohomologie modulo 2 de f~X au moyen de ta suite spectrale d'Eilenberg-Moore. Notre r6f6rence, dans ce contexte, est le livre de R. Kane [3, ch. VII] dont nous adoptons aussi les notations. Le terme E~ de la suite s'obtient £ l'aide de la r6solution bar BH*(X; l / 2 ) ; dans notre situation on obtient



E2 ~- TorH.(X;Z/2)(I/2, Z/2) ~ E(ul4) ® r(u22, u2~, u28, uss), oh Uk = SXk (k = 14, 22, 26, 28) sont des 616ments "suspension" repr6sent6s par [xk] et est un 16ment "transpotent" represent6 par = 5e degr total de tous les g6n6rateurs 6tant pair, on conclut que la suite spectale est triviale, i.e. E2 ~ Eoo, et on obtient ainsi les isomorphismes additifs: H*(flZ; Z/2) ~ E°(H*(flX; 7/2)) ~ E(u,4) ® F(u22, u26, u28, u~s) L e m m e 1. Soit u56 l'unique dldment non nul dans H56(f~X; 7/2). Aloft:



Sq2u56 # O. D d m o n s t r a t i o n : La suite spectrale d'Eilenberg-Moore est une suite de modules sur A(2) et darts TorH.(X;Z/:)(Z/2, l / 2 ) on a l'616ment u~6 = 72(u2s) = [x2,lz:,] ainsi que les relations Sq2[x29[x29] = E [Sqix291SqJx29] = [x152 [x15 ] 2 = ?258 ¢ 0. i+j=2 Notons encore que la cohomologie enti6re de f~X est sans torsion (fait r~sultant des 6galit6s H2n+~(f~X; l / 2 ) = 0 pour n >_ 0), et que l'on peut choisir des g6n6rateurs vk E Hk(~2X; Z) ~ Z (k = 14, 22, 26, 28, 56) tels que: (4)



p,(Vk) = Uk et



72124= ?228, ?244 = V22s ~- 27356



3. C a l c u l s de K - t h ~ o r i e . Une 6tude soigneuse de la suite spectrale d'Atiyah-Hirzebruch en K-th6orie mod 2 et enti~re pour l'espace X montre que, dans tes deux cas, la seule diff6rentielle nontriviale est d3. On obtient ainsi E4 ~- Eo~ ~ E°(K*(X)), et le calcul explicite fournit que K*(X) ~- E(~15, ~23, ~27, ~59), les g6n6rateurs ~ satisfaisants aux conditions suivantes: dans l'ordre indiqu6, Ies 616ments (15, (23, (27, ~59,2(59 correspondent, dans le sousquotient Eoo de H*(X; Z), aux 616ments repr6sent6s par Ny15, y23,2y27, Y~5 "y27, z59; la filtration rationnelle de ~ est 6gale ~ k. On d6finit r/~ E K ° ( E X ) par r/. = cr(4~_ 1)



(k - 16, 24, 2S, 60),



oh a : _~l(X) ~ K ° ( E X ) et on envisage de d6terminer l'op6ration d'Adams k92 sur ces 6Mments. Pour tout CW-complexe Y et tout entier q > 0 soit 5rqK(Y) C_ /((Y) = ~-0(y) le sous-groupe des 616ments de filtration > q, c'est-£-dire :Fqff[(Y) = Ker{K(Y) --* ~'(Yq-1)}. Les 616ments r/~(k = 16, 24, 28, 60) forment une base du groupe abelien libre
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L e m m e 2. Pour un choix convenable de ,28 e ]((~,X) on a dans J ( ( ~ X ) / J : ~ 2 K ( ~ X ) : (i)



kI/2(V]16) ----- 2.2s



(rood4)



(ii)



qd2(r]2s) -= 0



(mod4)



D 4 m o n s t r a t l o n : Remarquons pr6alablement que ~2(n ) ~ r]2 = 0 (rood 2) pour tout r / ~ K ( E X ) . A homotopie pr6s, il existe un sous-complexe Z = S ~6 U e 24 U e 28 de E X qui porte la cohomologie enti&e jusqu'£ la dimension 28. Soit i : Z ~ E X l'inclusion. La K - t h 6 o r i e de Z e s t libre £ trois g6n6rateurs, a~6 = i*(rh6), a~4 = i*(y24) et a2s, oh 2a~s = i*(q2s). Par le r6sultat d'Atiyah [1], on obtient 62~(a1~) = 28c~18 Jr- 2 % a2~ + 22b a28, oh a - b -= 1 (rood 2), il suit que



(5)



~2(~16) = 2ST]16+ 24a ~724q- 2 b ~2s + 2 c q60



Cette derni6re 6galit6 implique directement (i) dans le cas off c est pair; s i c est impair on remplace d'abord le g6n6rateur T/2s par ~'2s = r/28 + ~60. Pour la d6monstration de (ii), on note que ~m(O2s) = m14r/28 + dm~/60, q2m(r/~o) = m3%/60 et on consid6re l'6galit6 ff23~p2(r/~8) = ff22@3(T/2s). R e m a r q u e : dans le cas oh, n = 4 la relation q3~2 = q2~3 implique que d2 --- 0 (mod 2) mais ne permet pas d'affirmer que ce coefficient est divisible par 4. Consid6rons maintenant l'application canonique e : E2~tX -+ E X . On d6finit # , E ~'(f~X) (k = 14,22,26) par a2(#~) = c * ( ~ + 2 ) et on rappelle que 2a2~2(#~) = ¢ * ~ 2 ( ~ + 2 ) . La cohomologie enti~re H * ( ~ X ; Z) 6tant sans torsion, il en est de m6me pour K ( f t X ) / . T ' 6 ° K ( f t X ) . En calculant dans ce dernier groupe on obtient du lemme 2 d'abord que #~4 -- qd2(#14) -- #2~ (mod 2) et ensuite que #44 __=_q2(#~4 ) --= q2(#26 ) - 0 (rood 2). I1 existe donc un 616ment w E / ~ ( F t X ) tel que #44 --= 2 w



(rood .T'6°K(~X)).



La relation (5) implique que q22(#44) ~ 22s#~ 4 (rood Y ° ~ ' ( ~ 2 X ) ) et on obtient ainsi:



2(02) _ 22802



(mod



La suite spectrale d'Atiyah-Hirzebruch de ~ X e n K-th6orie est triviale, i.e. H * ( ~ X ; / ) -~ E ° ( K * ( g l X ) ) . L'dl6ment #14 repr6sente v14, et il suit de (4) que 02 repr6sente vs6 E Hs~(12X; l ) . A l'aide du th6or6me d'Atiyah [1] on d6duit que Sq2u58 = 0; ce qui contredit le lemme 1 et ach6ve la d6monstration du th6or~me.
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NORMALIZED



O P E R A T I O N S IN C O H O M O L O G Y LUCIANO LOMONACO



1. I n t r o d u c t i o n . In this paper we exibit a geometric construction of the normalized iterated total squaring operation in mod 2 cohomology Sin, and point out its relation with invariant theory. The paper is set out as follows. In §2. we recall some notation from invariant theory. In §3. we summarize the material we need related to extended powers of spectra. In §4. we actually construct Sm and the ordinary iterated total squaring operation Trn and show, using a purely algebraic computation, that Tm is obtained from Sm by inverting the Euler class of the principal bundle associated to the reduced regular representation of the elementary abelian 2-group E2 x ... x E2.



2. I n v a r i a n t t h e o r y . We will employ the standard notation used by W. Singer in [11]. In particular, we set 2.1



Pm= F2[tl,...,tm]



2.2



=



H



,



+...



m >_ 1



+



AI ~...,Im~-0,1



EAI>O



2.3



~m = Pm[e~ 1] Pm is isomorphic to



t~mes and this isomorphism gives Pm the structure of an A-algebra, where .A indicates the mod 2 Steenrod algebra. Such an action of .A on Pm extends to ~,~ (e.g., see [11],[12]). Under the above mentioned isomorphism, em corresponds to the product of all the non-trivial line bundles over B(E~



x



...



x



E2) ~ R P °°



x



.--



x



R P °° .
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Hence we call em the Euler class of pro. Let us write GLm for GLm(F2) and let Tm 0 ( t ~ ' 2 " ~ - l - i I S q i l ) ( t ~ ' 2 m - 2 - i 2 S q i 2 ) " "



(t~-imSqi'~)(x)



Tin(x) is therefore in P m ® H*(X), after identifying Pm with H * ( B ( E 2 × " " × E2)). We would like to outline the geometric construction of the normalized version of Tin. Consider S-n~ : S - " X ~H
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Here H is the rood 2 Eilenberg-MacLane spectrum, whose r-th space is K(Z/2,r). We recall that H is an H a - r i n g spectrum, i.e., there are maps



~, : D , H



~H



satisfying a certain set of conditions (see [1]). We form the composite



~(S-"~) : D 2 S - " X



D2S-"~



, D2H



~2



~H



and consider its suspension



S " ~ S - " ~ : S~D2S-~X



~S " H



For each k _> n we define 4.6



Ck(~)



: SkD2S -kx



¢~ >~ ,_,k_l D 2 s l _ k



, "" ~



SnD2 S-nx



S " O S - " ~~ S n H



The sequence ¢(~) = {¢k(~)}k>, defines an element [¢(~)] E colim H " ( S k D 2 S - k x ) k~c~



From the construction, we see that [¢(~)] is the element of colimHn(SkD2S -k) termined by o ' " [ 1 x S-n~ x S-n~] E H"(S'~D2S-'~X)



de-



where a indicates the suspension isomorphism. We consider now the homomorphism



a* : colimH*(SkD2S-kx)



colim H* ((SkD2S -k) A X)



,~ colimg*( Sk D2S -k) ® g * ( z ) induced by the sequence of maps



ak : (SkD2S -k) A X ~



SkD2S-kX



described, for example, in [3]. It is known that



colimH*(SkD2S -k) =~ F2[t~ 1] and ® s - " , , o s-",,] =



® j_>o



The resulting ring homomorphism 4.7



5'1 : H*



,



F2[t~ 1] ® H*(X)



j_>0
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is the normalized total squaring operation. We point out that, with the notation introduced in §2, we have :kl A geometric construction of the normalized iterated total squaring operation



Sin: H*(X)



4.8



~ ~,.n ® H*(X)



is obtained by substituting the quadratic construction functor D2 with the 2m-adic construction functor D2-~. More precisely, we define, for each k > n,



~2k(~) : S k D 2 . ~ s - k x



) ..*



S n D~=S-"X



S" D2m ~



S ~ ~m



) S"D2=H



S"H



T h e sequence {~bk({)}k>. defines an element [¢(~)] = [¢k(~)]k>. = a"[1 ® ( S - " ( ) 2M] • colimH"(SkD2.,S-kX As ~2 f " " f P'2 embeds (as a 2-Sylow subgroup) in E2-', there is a natural transformation rr : D 2 . . . D 2 ) D2-, and z~* : eolim H*SkD2 ~ S -k ..........> colim H*(SkD2... D2S-kX) takes



~r"[1 @ (S-'{)2~'1 : ; a'~[1 ® (S-'*~) 2"] Finally we set



Sr.(X) = a*~"[1 ® (S--"~) ='] where ~* is induced by the sequence of maps



~k : (SkD2mS -k) A X



SkD2,,,S-kX



or



~k : (SkD2...D2S -k) A X



>S k D 2 . . . D 2 S - k X



Sin(x) can be regarded as an element of colimg*((SkD2=S -k) A X) "~ colimH*(SkD2,,S -k) ® H*(X) or



colimH*((SkD2 ... D2S -k) A X) ~- colimH*(SkD2 ... D2S -k) ® H*(X) Notice that 4.9



Sk D2m S -k ,~ B Z ~ p
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as explained in §3, and the map



~bk : SkD2.,S -k



, Sk-ID2.,S 1-k



corresponds,under the above equivqlence, to the transfer map



t: BE;J"



, BZ~L-k)"



induced by the stable map



-kp'



, ( 1 - k)p



Moreover, the following diagram commutes



H.(B~,~p)



, t:



H,(BZ~-k)p)



~l



4.10



I n



H*(BE2~)



e(p__~)



H.(BE2m)



where the vertical maps are Thom isomorphisms and the bottom map is the multiplication by the Euler class of p. Therefore 4.11



colim H*(SkD2 S -k) TM



"= H* (BE2,,)[e(p) -1 ] ~-- H*(B~2 × - " × ~2) GLm[e(p) -1] ~ pGLm [e~nl] __--- r~



c_



(see [4], thin 5.1, p.248)



~m



if* can be iewed as an iteration of ~* and we easily see that 4.12



Sin(x)=



E



(til'Sqi~)'"(ti~Sqi'~)(z)



E @m®H*(X)



il,,,,,im~O



A characterization of Sin(x) as an element of Am ® H*(X) is given in the following proposition.



Proposition 4.13. sin(x) =



E



V111 . . . , Vmi'~ ® Sq il ... Sq im



it,...,i~>__O



The verification of this formula is not difficult, and can be found in [8], §2, prop.l, p . l l , or [9], prop.2.1. This expression and the fact that H*(X) is an unstable A-module
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assure us that the summation in 4.12 is in fact finite. The following expression of S,~(x) in its GLm-invariant form, which can be found in [9], theorem 3.13, is given using the Milnor basis B of A. P r o p o s i t i o n 4.14.



If we write R for the multi-index



(rl,... ,rk) and



we h~ye



4.15



Q2 ®



m,o



rl ,...,r~ >0



where ~ denotes the element of A dual to ¢RE 13 with respect to the basis of admissible monomials in ,4. This is a normalized version of a result of Mui (see [10], Theorem 1, p.346). The construction of Tm and Sm suggests that Sin(x) is obtained from Tin(x) by inverting the Euler class era. We will verify this fact algebraically. P r o p o s i t i o n 4.16. S i n ( x ) = e~ n . Tm(X )



Proof. that



V X e H"(X)



We think of Pm ® H*(X) as embedded in Cm ® H*(X). We want to prove



Tm(x)=e "



4.17



il,...,im>O



If we set m = 1, 4.17 is clearly true. We now proceed by induction. We assume that k > 2 and that 4.17 holds for m = k - 1. Here we need to introduce some notation. Let us consider k - 1 symbols a 2 , . . . , ak. Then there is an obvious isomorphism W: Pk-1



) F2[o~2,... t i .~



,Olk]



; Oil+ 1



We write e k - l ( a 2 , . . . , a k ) for the element w(ek-1). Using the above notation, for our inductive hypothesis we have 4.18



~



(t~'2'-2--i2Sqi2)...(t~--ikSqik)(X)



i2,...,i~>_O



i2,...,ik>O
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Therefore



~" (+"'2~-'-i' Sq" ) ( Tk(x ) = ~..¢kOl i1_>0



H



(X2t2 + " "



+



Xktk)"



\ X2,...,),~=0,1



E



X~>O



E



( t ; i ' S q " ) " " (t-ki'Sqi')(x))



i2,...,ik>O Hence



"2~-1" E Tk(x) ~- tl"



4.19



tyi'Sq ~( H (~2t~-{-'''Jr ~ktk)"



• ~ ( t ; '2sq'2).. (t; '~sq '~)(x)) = t 1.n2~:~ " E tTh Sqil ( H ( A2t2 + " ' +



Aktk) n)



• E(t-~ilSqil)... (t-~ikSqik)(x) Here we have used the fact that $1 = ~ t l i l S q i~ is a ring homomorphism. Thus we want to prove that



e k = t , 2k-1 " E ( t ; i ~ S q i ' ) ( H ( A 2 t 2 + ' " + A k t k ) ) Since Sl(ti) = tl + t11t~, we have tl~ - ' • ~ ( t ~ ' ,



sq', )(II( ~2t~ + . . + ~ktk ))



= t~k-~" H(A2(t2 + t l l t ~ ) + " " + Ak(tk + t'llt~)) tl" H(A2(tlt2 + t~) + . . . + Ak(tltk + t~)) =tl"H(tl(A2t2+'"+Aktk)+(A2t2+'"+Xktk)



2)



(asA2=AinF2)



= tl • l-I(A2t2 + . ' - + Aktk)(tl + A2t2 + ' ' ' + Aktk) 2 = ek where, in all the above products, A2,..., ,kk > 0 and ~ hi > 1.
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CONCISE TABLES OF JAMES NUMBERS AND SOME HOMOTOPY OF CLASSICAL LIE GROUPS AND ASSOCIATED HOMOGENEOUS SPACES ALBERT T. LUNDELL



T h e following tables express the J a m e s numbers and h o m o t o p y groups of the homogeneous spaces involved in the Bott maps, with the exception of the G r a s s m a n n manifolds, in as concise a manner as we know, consistant with displaying the various periodicities involved. Throughout the tables of groups c~ has been used to represent the infinite cyclic group Z, and an integer n has been used to represent the cyclic group Z / n Z . We also use 0 to denote the trivial group. This leads to the rather unaesthetic 1 @ 1 @ 1 = 0 as a direct s u m m a n d of ~r2n+s(U(n)) for n > 4 and odd. We think t h a t the advantage of clearly displaying the various periodicities overrides these aesthetic objections. Of course the generators of the groups and the effects of various m a p s on t h e m are of u t m o s t importance. W h a t information is available on such m a t t e r s can be found in the partially a n n o t a t e d references following each table. We believe the tables to be error-free. We have incorporated the corrections we knew about for the existing literature, and checked our conversion to the format of these tables. A few "first order" computations have been done on results t h a t appear in the literature, i.e., the numbers or groups were not explicitely given, but the propositions of the p a p e r seemed clear enough that an easy calculation gave the result without a thorough reading of the paper. Of course we are responsible for all errors, and would appreciate knowing about any that a reader discovers. We believe our citations to be correct, but if not we would like to know about this as well. T h r o u g h o u t the tables, (a,b) is the greatest common divisor of integers a and b. T h e Bernouilli number Bm is indexed as



t / ( e < - 1) = ~ ' Bmtm/m!. m>O



We use denom(Bm) to denote the integer b where B m = a / b , ( a , b ) = 1, and b > O. In the case of a group having several identical summands, we use the notation n r, thus 24 = 2 @ 2 @ 2 @ 2 . We sent a preliminary version of these tables to most of the authors cited, and received in return much valuable information. We want to t h a n k t h e m for this help.
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Stable h o m o t o p y groups



k (mod 8) 0



1



2



3



4



5



6



7



7~k(U(n)) k_ 1; if n = 1.



k=9



(2n+5)!(n+3,2)/X{n + 3, 3}® (n+3,4)(n,2)/2 • 2



k=lO



(n+3,4)(n,2)/2 ® 2 • 2 2@2



n>l n=l



k=ll



2@2 @ (n,3)(n+2,3) 2@2@2 6



n>2 n----2 n=l



(n + 4, 128)(n, 8)2(n, 4)(n + 6, 8)3(n + 2, 4)2(n - 3, 32)(n + 1, 2)14/4096 @ (n+4,8)2(n+2,8)3(n,4)(n+l,2)9/512 @ (n,4)(n+l,2)/2 @ (n,2) @ (n+4,81)(n+ 18,27)(n+5,9)(n,3)(n+2,3)/3 3O



n>l n----1



k=12



Po 01 O~



k=13



k=14



k=15



(2n+7)I(n+4,2)/X{n + 4, 4}@ (n,4)(n+l,2)/2 @ 2 (2nH-7)I(n÷4,2)/X{n q- 4, 4} @ 2 @ 2 30



n>2 n=2 n=l



(n,4)(n÷1,2)/2 • 2 • 2 2@2@2 602



n > 2 (1) n=2 n=l



(n,4)(n-+-3,4)/2e (n,2)2(nq-3,4)/2 @2 @ 2 202 120202



n > 3 (1) n=2 n=l



(1) The 3-component is outside the range of the computations of Imanishi. References: For k = 1: R. Bott, Comment. Math. Helv. 34 (1960), 249-256. For k = 2,3: B. Harris, Trans. Amer. Math. Soc. 106 (1963), t74-184. M. Mimura &: H. Toda, J. Math. Kyoto Univ. 3 (1964), 251-273. For k = 4,5,6,7: M. Mimura, C.R. Acad. Sci. Paris 262 (1966), 20-21. For k = 8: H. Oshima, Proc. Cambridge Phil. Soc. 92 (1982), 139-161. For 9 < k < 14: K. Morisugi, J. Math. Kyoto Univ. 27 (1987), 367-380. (With corrections by" the author,Preprint 1989.) For 8 < k < 14, odd components: H. Imanishi, J. Math. Kyoto Univ. 7 (1968), 221-243. For k = 15, n = 3, 2 component: K. Morisugi, to appear in J. Math. Kyoto Univ. For k = 15, n > 3, 2 component: K. Morisugi, Bull. Fac. Ed. Wakayama Univ. (1988), 19-23. For n=2: M. Mimura and H. Toda, a. Math. Kyoto Univ. 3 (1964), 217-250. N. Oda, Fukuoka Univ. Sci. Reports 8 (1978), 77-89. H. Toda, J. Math. Kyoto Univ. 5 (1965), 87-142. For n = l : H. Toda, Composition methods in homotopy groups of spheres, Ann. of Math. Studies 49, Princeton, 1962.



rO ¢dl "4



~._~+k(so(n)),. > 9 n (rood 8) 0
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3



k=l



cc@oc



2@2
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2@202



2@2
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k=3



2@2@2



8



oo
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k=4



8@8 @3



~@2



4 @3



2@2



k=5



cc @ 2
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2



16 8, n = l l



k=6



0



2



16 8, n=lO



k=7



2@2



16@2 8@2, n=9



oc@2@2



2@2



k=8



2 @ (.,16) @ 2(.+8,16)



~@2 3



16@2@2 @15



2@2



25



4 @ 2



8



@ 15 k=9



~



@ 25



k=lO



28



8@2®2



8 n>lO



k=ll



8 G 23



8



e~ @ 3



2 @2



n>lO



n>ll 2 @ 2 @ (n+13,128)/8 n>11



03 k=12



8 @8 @ 63



oo



8 G 63 n>lO



k=13



cc



0



2 • (n+14,128)/8 n>10



k=14



3



2 • (n+15,128)/8



2(n+14,128) ®3 n>lO



References: For 1 < k < 6: M. Kervaire, Ill. J. Math. 4 (1960),161-169. For the ambiguity in Kervaire's calculation: M.Barratt and M.Mahowald, Bull. Amer. Math. Soc. 70 (1964),758-760. M.Mahowald, Proc. Amer. Math. Soc. 19 (1968),639-641. For 1 _< k _< 14, Mahowald ibid. shows that for m large large, n >_ 13 and j < 2n - 1, 7rj(SO(n)) ~ 7rj(SO(n + m)) @ 7rj+l(Vn+m,m).



~@2@2
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n



> 9



n (mod 8) 4



5



6
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k=l



oo@oo



2
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2 0, n = 7
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2 @2



2



4
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80202
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o002 n > 12



20202 n > 13



802



8



k=14



23 03 n>12



8• 2 n > 13



8 03 n>14



CO



For computation of 7 r ] + 1 (Vn+m,m) with m large: 1 < k < 14: C. Hoo and M. Mahowald, Bull. Amer. Math. Soc. 71 (1965), 661-667. 15 < k < 30, 2-torsion: M. Mahowald, Mere. Amer. Math. Soc. 72 (1967). (Not tabulated.) For odd torsion, recall that tOrSodd(Trj(SO(2n 0 1))) ----tOrsodd(Trj(Sp(n)) ) tOrSodd(Trj(SO(2n))) -- tOrSodd(Trj(SO(2n -- 1))) • See: B.Harris, Ann. of Math. 74 (1961),407-413.
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7rk(SO(n)),n < 9 azlcl 7rk(SU(3)) (= ,)



21



22



23



24



25



26



27



28



4 @ 22 O3 42 • 24 @32



4 • 22 033 42 @ 24 • 332



22



2 22



4 • 136503 4 -9 • 136520 32



23 • 3 26 @32



4 0 23



24



2 0105 22 • 1052



n=5



32 • 2



32 @ 22 @165



23



22



8• 2 @105



8@2 @15015



23



4023



n=6



1602



1604022 @ 165



8024 @3



8023 • 33



8023 • 105 @ 3



8 0 2 -`2 @ 15015 @ 3



4202 0 315



804022 @ 4095 @ 3



n=7



804 • 3



82024 • 10395



G025(a)



n=8



82 • 42 0 32



83 • 27 0 10395 @ 15



G 0 29 (1)



n=9



4 • 3



82 O 22 • 155925



G • 22 (1)



2 O3



22 O33



4• 2 03



4 O33



2e • 10503



22 • 1365032



4• 2 O31503



42 O2 • 4095 • 3



n=3 n=4



42 • 26



29



30



31



32



33



34



35



36



n=3



4 @ 23 O 32



4 • 23 032



24



23



4• 2 • 15



24 • 255



4 $ 22 O 3



23 O 32



n=4



42 • 26 • 34



42 • 26 • 34



2s



26



42 0 2 2 • 152



2s • 2552



42 0 2 4 @ 32



26OHO34



n=5



16 @ 23 • 315



16 @ 8 • 22 • 4095



25



8 @ 23



8 040 • 15



8• 4• 2 • 255



23



4025 O3



n=6



16024 031503



16082024 04095



804027 03



82026 ®3



8042025 O15



82025 025503



8@4023 01503



804026 O 255 O 32



402 4023 42022 42022 4 0 2 2 4®24 42022 O3 3 @32 O3 O3 • 15 O25503 O15032 (1; G is of order 4. References: For n=3,4, k < 23: H. Toda, Composition methods in the homotopy groups of spheres. 2-component, k=23: M. Mimura & H. Toda, J. Math Kyoto Univ. 3 (1963), 37-58. k=24,25: M. Mimura, J. Math. Kyoto Univ. 4 (1965), 301-326. k=26,27: M. Mimura, M. Mori &: N. Oda, Proc. Japan Acad. 50 (1974), 277-280. 28 < k < 31: N. Oda, Proc. Japan Aead. 53 (1977), 202-205. 32 < k < 36: N. Oda, Proc. Japan Acad. 53 (1977), 215-218. 3 < k < 36: E. Curtis &=M. Mahowald, preprint. odd component: H. Toda, J. Math. Kyoto Univ. 5 (1965), 87-142. For n=5,6,*, 3 < k < 23: M. Mimura &=H. Toda, J. Math. Kyoto Univ. 3 (1964), 217-250. M. Mimura ~z H. Toda, J. Math Kyoto Univ. 3 (1964), 251-273. 24 < k < 36: N. Oda, Fukuoka Univ. Sci. Reports 8 (1978), 77-89. odd component: H. Toda, J. Math. Kyoto Univ. 5 (1965), 87-142. H. Toda, J. Math, Kyoto Univ. 8 (1968); 101-130. S. Oka, J. Sci. Hiroshima Univ. 33 (1969), 161-195. For n=7,8,9, 3 < k < 23: M. Mimura, J. Math. Kyoto Univ. 6 (1967), 131-176.



4022 O 255 @ 33
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7r4n- l+k(U(2n)/Sp(n)) k=l



(2n)!/(n+l,2)



k=2



2



k--3



2 @ (n q- 1, 2)



k=4



(n, 24) @ (n + 1, 2)



k=5



(2n+2)!(n,24)(n+ 1,2)/48



k=6



2



References: For k = 1,2: B. Harris, Ann. of Math. 76 (1962), 295-305. B. Harris, Trans. Amer. Math Soc. 106 (1963), 174-184. For k = 3,4,5,6: M. Mimura, C.R. Acad. Sci. Paris 262 (1966), 20-21.



.~.+k(Sp(n)/V(n)) k--1



n!(n+2,4)/2 co@ (n+3,4)/2



k=2



(n,2)2(n+3,4)/2



k=3



ooe (n,4)/2 • 2 (n+1)!(n+3,4)/4



k=4



(n,8)(n,2)(n+3,8)/2 ® (n,4)(n+1,2)/2 • (n,3)



k=5



(n+2)[(n,24)(n,4)/96 ~@ (n+1,4)/2



k=6



( n + 4 , 8 ) ( n + l , 8 ) ( n + l , 2 ) / 2 • (n,2)(n+1,4)/2 • (n+1,3)



k=7



c~@ 2 (n+3)!(n+l,24)(n+1,4)/96



Reference: H. Kachi, J. Fac. Sci. Shinshu Univ. 13 (1978), 35-41.



n -- 0 (rood 2) n - 1 (mod 2)



n - 0 (mod 2) n = 1 (rood 2)



n --= 0 (rood 2) n - 1 (mod 2)



n _= 0 (rood 2) n ~ 1 (rood 2)



267



~2.-~+k(SO(2n)/U(n)) k--1



co G (n,4)/2 (n-1)!(n+3,4)/4



k=2



(n,2) G (n,4)/2



k=3



n!(n,4)(n+l,2)a/4 @ 2 G (n+I,4)/2



n - 0 (mod 2) n -- 1 (mod



c~



k=4



n -- 0 (rood 2) n -= 1 (rood 2)



2), n > 3 n=3



1,8)(n-3,4)/4 @ (n--1,3) 12



n=5



oc @ (n+2,4)/2 2 (n+l)!(n-l,24)(n+l,4)/96



k=6



(n,S)(n+2,4)(n+ 1,4)2 (n+ 1,2)/4



n > 2 n= 2 n = 0 (rood 2), n > 2 n=2 n -=- 1 (mod 2)



• (n,3) References: For k = 1,2,3: B. Harris, Trans. Amer. Math. Soc. 106 (1963), 174-184. For k = 3, n -- 2 (mod 4): H. Oshima, Osaka J. Math. 21 (1984), 473-475. For k = 4,5,6: H. Kachi, J. Fac. Sci. Shinshu Univ. 13 (1978),] 103-120. (With corrections by the author.)
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Reference: H. Kachi, J. Fac. Sci. Shinshu Univ. 13 (1978), 27-34. For correction of the ambiguity in these calculations: M. Mahowald, Proc. Amer. Math. Soc. 19 (1968), 639-641.
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R e m a r k s . The tables for the homotopy of SO(n) and SU(n)/SO(n) have a different format than the remaining tables. One reason is that we are in the metastable range for the homotopy of SO(n) where the odd torsion is of period 2 (see the remarks following the tables for SO(n)). In the other cases, the p-torsion, when periodic, has period depending on p. Moreover, there are often non-periodic aspects to the homotopy groups of the other spaces. In our preliminary version of these tables, we wrote the 2-torsion of the homotopy of SO(n) in the same format as for the other groups, but in a more restricted range. In extending the range, the formulae became unwieldy, so we resorted to the present format. On the other hand, for the homotopy of U(n), for example, there is odd periodicity and non-periodicity (the summands involving n]), and one would at least need tables for each prime separately if one were to try to use the format used for SO(n).



References M. Barratt and M. Mahowald, The metastable homotopy of O(n), Bull. Amer. Math Soc. 70 (1964), 758-760. A. Borel and F. Hirzebruch, Characteristic classes and homogeneous spaces II, Amer. J. Math. 81 (1959), 103-119. R. Bott, The stable homotopy of the classical groups, Ann. of Math. 70 (1959),313-337. R. Bott, A note on the Samelson product in the classical groups, Comment. Math. Helv. 34 (1960), 249-256. M. Crabb and K. Knapp, James numbers and the codegree of vector bundles I, II, (preprint). M. Crabb and K. Knapp, The Hurewicz map on stunted complex projective spaces, Amer. J. Math 110 (1988), 783-809. M. Crabb and K. Knapp, James numbers, Math. Ann. 282 (1988), 395-422. E. Curtis and M. Mahowaid, The unstable Adams spectral sequence for the 3-sphere, (preprlnt). Y. Hirashima and H. Oshima, A note on stable James numbers of projective spaces, Osaka J. Math. 13 (1976), 157-161. B. Harris, On the homotopy groups of the classical groups, Ann. of Math. 74 (1961),407413. B. Harris, Some calculations of homotopy group of symmetric spaces, Trans. Amer. Math. Soc. 106 (1963), 174-184. C. Hoo and M. Mahowald, Some homotopy groups of Stiefel manifolds, Bull. Amer. Math. Soc. 71 (1965), 661-667. H. Imanishi, Unstable homotopy groups of classical groups (odd primary components), J. Math. Kyoto Univ. 7 (1968), 221-243.
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AN EXAMPLE



OF A STABLE



SPLITTING:



THE CLASSIFYING SPACE OF THE 4-DIM UNIPOTENT GROUP 1 JOHN R. MARTINO



§0. Introduction. In a previous paper [MP] Stewart Priddy and the author described a method to determine a p-local stable decomposition of a finite group,



BG ~- X1 V X2 V ... V X~¢. An alternative method was described by David Benson and Mark Feshbach in [BF]. In this paper we apply our method to the classifying space of the unipotent group [/4, the subgroup of upper triangular matrices in GL4(F2). This is an extremely complicated classifying space and is a good illustration of the power of our technique. For a finite group G our method involves the ranks of certain matrices which depend only on the p-subgroups of G and on modular representation theory. Using these matrices we will show that BU4 has 88 indecomposable summands of 19 different stable homotopy types (see Section 6 for full details). This example is based on a question by John Maginnis. Splittings of BG are equivalent to idempotent decompositions of the identity in the ring of stable maps {BG, BG}. Such decompositions, which are usually difficult to obtain, can be partially studied via the ring homomorphism (1)



B : ip Out(G) ~ {BG, BG},



where Out(G) is the outer automorphism group of G. If P is a p-group, then {BP, BP} is isomorphic to the p-adic completion of the reduced double Burnside ring A(P, P) [May]. This was shown by Lewis, May, and McClure [LMM] using [C]. Nishida [N] defined the ideal Jp C_ {BP, BP} generated by maps of the form B P --~ BQ --. B P where Q ~< P. He then showed that (1) induced l p O u t ( P ) ~ {BP, BP}/Jp. If X is an indecomposable summand of BP, then it corresponds to a primitive idempotent e E {BP, BP} up to conjugacy. If e ~ Jp, then Nishida called X a dominant summand of BP. Mod Jp, e is a primitive idempotent of l p O u t ( P ) and thus corresponds to a simple FpOut(P) module Mx. The multiplicity of X in B P is equal to the dimension of M, over its endomorphism field. If e E Jp, then by a result of Nishida, 1Partially supported by the NSF
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X is also a surnmand of BQ for some proper subgroup Q ~< P. Thus inductively our problem reduces to considering a summand X of BQ which itself does not come from a proper subgroup of Q and determining its multiplicity in BP. Such an X is a dominant summand of BQ and corresponds to a simple R = FpOut(Q) module M = M , whose isomorphism class is determined by the homotopy type of X . It is this relationship between summand and module that we exploit in [MP]. This paper is organized as follows: Section 1 is a statement of the results in [MP]. In Section 2 we analyze the contribution of the unique maximal elementary abelian subgroup of rank four in U4. Section 3 deals with the other maximal elementary abelian subgroups. Section 4 completes the analysis of elementary abelian subgroups. Section 5 handles the non-abelian subgroups of U4, and Section 6 gives the complete solution. For the remainder of this paper all spectra are localized at the prime 2.



S e c t i o n 1: T h e m a t r i x A(Q, M). To state our result, let Split(Q) -- {q~: P~ -~ Q~,} be the conjugacy classes of split surjections q~ where Q , < P , < P and Q~ ~ Q (we assume chosen a fixed isomorphism). Here q~ is said to be conjugate to q~ if there is a commutative diagram



P~



Cu



,P~



qc,~



lq~



Q~



........, Q~ Cv



for some u, v E P , where c= is conjugation by x. Let W ~



= ~ q~c= mod JQ for x E z



N(Q~,, P#)/Pz where N(Q~, P#) = {x E P I Q~ < P~}. T h e n W~,Z is a well-defined element of R via the isomorphisms Qa ~ Q and m o d p reduction. Let n = ISplit(Q)l , then A(Q) = ( W ~ ) is an n x n matrix over R. Let k = End/t(M). Then viewed as a k-linear map of M '~, A(Q, M ) = ( W ~ ) • M a t m , ( k ) where m = dimk M.



T h e o r e m 1.1. Let P be a finite p-group. Let X be a dominant summaud of BQ, Q < P, with corresponding simple R = FpOut(Q) module M. Then the multiplicity of X in B P is rankkA(Q, M).



C o r o l l a r y 1.2. The complete stable splitting of B P is given by BP=Vrankk A( Q, M ) X ,



where the indecomposable summands X



= X M



range over isomorphism classes of simple



FpOut(Q) modules M and over isomorphism classes of subgroups Q < P. Theorem 1.1 can be stated for arbitrary finite groups but that is not needed here.
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Definition 1.3. /] Split(Q) = {id : Q , --* Q , } , then we say that Q is not a subretract of P, in which case the Q~ 's range over representatives of the conjugacy classes of subgroups of P isomorphic to Q.



H y p o t h e s i s 1.4. Let P be a finite p-group and Q a subgroup which is not a subretract. Furthermore, let X be a dominant summand of B Q with corresponding simple R = Fp0ut(Q) module M and k = EndR(M).



Corollary 1.5. Assume Hypothesis 1.4. Let Q1,..-, Qn be a complete set of conjugacyclass representatives of subgroups isomorphic to Q and Wi =



~



c~. Then the



multiplicity of X in B P is equal to ~ dimk(WiM). i----1



Definition 1.6. Under Hypothesis 1.4, we say the multiplicity of X in B P from Qi is dimk(WiM).



C o r o l l a r y 1.7. Assume Hypothesis 1. 4. Suppose there exists a normal p-subgroup N of Out(Q) such that O u t ( Q ) / N ,~ GL,(Fp) for some n. Let Wp(Q) = Np(Q)/Q, S t , be the Steinberg module of FpGLn(Fp), and X the corresponding Steinberg summand in BQ. If Q is self-centralizing and Wp(Q) and Wp(Q) n N = 1, then X is a summand of B P and the multiplicity in B P from Q is p(~)/]Wp(Q)[.



Definition 1.8. If P is an abelian p-group and e E FpOut(P) is a primitive idempotent, X ' the dominant summand of e B P and Y' another summand in eBP, then yi is linked to X ' in B P .



Proposition 1.9. Assume Hypothesis 1.4. Let Q be abelian and R < Q. If Y is a dominant summand in B R linked to X in B Q and M y the corresponding simple FpOut(R) module. Then the multiplicity of X in B P from Q is equal to the rank of the submatrix of A(R, M y ) where the (c~, fl)-entry is Wa~ : B R a



incl



tr



~BP ~



BQ



tr is the reduced transfer. All of the above results can be found in [MP].



Bqt~ )



B R z rood JR,



276 Section 2: T h e m a x i m a l e l e m e n t a r y a b e l i a n s u b g r o u p o f r a n k 4. We will refer to the element in U4 with ones on the diagonM, a one in the ( i , j ) position, and zeroes elsewhere as xij. Then the elements x13, x14, x2a, and x24 generate a unique maximal elementary abelian subgroup V = < x13, x14, x23, x24 > of rank four. In this section we will determine which dominant summands of B V are present in BU4 and how many copies of each. A regular partition A is a sequence [A1,...,Ak] such that Ai > Ai+l > 0. Each partition A describes a diagram with Ai nodes in the i th column, such a diagram is called a Young diagram. By [JK] we know that the simple modules of F2GL~(F2) correspond to Young diagrams with n nodes in the first column (i.e., At = n). We will call the simple module corresponding to the partition A, MA. Aim is the trivial module and M~,n-1 .....1 is the Steinberg module. The corresponding summand will be called Xx. Xn,n-1. . . . . 1 is the symmetric product spectrum L(n) = ~ - n S p 2 " S ° / S p 2 " - ' S ° [HK, MitP]. We begin our analysis with the Steinberg summand.



Proposition 2.1. There are 2(%2)-(2~)+~ = 2 .~_~.2+~. : copies of L(n 2) in BU2., and there are 2( "('2+1))-(:"+1)+"(n+1)+1 = 2



n4.~2nS--2n2--n~-2



2



copies of L(n(n + 1)) in BU2n+I. This follows immediately from Corollary 1.7 and also Corollary 1.5 in the second case. The +1 in the second expression of the proposition comes from the fact that there are two copies of (7/2) "('~+1) in U2,,+1. • Thus, there are 16 copies of X4a21 = L(4) in BUd. To determine the number of copies of Xx we need to calculate the dimension of the incl



image of W xij, then W



tr



: BV ~ B U 4 --* B V on MA. If we define c~j to be conjugation by = 1 -{-c12 + c34 % c12ca4. W e can find a copy of M A as a subquotient of



H*(BV; F2). By [CK,FS] we know in which dimension of H*(BV; F~) to find the first copy of MA. If a(n) denotes the number of ones in the dyadic expansion of n, then for I = ( i i , . . . , ik) define a(I) = a(il) + . - . + a(ik). For a mononomial m 6 H*(BV; F2), let I equal the sequence of exponents of m, then call a ( I ) the weight of m. By [FS] the mononomials which form a basis for the first occurrence of the subquotient MA have weight A2 + - ' - + Ak and are in dimension A2 + 2Aa + . . - + 2k-2Ak. Let H*(BV; F2) = F2[x, y, z, w]. M4 is the trivial module. M41 is 4-dimensional with basis x, y, z, w. 111/42 is 6-dimensional with basis xy, xz, xw, yz, yw, zw. M43 is 4-dimensional with basis xyz, xzw, xyw, yzw.
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M421 is 20-dimensional with basis x a y , . . . , zw 3, x 2 y z , . . . , yz2w with relations x y z 2 = x2yz + x y 2 z , . . . , y z w 2 = y2zw + yz2w.



M431 is 14-dimensional with basis x a y z , . . . , y z w 3 and x2yzw + xy2zw = xyz2w + x y z w 2, x2yzw + xyz2w = xy2zw + x y z w 2. Maa2 is 20-dimensional with basis x 3 y 2 z w , . . . , x y 2 z w 3 with relations x3yzw 2 = Xay2ZW + x a y z 2 w , . . . , xyz2w 3 ,-_--_x2yzw 3 + xy2zw 3. By applying W to each of these modules we get the following table



No. of copies A of XxinBU4 4 0 41 1 42 0 43 1 421 5 431 3 432 5 4321 16



Section 3: The other maximal elementary abelian subgroups. The other maximal elementary abelian subgroups are of rank three. They are ;T12~Z13~X14 ~ , ~ X12X34,X13X24,X14 ~, ~ X12~X14,X34 ~>, and < x12x13, x14, x24x34 >. The reader may easily verify this. The first three are normal and the last two are conjugate to each other. In this section we analyse the dominant summands of B l/23. As in the previous section we begin with the Steinberg summand X32I = L(3). By Corollary 1.7 each normal subgroup provides one copy of L(3) and the two conjugate subgroups provide an additional two copies. By Corollary 1.5 and Proposition 1.9 there are a total of 21 copies of L(3) since L(3) is linked to L(4) in B V . The simple modules of F2GL3(F2) are M321 the Steinberg module, Ma2 the standard module, M31 its dual, and M3 the trivial module. Applying the sum of the elements of the respective Weyl groups leads us to the conclusion that the maximal rank-three elementary abelian subgroups provide no additional copies X~2, X31, X3. Thus all of the copies in BU4 come from B V . As Xx is linked to X4,x we have 5 copies of Xa2, 3 copies of X31, and 1 copy of X3 in BU4. By comparing Poinear~ series we can easily conclude that X z = B J1 (J1 is the first Janko group).



Section 4: T h e n o n - m a x i m a l elementary abelian subgroups. There are only three more indecomposable summand types which are dominant in classifying spaces of elementary abelian subgroups, namely X21 = L(2), )(2 = BA4, and X1 = L(1) = Rp °° = B l / 2 .
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To complete our analysis of their s u m m a n d s we use the cohomology of BU4 as a short cut [ M a g , T Y ] .



H*(BUa; F2) = F2[Xl, x2, x3, a l , a2, d, D, T]/,'~ where ,~ are XlX 2 =



Xl d = xad



X 2 X 3 = O:



XlD = xaD = x~d,



=



X l O / 2 ~--- x 3 0 t l



d 2 = x2D + x2d + ala2 ,



and



D 2 = x ~ T + x2dD + ( a l + a 2 + XlXa)d2. Also, Ixil = 1, IcUI = 2, Id[ = 2, IDI = 3, IT[ --- 4; and



Sqlc*l = (xl + x2)cq, Sqla2 = (x2 + x3)a2, Sqld = D Sq2D = x2T + (x.~ + d + al + a2)D + x2(al + a2)d + x~a2 SqlT = 0, Sq2T = (x~ + x~ + al + as + d)T T h e Z / 2 ' s generated by < x12 >, < x23 >, and < x34 > are clearly retracts and form independent rows in A ( I / 2 , 1), so there are at least three copies of B l / 2 in BU4, b u t H 1(BUa) is three--dimensional so there are only three copies. T h e l / 2 × Z/2 generated by < x12,X3a > is also a retract of U4, and since B Z/2 × l / 2 = BA4 V 2 L(2) V 2B l / 2 [ H K , M i t P ] , we have at least one copy of BA4 and two copies of L(2) in BU4. In the next section we will show t h a t there is only one copy of BA4 in BU4. We know by linkage (Proposition 1.9) that there are at least 5 copies of L(2) in BU4 since there are 5 copies of Xa21. Since < x12, x34 > g V the 2 L(2)'s from < x12,x34 > are independent of the 5 from V. So we have at least 7 L(2)'s. We now want to find 3 additional copies of L(2) in BU4. First let E = < xlj I i = 1 or j = 4 > , then < x12,x13 > and < x24,xa4 > are b o t h retracts of E . Let il, i2 be the inclusions and r l , r2 be the retractions of the two subgroups. Since rk o it = 0, if k # l we have found another two copies of L(2). These two copies of l / 2 × Z/2 are not contained in either V or < x12,x34 >. Thus the two new L(2)'s are independent of the 7 previous ones. Let F1 = < x / j l i = 1 or 2 > and T =< xlax24,x14 >. Take r : F1 ~ ( l / 2 ) 2 to be the retraction with kernel < xii [ i = 1 or 2, i < j < 3 >. T h e m a p



BT



Bi



~ BU4



tr ~



Br



BF1



, B(Z/2) 2



gives rise to an L(2). This L(2) is clearly independent of all the the ones from V. But



BT



Bi



L(2)'s except



possibly



tr



~ BU4 --~ B V



is zero rood 2. Thus we have found a total of 10 copies of L(2) in BU4. Direct inspection of H4(BU4) shows t h a t there are only 10 Steenrod-primitive, independent elements with a nonzero Sq a. Hence there are only 10 copies of L(2) in BU4.
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Section 5: The non-abelian s u b g r o u p s . In this section we deal with the non-abelian subgroups. We introduce three copies of the dihedral group Ds, namely D1 = < x12,x23 >, D2 = < x23, xs4 >, and D3 = < x12xs4, x23 >. And consider the three maps



Q1 : BU4 --~ BDs the quotient by < x14, x24, xs4 > Q2 : BU4 -* BDs the quotient by < x12, x13,x14 > tr Ba) Q3 : BUa ---* BF1 BDs with F1 as in Section 4 and p is the quotient by X13, X23



Considering the inclusions of D1, D2, D3 and the maps Q1, Q2, Qs yields the submatrix



0 10



of A(Ds, 1), which is of rank three. So there are at least three copies
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of BA6, the dominant summand of BD8 corresponding to the trivial module. Inspecting H~(BU4; F2) one finds that the three copies of BAs exhaust the available space. Thcrefore, there is only one copy of BA4 and only three copies of BA6. The indecomposable summand B Z/4 is not a summand since we have exhausted HI(BU4; F2). I f / ~ is a subretract of U4, then R x Z/2 is a subgroup of U4; therefore, we have examined every subretract of U4. The subgroups of U4 can be determined from [HS]. We can now evoke the following:



Proposition 5.1. [M]. If P is a p-group and Q < P which i8 not a ,ubretract, then the dominant 8ummand of B Q corresponding to the trivial module is not a ~ummand of BP. Thus we need only consider those subgroups whose outer automorphism group have non-trivial simple modules. Those which we have not considered are: (Zt2) 2 f z 1 2 ,



DsoDs,



DsoZt4,



Q8-



For BQs (split in [MitP]) and BDs o l / 4 (split in [FP, M]) the non-trivial-module dominant summands are 0- and 1-connected respectively; hence they are not summands. There is only one copy of Ds 0 D8 in U4, called E in Section 4. BDs o Ds (split in [FP]) has two non-trivial-module dominant summands which we call X ( B D s o Ds) and eT(A4) each with multiplicity four. Applying the sum of the elements in the Weyl group for E to the corresponding simple modules we find two copies of each summand in BU4. There are three copies of l/22 f l / 2 in U4, namely F1, F2 = < xij [ j = 3 or 4 >, and F3 = < x12x34, V >. Aut(Z/22 f / 2 ) is an extension of ~ 3 by a 2-group so there are two simple modules, the trivial module and a two-dimensional Steinberg module. By Corollaries 1.5 and 1.7 we have three copies of the Steinberg sulnmand St(Z/22 f Z/2) in BU4.
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S e c t i o n 6: The stable splitting of BU4..



In this section we give a complete splitting of BU4. By [Mag] Out(U4) = ~3 × Z/2 so F2Out(U4) has two simple modules: the trivial module and a two-dimensional Steinberg module. So there are two types of dominant summands: Triv(BU4) and St(BU4), with multiplicity one and two respectively. Thus,



Theorem



6.1.



BU4 ~ Triv(BU4) V 2St(BU4) V 3St(B Z/22 f Z/2) Y 2eT(A4) V 2X(BDs o Ds) V 16L(4) V 21L(3) V 10L(2) V 3B Z/2 V 5X432 V 5X32 V BA4 V 3X431 V 3X31 V 5X421 V X43 V B J1 V X41 V 3BAe, where Triv(BU4) and St(BU4) are the dominant summands of BU4, St(B Z/22 f Z/2) is the Steinberg summand orb Z/22 f-1/2, eT(A4) and X(BDs oDs) are the dominant summan& of BDs o D8, L(n) is the Steinberg summand of B Z/2 n, Xx is the dominant summand of B Z/2 ~1, corresponding to the Young diagram with partition )~ (see Section ~).
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ON T H E H O M O T O P Y U N I Q U E N E S S OF B U ( 2 ) AT T H E P R I M E 2 JAMES E. MCCLURE AND LARRY SMITH



Abstract The purpose of this note is to prove that a two complete space with the same mod 2 cohomology as BU(2) is homotopy equivalent to the 2--adic completion of BU(2).



This note is an addendum to [2] and a point of depart for [4]. We prove the following result: THEOREM : Let X be a 2-complete space such that H * ( X ; Z/2) -~ H*(BU(2); Z/Z) as Mgebras over the rood 2 Steenrod algebra A*(2). Then X is homotopy equivalent to



BU(2)~. REMARK : Let det : U(2) .... ,~S1 be the determinant map and U(2) a-*SO(3) the map induced by dividing U(2) by its center. It is routine to verify that there is a pullback diagram BU(2) q, BSO(3) I det ~ J. CiP(oo) > K ( Z / 2 , 2) along the two non-trivial homotopy classes BSO(3)



>K(Z/2, 2)



elP(oo)



,K(Z/2, 2).



and This is the basic idea for the proof that follows. PROOF : Choose an isomorphism



H*(X, 7/2) = H*(BU(2); Z/2) ~ P[cx, c2] as algebras over A*(2). Form the fibration F



....



~x c >cP(oo)~
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where c classifies cl. An Eilenberg-Moore spectral sequence argument [5] shows that H*(F; Z/2) ---- H*(]HIP(oo); Z/2) as algebras over A*(2). Since Z and C]P(oo)~ are 2-complete it follows [1] that F is also. Therefore by [2] F is homotopy equivalent to The fibration



BS! - - - * X - ~ C W ( ~ ) ;



has a classifying map



,BHE(BS~)



0 : ¢]P(oo)~ by Stasheff's theorem [6], where



BS~ with itself. 2



HE(BS~) is the



monoid of homotopy equivalences of



By a theorem of Mislin [3] we have



dEF



where F < l~ is the subgroup of units in the 2 - a d i c integers l*.2 Since HE(BS~) is a loop space any two of its components are homotopy equivalent. Mislin [3] shows that



SHE(BS!) := map(BS!,BS!),d ~- K ( Z / 2 , 1). Let zr0:



HE(BS!) ~.F



denote the homomorphism induced by taking path components. Then we have an exact sequence SHE(B~) *HE(BS~) ,F and hence a fibration



K(Z/2, 2)---.BHE(S~)



,BF



Consider the classifying map fl again. We have the diagram K(Z/2, 2)



¢1P(oo),~ ~-~ BHE(S~) Br where the lower diagonal map is null-homotopic because H 1(¢lp(~);;r) = O. Therefore we receive a lift ~ and hence a fibre square X



ClP(~);



t



E



~, Ii(Z/2, 2)



where E is the total space of the pullback of the universal bundle with fibre IHIP(c~)~ from BHE(BS!) along T. There are only 2 possible choices for t~ up to homotopy : namely ~ ,-, 0 and ~ 7~ 0. The choice ~ ~, 0 does not lead to the correct cohomology for X as an algebra over A*(2). Therefore ~ 7~ 0 independent of which X we started with and so X is determined up to homotopy type by its mod 2-cohomology. [ ]
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ON INFINITE DIMENSIONAL SPACES THAT ARE RATIONALLY EQUIVALENT T O A B O U Q U E T OF S P H E R E S C.A. MCGIBBON AND J . M . MOLLER*



Introduction



Let X be a space of the sort mentioned in the title. Suppose that Y is another space whose Postnikov approximations, Y(~), are homotopy equivalent to those of X for each integer n, but not necessarily in any coherent manner. Does it follow that X and Y are homotopy equivalent? This is the problem. In this paper we obtain a fairly general solution to it and we also study some specific examples. To describe our results, we first recall Wilkerson's definition of S N T ( X ) as the set of all homotopy types [Y] such that Y(~) ~- X (~) for all integers n,[4]. This is a pointed set with basepoint * = [X]. Our main result is the following. T h e o r e m 1. Let X be a 1-connected space with finite type over some subring of the rationals. Assume that X has the rational homotopy type of a bouquet of spheres. Then the following three conditions are equivalent: (i) S N T ( X ) = *.



fv--~f(n)



(ii) the map A u t X - -



~ A u t X (~) has a finite cokernel for each n.



f~-+f#



(iii) the map A u t X - , Aut(~ 1 or the localization of this space at some nonempty set of primes P. Then S N T ( X ) and S N T ( ~ 2 X ) are both trivial but S N T ( E X ) is not. [] The next example is not as artificial as it first appears. In it, X could be ~ K where K is a finite complex, or ~ P where P is a finite product of spheres, or an infinite product of finite complexes whose connectivity increases with c~. E x a m p l e E. Let X be a connected space with finite type over some subring of the rationals and assume that ~ X ~ V~ I{~ where each I(~ is finite dimensional. Then



SNT(EX)



= ,. [:3



All of these examples will be verified after we prove the theorem and its corollary. We end this section with an open question. The reader may have noticed that K ( Z , 2n)'s were not mentioned in Example B. The omission was deliberate. We have yet to settle the first interesting case! Question.



Is S N T ( E C P °°) = * or not ?



Proofs We will first outline the proof of the theorem using the following three lemmas. Let X denote a space that satisfies the hypothesis of the theorem. L e m m a 1. The homomorphism AutX('O --f~/# ~ Aut(Tr_ 1. Furthermore, if H~+I(X, Q) = 0 , this map also has a finite kernel. [] L e m m a 3. Let G1 ~ G2 ~ G3 ~ .-- be a tower of countable groups in which each m a p G , ~ G , + I has a finite cokernel. Then li__mlG, = * if and only if the canonical map li_mG~ ~ Gk has a finite cokernel for each k. Furthermore, if li.__mlG, # * , then it is uncountably large. [] The first lemma implies the equivalence of parts (ii) and (iii) of the theorem. To see this,
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combine Lemma 1 with the following commutative diagram.



AutX



.....



,



A u t X (n)



Aut(~ t. In the commutative diagram, AutX A u t X (m)



-



,



Aut(Tr b Then, in the diagram, AutX A u t X (~)



,



A u t X (m)



)



A u t X (b)



the vertical m a p in the middle has a finite cokernel. By L e m m a 2, both horizontal maps have finite cokernels and, since a > m > t , the first one has a finite kernel as well. It then follows that the two slanted maps out of A u t X have finite cokernels too. Therefore, by part (ii) of the theorem we conclude that S N T ( X ) = *. D The Examples E x a m p l e A.



In dimensions g 2n q- 1, we note that Z(p) i f i 7fiX =



0



=2or2n+1 otherwise



and when n > 1, all ordinary Whitehead products in this range are zero. Thus A u t ( T r s 2 n + l X ) .~ LI x U
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where/A denotes the group of multiplicative units in Z(v). Let Z denote the image of Aut(X) in this group. A simple calculation shows that Z = {(u,u "+') I u • U). This subgroup has infinite index in U × U . One way to see this is to consider the element (1,p + 1). It is in L~×U but no nonzero power of it is in 2". Thus the cokernel is infinite as claimed. Q E x a m p l e B. Let Y denote the localization of EkX at a set of primes P. Then Y has the rational homotopy type of a sphere of dimension d = k + 2n + 1 . By the corollary it is enough to consider



Aut(Y)



+ Aut(TrdY) ~ Id.



H e r e / 4 denotes the group of multiplicative units in Zp. Since localization commutes with suspension, it is easy to see that Y has enough self-maps for this composition to be epimorphic. The result follows. [] E x a m p l e C. Let Y = EkX localized at a nonempty set of primes P. To apply our theorem we need k _> 1 if n is even, but k could be zero if n is odd. It then suffices to show that the map Aut(r) ~ Aut(~r=+kY) ~, GL(2, Zp) does not have a finite cokernel. Use the wedge decomposition of Y to obtain a basis for 7r,~+kY and hence to realize the isomorphism above. Given f • Aut(Y), consider the composition E k K ( Z , n ) 41~y f ~ y ~ S,,+k where all spaces are localized at P. Zabrodsky [6], Theorem D, proves that this composition must he a phantom map as long as P is nonempty. This means that f is sent to a matrix in GL(2, Zp) whose lower left entry is zero. Since the subgroup of upper triangular matrices has infinite index in GL(2, Zp), the result follows. [] E x a m p l e D. Notice that X has the rational homotopy type of S 2" V S ", where n is odd. By the corollary we can restrict our attention to dimensions _< 2n. In this range, the Hurewicz homomorphism is an isomorphism mod torsion. So consider the composition



Aut(X)



, Aut(~r 1 and P is nonempty. Thus the cokernel of A u t ( E X ) --* Aut(~r 1, and choose V to be a finite sub-bouquet of the K~'s such that the pair (EX, V) is (n+l)-connected. Now consider the commutative diagram



Aut(EX) f~fvlT Aut(V)



, Aut(EX)('O 1"~ ~ AutV('O



The bottom map has a finite cokernel since V is finite-dimensional and satisfies the hypothesis of the theorem. The cokernel of the top map must likewise be finite. Since n was arbitrary, the result follows. D
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COHOMOLOGICALLY AND



CENTRAL



FUSION



IN



ELEMENTS



GROUPS



GUIDO MISLIN



Introduction. Let G be a compact Lie group with center ZG. For p a prime we put ,za



= {x e Z a l z " = 1},



the maximal elementary abelian p-subgroup of Z G. The cohomology algebra H* (BG; Fp) is an unstable algebra over Ap, the mod-p Steenrod algebra. For an arbitrary unstable Ap-algebra R the Dwyer-Wilkerson center ZR of R is defined by



ZR := { f : R ~ H*(BZ/p; F , ) I TI : R --* TIR an isomorphism}. Here, T! denotes the relative version of Lannes' T-functor, which is defined by TfR = T R @TOR [:::p,where Izp is considered as a module over the degree zero component T°R of TR via the adjoint TR --+ Fp of f : /~ ---, H*(BZ/p; Fp). It is shown in [DW] that ZR has a natural abelian group structure. There is an obvious group homomorphism



: vZG --* ZH*(BG; Fp) which arises as follows. Let x be in pZG, with associated map ¢(x) : l/p ~ G and f = (Be(x))* : H*(BG; Fp) --* H*(BZ/p; Fp). Such an f lies in ZH*(BG; Fp), because T I corresponds to the map induced by the inclusion of the centralizer CG(x) in G, which is an isomorphism; one then defines ~(z) := f . It is clear that ~ is injective, because from basic properties of the T-functor [L] one knows that for any compact Lie group, ~?(x) = ~(y) implies that x and y are conjugate in G, thus equal, since they are central. However, in general ~0 will not be surjective (for instance the inclusion of an element of order two in the symmetric group $3 corresponds to a non trivial element in ZH*(BSa; F2), but the center of $3 is trivial). Note also that pZG injects into pZ(G/H), if H < G is a normal p'-group (a torsion group all of whose elements axe of order prime to p) and, if G is finite, one has H*(BG; Fp) = H*(BG/H; Fp) for such an H. It is therefore natural to consider the quotient G/Of(G), where Of(G) denotes the largest normal f - s u b g r o u p of G. Note that O f (G) may be an infinite group and it is totally disconnected in the Lie group G. Of course, one can still define pZ(G/Of(G)) as before, although G/Of(G) may fail to be a Lie group (e.g. consider the case of G = $1). We wiU see that, however, one has for an arbitrary compact Lie group G a
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well defined m a p p Z ( G / O f ( G ) ) -+ H*(BG; Fp), and we denote this m a p by qo. Our main theorem can then be expressed as follows. T h e o r e m 1. Let G be a compact (not necessarily connected) Lie group and p a fixed prime. Then the canonical map



~ : pZ(G/Op,(G)) -* ZH*(BG;Fp) is an isomorphism of abelian groups. As we will see in the course of the proof of this theorem, for an element x in pZ(G/O~(G)) any counter image ~ in G will have the p r o p e r t y t h a t the inclusion Ca(~p) --} G is a mod-p homology isomorphism on the classifying space level, where f:p denotes the p-part of the torsion element £,. Obviously, ~p satisfies (~:p)P = 1, and we will show t h a t ~p depends up to conjugation in G only on its projection x in G / O f ( G ) ; it seems natural to call ~p a "p-cohomologically central element of G". Conversely, an element y in G satisfying yP = 1 and such that Ca(y) -* G induces a mod-p cohomology isomorphism on the classifying space level, will necessarily be of the form ~p for some x in pZ(G/O~(G), as we will see. Our T h e o r e m 1 can therefore be rephrased as follows. T h e o r e m 2. Let G be a compact Lie group and p a prime. Then there is a natural bijection between the set of conjugacy classes of p-cohomologically central elements y in G satisfying yP = 1, and the group pZ(V/O;(G)). It seems natural to widen the scope a little bit and to consider subsets rather than elements of G, which are cohomologically central in the following sense.



De~nition: Let G be a (topological) group and S an arbitrary subset of G. We call S p-cohomologically central in G, if the inclusion of (topological) groups Ca(S) --* G induces an isomorphism in mod-p cohomology on the level of classifying spaces. We will mainly be interested in the case where G is a compact Lie group. In that case, CG(S) will be a closed subgroup of G, thus a compact Lie group too; note also t h a t Ca(S) = Ca(S(a)) for a suitable finite subset S(a) of S. This can be seen as follows. Obviously, Ca(S) is the intersection of groups CG(S(I~)) where S(fl) runs over the finite subsets of S, and each C a ( S ( f l ) ) is compact. But the compact subgroups in a compact Lie group satisfy the descending chain condition, and the result follows easily. In Section 1, we will discuss fusion from a cohomological point of view and prove T h e o r e m s 1 and 2. In Section 2, we discuss two applications, one dealing with finite p-groups of exponent p, and one concerning the cohomology of finite solvable groups.



1) Fusion. We recall first the classical notion of fusion in the setting of finite groups. Let G be a finite group, p a prime and P < G a Sylow p-subgroup. One says t h a t a subgroup H < G containing P controls the p-fusion in G if for any subgroup 7r of P and any element g in G such t h a t 7rg = g-lrcg < p one has g = ch for some c in Ca(n) and h in H . For instance, if P is abelian then by a classical theorem of Burnside, the normalizer
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N a ( P ) controls p-fusion in G. Note also that if H < G controls the p-fusion in G, then G and H have the same mod-p cohomology as one deduces immediately from the description of the mod-p cohomology by means of stable elements in the cohomology of P. To generalize the notion of fusion to arbitrary groups, we proceed as follows. For G any group and p a prime, the Frobenius category Frobp(G) is defined as category with objects the finite p-subgroups of G, and morphisms the group homomorphisms of the form in(g) : x ~-* g - l x g , for some g in G. Detlnition ([MT]): Let G be an arbitrary group, H a subgroup, and p a prime. Then H controls finite p-fusion in G, if the inclusion H ~ G induces an equivalence of Frobenius categories Frobp(H) --* Frobp(G). Fusion is tightly linked to cohomology by the following theorem. F u s i o n - T h e o r e m ([M]). Let f : H -+ G be a morphism of compact Lie groups, and p a prime. Then the following are equivalent: (i) (B f)* : tt*(BG; Fp) -* H * ( B H ; Fp) is an isomorphism (ii) f induces an equivalence of categories Frobp(H) ~ Frobp(G). T h e basic ingredient of the proof of Theorem 1 is the following theorem, which links fusion with the internal structure of a group. Z * - T h e o r e m ( [ M T ] ) . Let G be a compact Lie group and p a prime. Let A < G be a p-subgroup (not necessarily finite), or a p-total subgroup. If C a ( A ) controls finite p-fusion in G, then G = C c ( A ) O w ( G ) = Ca(A)[A, G]



and the commutator group [A, G] is a (normal) finite p'-subgroup of G. Remark: The reader who is primarily interested in the case of finite groups, should consult [B] for a reduction of the Z*-theorem for finite groups to the case of finite simple groups. The Z*-theorem for finite simple groups can then be checked case by case. Unfortunately, no proof of the Z*-theorem not using the classification is known for finite groups and p an odd prime. However, for the applications offered in Section 2 , one only needs the Z*-theorem for finite solvable groups. In that case, the methode of reduction as described in [B] provides a complete proof, since for finite solvable simple groups (i.e. finite cyclic groups of prime order) the statement is trivial. In [MT], the Z*-theorem for compact Lie groups is proved by reducing it to the case of finite groups; no new proof is offered in the case of finite groups. Proof of Theorem 1: We define T : , Z ( G / O w ( G ) ) --+ ZH*(BG;F,) as indicated above. For x E ,z(a/o,,(a)) we choose y E G satisfying yP = t, and y over x. Then [y,G] < Ow(G), and [y,G] is finite, since [y,G °] = {1} (it is connected and totally disconnected). Thus G -* G/[y, G] is a morphism of compact Lie groups, which induces a mod-p cohomology isomorphism on the level of classifying spaces. Since ~ E G/[y, al is
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central, it follows by the naturality of Lannes' T-functor that y 6 G is p-cohomologically central in G (that is, Cc({y}) ~ G is a mod-p cohomology isomorphism); we then put ~(x) = f ( y ) : H*(BG; Fr) --* H*(BZ/p; Fp), where f(y) is the map induced by the map 7/p ---, (y) ---. G, (y corresponding to the residue class of 1 in Z/p). To see that qp(x) is well defined, let z denote another element in G over x satisfying z p = 1. Then z will also be imcohomologically central in G and both, y and z, map to central elements in G/([y, G]. [z, G]). We claim that y and z are conjugate in G, and therefore f(y) = f(z). Namely, by construction, y and z are both in the torsion group (y, Op,(G)) < G and, from the short exact sequence



o,,(a)



K(zr,n)



where for the basepoint * E S i we have: (*)



VxEX.



ff(*,x)=f(x)



The homotopy class of ¢ is completely determined by ~. The homotopy class of • in turn corresponds to a cohomology class ~*(~n) E H*(S i X X; 7r). By the Kiinneth theorem Hn(S i x X; re) = Hn-i(X; 7r) G H"(X; rr) so ~5"(~,) = u(¢) + v ( ¢ ) , u(¢) E Hn-i(X; rr) and v(¢) E Hn(X;rc). By (*) it follows v(¢) = f*(~n) for all ¢. Unravelling the definitions shows that the correspondence



u : ~ri(map(X, K(~r, n))f, f)---~g'~-i(x; 7r) : ¢ ~ u(¢) is an isomorphism of abelian groups, yielding the result.



[]



We come next to Thorn's second result. We suppose that ~r:Y



,B



f :X



......~Y



is a Serre fibration and a fixed map. Then



p: map(X, Y)f---*map(X, B)~,f where p = map(X, - ) is also a fibration. W h a t is the fibre? The fibre over 7r • f is the space of lifts g in the diagram Y X



~'$'



B



with the property that g E map(X, Y)I. To analyze this situation we convert such a lift to a cross-section by forming the pullback of Y ~ B along f , giving the commutative diagram E ---~z Y



X



"'~



B.
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It is elementary to show that the liftings g are in bijective correspondence with the cross-sections s. Next supose that the pullback fibration E 1 '~ X is trivial. Let F be the fibre of ~r, and hence also of q. Choosing a trivialization



E



) XxF



one sees that the sections of q : E $~ X are in bijective correspondence with a union of components of map(X, F). When will the pullback fibration be trivial? Suppose for example t h a t the original fibration ~r : Y-----*B is in fact a principal G-bundle for a topological group G. Then E ~ X is also a principal G-bundle. The lift f of ~r • f corrsponds to a section of E ~ X , which therefore is trivial, and hence we arrive at a form of Thorn's second theorem. T H E O R E M 1.2 (R. Thom):



t~bration with group G, and f : X



Let X be a connected space, Tr : Y ~Y a fixed map. Then



)B a principal



map(X, Y ) f p ,map(X, B)~. l is a principal fibration, with fibre a union of components of map(X, G).



[]



2. A n a l y s i s o f S H E ( G / T ) . Let G be a compact connected Lie group and T ~ G a m a x i m a l torus. We denote by S H E ( G / T ) the component of the identity in map(G/T, G/T). Let



G



,G/T ,I~BT



be the usual principal bundle. Then by (1.2) T h o m ' s second theorem



map(G/T, G)c



)S H E( G / T )



)map( G /T, BT), 7



is a fibration, where c : G/T----~G is the constant map. The space B T is an EilenbergMacLane space of type K ( ~ r Z, 2) where r is the rank of T. Therefore by Thorn's first theorem (1.1) we get a homotopy equivalence



map(G/T, B T ) , -~ K(H°(G/T; H2(BT; Z), 2)) = B T (since HI((G/T;Z) = 0 ). In particular map(G/T, BT)~ is simply connected. This in turn implies from the homotopy exact sequence of the fibration that the fibre is connected. Since G is a topological group and since G / T is finite we have



(map(G/T, G)c)O = map(G/T, GO)c where - Q denotes the Bousfield-Kan localization. By a theorem of H. Hopf GQ = × K ( Q , ml)
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with r = rank(T) factors in the product, where the integers example from H*(BG; Q) = Q [ p , , . . . , pr] where deg(pi) = 2di = mi + 1. Since



H°dd(G/T;Q)



g : G/T



mi



are determined for



= 0 any map



,GQ



is null homotopic, so map(G/T, GQ) is connected. We may again apply (1.1) Thorn's first theorem to conclude x



×



map(G/T, GQ) = 1 < i < r 1 < k < di K(H2d'-2k(G/T; Q)' 2k - 1). To summarize we have: P R O P O S I T I O N 2.t: Let G be a compact connected Lie group and T'--~G a max/raM



torus. Then there is a principal ~qbration (*) map(G/T, GQ) = l 1. By hypothesis G is simply connected so ),. will be monic in rational h o m o t o p y if X. is. But clearly e • X = 1 so X* is in fact split monic integrally. []



For a compact connected Lie group G with maximal torus T~-*G, the m a p



A: G - ~ S H E ( G / T ) m a y fall to be a monomorphism, because one has A(z) = id for elements z that satisfy



g-lzg E T



Vg E G



But this says



zE NgTg-l= gEG



N



T'



T' __~ ~ ¢(x,x') = 0 • If n is odd, then ¢ is the sum of a non-degenerate form on both the odd and the even part I°dd(X) and I . . . . ( X ) . • If n is even, then ¢ is trivial when restricted to both Pad(X) and I*'~"(X), and it pairs I°da(X) with I~'~"(X).
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Proof." 1. If H°(X) C I(X), then H*(XT) is a Q[el-torsion module, which in view of (1.13) contradicts to F 7t 0. Let j : F ~ X and jT : FT '--* XT denote inclusion maps, and consider the diagram k*



• ..---* H*(XT, FT) "2~ H'(XT) p*. p'x i* • ..--~ H ' ( X , F ) --~ H*(X)



J~H'(FT)'~H'(F)[e]--*... -+...



The ideal I ( X ) is equal to p*x(Tor(H*(Xr))) = p*x(k~r(H*(XT, Fw))), since, by (1.13), H*(XT, FT) has to be a Q[e]-torsion module. Hence it has to have finite dimension n - 1, (compare [12], §2 and 4), which proves the second half of (1). . By (1.14), dimR(X) = ½(x.+ f ) > ½x = ½dimH*(X) for F ¢ O. Hence, the restriction of to the subring R(X) cannot be trivial, whence the cohomology fundamental class [X] E R(X). . By definition, I ( X ) . R(X) C I(X), and (1) implies: < I(X), R(X) > = 0, so that factors over a bilinear form 0 on R ( X ) / I ( X ) . From (1.14), we conclude that R ( X ) = I ( X ) ± and hence, that 0 is non-degenerate. On the other hand, there is a decomposition H*(X) = ](X)®](X) ±, where i ( X ) is a split inner product space with I ( X ) as a maximal self-orthogonal subspace, such that I ( X ) ± C R(X), and such that 1 -](X) ± is isomorphic to 04. Define ¢ : I ( X ) ~ I(X)* by completing the diagram



H'(X)/R(X)



=



H'(X)/R(X)



St x(x)



l --¢



-,



x(x)*



where denotes the restriction of the Poincar@-duality form, and i is the isomorphism from (1.3.3). The properties of ¢ follow immediately from those of t and . o Relations between the Poincar~ duality forms on X and on the fixed point set X T = F = I-[i=1 k Fi consisting of k connected components have been exhibited by Bredon[6], Chang and Skjelbred[8] and Wu-Yi Hsiang[10]. The main result is, that all the components of F have to be Poincar@ complexes, too, and was established by Bredon in the "noncohomologous to zero'-situation by an algebraic proof, whereas the proof of Chang and Skjelbred in the general case uses approximations of classifying spaces by manifolds. In fact, it is easy to check that Bredon's original proof can be copied almost word for word in the general case using NTH*(XT) as a deformation from R ( X ) / I ( X ) to H*(F), cf. (1.t3) together with (2.1.3). The essential step is to show that [Fi] ~ jT.I(R(X)/I(X) 1, the condition a[a + n] > n is not the characteristic condition for tl 1 ..-t~" E I m .A+(a---- ~ hi). i=l



So we ask the following Problem.



W h a t is the characteristic condition for hit elements in the case n > 1?



Next we turn to the conditions which are expressed by function a(m). Here the situation is the same as above. T h a t is the Peterson Conjecture is not valid again. For example, n = 1 , f = ~2P2-1 °1 • But we have the following Theorem



Suppose x = t~ 1 . . . t a" C Sp is a monomial of degree Ix] = ~ hi.



2.



i=1



Let ai = Pqi-t-ri,O < _ ri < p,i = 1 , . . . ,n. Suppose a( ~ where a o ( x ) =



~ C~o(ai)= ~ ri. Then x is hit. i=1



i=l



p



( p - 1) + s 0 ( x ) ) > s 0 ( x ) ,
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This theorem is an analogue of Wood's theorem in the odd prime ease. T h e proof is also similar. Of course, instead of u 2" , 0



x(Sqi)u =



if i = 2 m _ l for some m _> 0, otherwise,



where X is the canonical antiautomorphism of the Steenrod algebra, we have to use the following formula x(pi)t = { t p'*, if i = ~,(m), 0, otherwise, where 7 ( m ) = rp' ---I1



"



It is not difficult to prove Proposition



~(6(p - 1) + e) < e if and only if 6 can be written in the form



3.



6 = ~ 7(hi) for appropriate ni >_ O. i=1



We say "6 is e-sharp" if 6 =



~



")'(hi)



for appropriate



ni



>~



0 and the sequence



i=1



{nl,"" , ne} a "representation of 6 as an e-sharp". So we ask: For the monomial x, if I~I-~°(=) is c~0(x)-sharp, when x is hit? p D e f i n i t i o n 4.



T h e sequence { m l , - . - , rn,} is called the minimal representation of



6 as a e-sharp if, in addition to 6 = ~ 7(rni) we have i=1



m 1 = ="



...



= rail



"" = m i l + . . . + i ~



> mQ+l >



=



...



mil+...+ik+l



= =



mil+i • "



2 >



...



me



=



=



> mil+...+ik_t+l 0,



where m a x { i l --. ,ik-1} < p, ik < p. Note t h a t the minimal representation is "unique". If x E Sp is a monomial, say x = t~ 1 - . - t ~ " , define ai(x) to be the integer a i ( x ) =



oti(aj),i > O. j=l



L e m m a 5. Let 6 be e-sharp with minimal representation {ml," " ,me}. Let { q l , " " ,qe} also be a representation of 6 as an e-sharp, ordered so t h a t ql -> q2 -> "'" > q,. Let qio be the smallest of the numbers {qi} for which qi 7£ mi (if there is such a number). T h e n qio > mio. T h e following l e m m a is a p a r a p h r a s e of L e m m a 5 that does not assume any special ordering of the {qi}. L e m m a 6. Let 6 be e-sharp, with minimal representation { m l , . - . ,me}. Let { q l , " " , qe} also be a representation of 6 as an e-sharp. T h e n there is a unique integer
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d, 0 < d < co, such that i < d,



~a(t~ ~ In fact, if we arrange the



p~°



qi's



-,,



...



~e



if d < co.



J'



in descending order, as in L e m m a 5, then d is the integer



Pi. of that lemma. Finally we point out two results about the function ai(x). L e m m a 7. such that



Let y and y' be two monomial. Then there is an integer m, 0 < m < co,



Ozm(yy t) < O~m(y) "1"-O~m(yt),



L e m m a 8.



m



< ~,



Suppose z = tl (nl) ... t~ (n*). Then for every i > 0,



~i+i(z) + ~i+,(~°'..-



T h e o r e m 9.



if



t~ TM)= ~,(z)



Suppose x • Sp is a m o n o m i a l of degree Ix[ = ~ ai. Let { m l , ' "



,me}



i=1



be the minimal representation of Ix[. z = t~(rnl)-.. tre(m') (Note t h a t e m a y be greater And z is then n. In this case, instead of (2), we consider S'p = Z / p [ t l , . . . , t e ] . considered as a monomial of S'p). Suppose there is an integer k > 0 for which



~i(z) = ~i(z), ~k(x) < ~k(z).



for all



i < k,



T h e n x is hit. This theorem can be proved by induction on k. Remark



10.



T h e o r e m 2 implies the case k = 0 of T h e o r e m 9.



If ao(x) = So(Z), then a ( The details will be published elsewhere. Remark



11.



p



(p-:)+so(x))_ 
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