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Preface The purpose of the present article is the description of the main structures and results of algebraic number theory. The main subjects of interest are the algebraic number fields. We included in this article mostly properties of general character of algebraic number fields and of structures related to them. Special results appear only as examples which illustrate general features of the theory. On the other hand important parts of algebraic number theory such as class field theory have their analogies for other types of fields like functions fields of one variable over finite fields. More general class field theory is part of a theory of fields of finite dimension, which is now in development. We mention these analogies and generalizations only in a few cases. From the application of algebraic number theory to problems about Diophantine equations we explain the application to the theory of complete forms, in particular binary quadratic forms (Chap. 1.1%7), and to Fermat’s last theorem (Chap. 1.3.10, Chap. 2.6.4, Chap. 4.2.6). A part of algebraic number theory serves as basis science for other parts of mathematics such as arithmetic algebraic geometry and the theory of modular forms. This concerns our Chap. 1, Basic number theory, Chap. 2, Class field theory, and parts of Chap. 3, Galois cohomology. These domains are presented in more detail than other parts of the theory. In accordance with the principles of this encyclopedia we give in general no reference to the history of results and refer only to the final or most convenient source for the result in question. Many paragraphs and sections contain after the title a main reference which served as basis for the presentation of the material of the paragraph or section. Each chapter and some paragraphs contain a detailed introduction to their subject. Therefore we give here only some technical remarks: At the end of Theorems, Propositions, Lemmas, Proofs, or Exercises stands the sign 0 or IX~. The sign 0 means that the Theorem, Proposition, Lemma, or Exercise is easy to prove or that we gave a full sketch of the proof. The sign in means that one needs for the proof ideas which are not or only partially explained in this article. We use Bourbaki’s standard notation such as Z for the ring of integers, Q for the field of rational numbers, [wfor the field of real numbers, and C for the field of complex numbers. For hny ring n with unit element, Ax denotes the group of units, i.e. the group of invertible elements and /i* denotes the set of elements distinct from 0. Furthermore pL, denotes the group of roots of unity with order dividing n. For any set M we denote by 1MI the cardinality of M. I am grateful to I.R. Shafarevich and A.N. Parshin who read a preliminary version of this book and proposed several important alterations and additions, to U. Bellack and B. Wi.ist for their help in the production of the final manuscript and to the staff of Springer-Verlag for their cooperation. Helmut



Koch



0 1. Orders



Chapter 1 Basic Number Theory The first goal of algebraic number theory is the generalization of the theorem on the unique representation of natural numbers as products of prime numbers to algebraic numbers. Gauss considered the ring Z[fl] of all numbers of the form a + fib with a, b E Z and showed that Z[fl] is a ring with unique factorization in prime elements (see 9 2.1). He introduced these numbers for the development of his theory of biquadratic residues. Another motivation for the study of the arithmetic of algebraic numbers comes from the theory of Tiophantine equations. For example, the quadratic form f(x,, x2) = x1 - Dxi with D E Z, fi $ Z can be written in the form (x1 - fixz)(xl + fixJ. Hence the question about the representation of integers by f(a,, az) with a,, a2 E Z can be reformulated as a question of factorization of algebraic numbers of the form a, + $az. These numbers form a module in the field Q($). Beginning with the year 1840 Kummer (1975) considered the ring of numbers of the form a,, + a, [ + ... + aP-,ip-‘, a,, . . . , aP-l E Z, where p is a prime and c a primitive p-th root of unity, i.e. [” = 1 and [ # 1. Since in general this ring has not unique factorization in prime numbers, Kummer introduced “ideal numbers” and showed the unique factorization in ideal prime numbers. With this concept he was able to prove Fermat’s last theorem in many new cases using the identity xp



-



yp



=



p-1 n



(x



-



('y).



i=O



Up to now Kummer’s deep and beautiful results about cyclotomic fields O(c) serve as paradigmas for research in algebraic number theory (see Chap. 4) but it needed some 30 years until Kronecker and Dedekind found the right generalization of Kummer’s ideal numbers for arbitrary number fields K: One has to define the notion of integral algebraic numbers. The integral algebraic numbers contained in K form a ring 0, (9 l.l), which is the natural realm for the generalization of the unique factorization in prime numbers. . There are three methods to establish arithmetic in D,. Kronecker considers polynomials with coefficients in D, (52.3). Dedekind introduces ideals in DK, defining so one of the most important notions of algebra, and the third method due to Zolotarev and Hensel uses what is nowadays called localization (0 4). An important part of the theory, in particular the Dirichlet unit theorem, is valid for rings D in K with K = Q(D), 1 E D and D s D,, called orders of K. Orders and modules of elements in K appear in connection with decomposible forms (9 1.556). Therefore we begin Chap. 1 with the theory of modules and orders in algebraic number fields (6 1). In 0 2 we define the notion of a ring with divisor theory formulating axiomatically what one awaits from an arithmetic theory of rings. For a domain such a divisor theory is always unique. We indicate



,
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its existence for the ring 0, by means of Kronecker’s method. In 0 3 we develop systematically the ideal theory of Dedekind rings including the theory of the different and discriminant and the theory of ramification groups. Nowadays algebraic number fields are mostly studied by a mixture of ideal and valuation theory. The latter, being the third method mentioned above, is presented in 4 4. p-adic analysis, which is an essential part of the valuation theoretic method, is developed in this article only so far as it is needed in the following. 5 5 explains harmonic analysis in local and global fields and $6 is devoted to the study of L-series and their application to the arithmetic of algebraic number fields. Chapter 1 of this article covers the content of most of the numerous books on algebraic number theory which serve as an introduction to the field. We mention only the following: Artin (1951), Borevich, Shafarevich (1985), Eichler (1963) Hasse (1979), Hecke (1923) Lang (1970), Narkiewicz (1990), Weiss (1963), Weyl (1940). Artin (1951), Eichler (1963), and Hasse (1979) are introductions to the theory of algebraic numbers and algebraic functions as well. Narkiewicz (1990) contains a voluminous review about results in the elementary and analytical theory of algebraic numbers and a complete bibliography of this domain.



5 1. Orders in Algebraic Number Fields (Main reference: Borevich, Shafarevich (1985), Chap. 2) The subject of this article are the algebraic numbers. A complex number a is called algebraic if it satisfies an equation of the form a” + a,cc”-’



+ ... + a, = 0



with a,, . . . . a, E Q. An algebraic number field K is a finite field extension of Q lying in C. It always of the form K = Q(E) with an algebraic number c(.The degree [K : O] K over Q is called the degree of K. The first goal of algebraic number theory is the extension of the arithmetic in Z and Q to algebraic number fields. By arithmetic in Z we mean the unique factorization of natural numbers the product of prime numbers. The arithmetic in Q is given by the arithmetic Z: Any r E Q - (0) h as a uniquely determined representation



is of



in in



r = (- 1)” n p”d’) P



where the product runs over all prime numbers p and v E (0, l}, VP(r) E Z are uniquely determined by r. If we want to generalize the arithmetic of Q to an algebraic number field K, the first question we have to answer is, what will be the right generalization of H? This should be a ring 0 in K with the following properties:
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A ring in K with these properties is called an order of K. It is easy to see (compare Example 2) that for K # Q there are infinitely many orders of K. But we shall show in 0 1.1 that there is one maximal order DK containing all orders of K, an element a of K belongs to DK if and only if there are integers a,, . . . , a, for some s such that us + ulcF1 + . .. + a, = 0.



(1.1) Furthermore we shall see in Q2 that DK is the natural generalization of Z in the sense that it is possible to develop arithmetic in DK. The elements of 0, are called the integers of K, and any complex number a satisfying an equation of the form (1.1) is called an integral algebraic number. Orders in a number field K arise in a natural way in connection with modules in K: In this paragraph a module m in K means a finitely generated subgroup of K+. Since the group K+ has no torsion, m is a free Z-module of rank < [K : Q]. The module m is called complete (or a lattice in K) if its rank is equal to [K : Q-j.



Modules play an important role in the arithmetic of K and in number theoretical questions connected with algebraic number fields (0 1.5-7). Therefore we start with the study of modules and orders. 1.1. Modules and Orders. Let m, and m, be modules in K. Then the product m1m2 is the abelian group generated by the elements plpZ with p1 E m,, pZ E m2. Obviously m1m2 is finitely generated, i.e. mlmz is a module in K. Proposition 1.1. A number a in an algebraic number field K is an algebraic integer if and only if there exists a module m # (0) in K with crm c m.



Let u be an algebraic integer in K. Then we can take for m the module generated by 1, CI,a2, . . . , an-l where n := [K : Q]. On the other hand if we have am c mforsomeaEKandpl,..., pL,is a basis of m, then there are aij E Z with Proof.



aijpj



for i = 1, . . . , s.



j=l



Hence det(adij - aij) = 0. Let m be a complete module in K. Then D(m) := (CXE K/am c m} is called the order of m. Proposition 1.2. The order of a complete module m in K is an order in K. For every order D in K there exists a complete module m in K with D = D(m), e.g.



m=D.Cl



in Algebraic
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Example 1. Let K := Q(a) with an algebraic integer a. Then Z[cl] is an order



1. K is the quotient field of D. 2. 0 n Q = z. 3. The additive group of D is finitely generated.



Cr~i = i



§ 1. Orders



Theory



in K. 0 Let wr, . . . . w, be a basis of the complete module criminant dKiQ(col, . . . , w,) (see App. 1) is independent CD,,.It is called the discriminant of m and is denoted by Let /I r, . . . , j3, be a basis of D(m) and let A E G&(Q)



m in K. Then the disof the choice of ol, . . . , d(m). such that



(0 1, . . . , qJT = AU&, . . , I#‘. Then the absolute value (det Al of the determinant of A is independent of the choice of the bases. It is called the norm of m and is denoted by N(m). It is easy to see that d(m) = d(D(m))N(m)2



(1.2)



and forcxEKX.



JWm) = &&V(m)



(1.3)



d(m) is a rational number, distinct from 0. The sign of d(m) is determined following proposition.



by the



Proposition 1.3 (Brill’s discriminant Theorem). Let rl be the number of real embeddings and 2r2 the number of complex embeddings of K in C. Then d(m) is positive f and only ij- r2 is even. q (Narkiewicz (1974), p. 59)



Now let 0 be an order in K. Beside Prop. 1.3 one has the following simple proposition about d(D). Proposition 1.4 (Stickelberger’s discriminant d(D) = 1 or d(D) = 0 (mod 4). 0 (Narkiewicz



Theorem). d(D) is an integer with (1974) p. 59)



From the theory of finitely generated abelian groups follows Proposition 1.5. Let m,, m, be complete modules with the same order D and m, 2 m2. Then N(m2)/lv(m,) is equal to the index [m, : m2]. Cl



The main result of the present section is Theorem 1.6. The set D, of all algebraic integers in K is an order in K, called the maximal order. Proof.



Let CI~,a2 E DK and let m, := Z[a,], (a1 f u2)mlm2



E m1m2



and



m2 := Z[a2]. Then alt12mlm2



E m1m2.



Hence D, is a ring by Prop. 1.1. It remains to show that D, is finitely generated. Let m be a complete module contained in D,. If m # D, take a1 F$DK - m, and let (m, al) be the module in K generated by m and CI~.Then D((m, aI)) is a proper divisor of D(m). If (m, al) # DK take a2 E DK - (m, ar) and so forth. After finitely many steps we end up with an ~1,such that (m, al, . . . , CX,)= Dk. Cl The following two propositions



are easy to prove.
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Proposition 1.7 An algebraic number c( is integral if and only if the minimal polynomial of CIwith respect to Q has integral coefficients. 0 Proposition 1.8. Let f(x) = x”’ + tlIxm-’ with f(a) = 0. Then a is an integer of K. El



+ ... + a, E DK[x]



and let a E K



Let (1 + $)/2



if d = 1 (mod 4) if d = 2,3 (mod 4).



i Jli Then (1, o> is a basis of D,. An arbitrary order in K is of the form DJ := H[fw] integer f called the conductor of Df. Cl
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An algebraic number is called totally positive if all its real conjugates are positive. The modules m, and m2 are called equivalent in the narrow sense if m2 = am1 with a totally positive a E K”. The set of classes of equivalent modules with order D will be denoted by CL(D).



Example 2. A quadratic number field K is by definition an algebraic number field of degree two. There exists a unique square free d E Z such that K = Q(G).



CO=



in Algebraic



with a positive rational



Example 3. For number fields K of degree > 2 the maximal order DK is not always of the form Z[aJ. For instance let K = Q(p) with /I3 + p2 - 28 + 8 = 0. Then y = (B + /I”)/2 E 0, and 1, /I, y is a basis of the module DK, but there is no a E 0, with D, = Z[aJ (Hasse (1979), Chap. 25.7, Weiss (1963), p. 170). q



The discriminant d, := d(DJ is called the discriminant of K. Beside the degree [K : Q] the discriminant is the most important invariant of an algebraic number field K. By the discriminant theorem of Hermite (Theorem 1.12) there are only finitely many algebraic number fields with given discriminant. Hence one can classify algebraic number fields by means of their degree and their discriminant, of course conjugate fields have the same discriminant. By Example 2 the discriminant of the quadratic field K = Q(s) is given as follows: d, = d if d E 1 (mod 4), d, = 4d if d z 2,3 (mod 4). This shows that a quadratic field is uniquely determined by its in discriminant. This is not true in general for fields of higher degree (Example 19). See Table 5 for non-conjugate totally real cubic fields with the same discriminant < 500000. See $6.11 and Chap. 3.2.8 for discriminant estimation and for the smallest discriminant for fields with given degree. 1.2. Module Classes. Let 0 be an order in the algebraic number field K. . Obviously for any a E K” the complete module aD has order D. If all complete modules with order 0 have the form aD for some a E K”, then D is a principal ideal ring and there is an arithmetic in D which is quite similar to the arithmetic in Z (see $2.1). In general K acts on the set !VI(O) of complete modules with order D by multiplication. The orbits of this action are called module classes, i.e. a module class of D consists of all modules of the form am, a E K”, for some fixed module m E ‘%X(D).Two modules lying in the same class are called equivalent. The number h(Q) of module classes of 0 measures the deviation of D from being a principal ideal domain. We show in this section that h(D) is finite. In the application to the theory of quadratic forms (§ 1.6) we need also a finer classification of modules:



Theorem 1.9. CL(D)



is a finite set.



By means of Minkowski’s geometry of numbers (Borevich, Shafarevich (1985), Chap. 2,§ 3) one gets a more precise result: Theorem 1.10. Let K be an algebraic number field with rI real and 2r, complex conjugates (App. 1.2), n := [K : Q] = rl + 2r,, and let m be a complete module in K with order 0. Then there is an a E m with a # 0 and



Theorem 1.10 implies Theorem and (1.2), (1.3) one finds [a-‘m



: Xl] = N(a-‘m)-’



1.9: Taking in account D G a-lm,



=



I%,&4



N(m)



G



Prop. 1.5



4 ““!Jid(DII. 0 G nn



(1.4)



Hence in each class of CL(D) we have a module m’ containing D such that [m’ : D] is limited. It follows from the theory of finitely generated abelian groups that there are only finitely many such modules in CL(D). Cl For the proof of Theorem 1.10 we consider complete modules as lattices in R” in the following way: Let gl, . . . , gl, be the real isomorphisms of K and let g,, +1, 9 ,.+1, . . . , gl, gn be the pairs of conjugate complex isomorphisms of K, r = rl + r2. Then ~:a~(g1a,...rg~,a,Reg,,+la,...,Reg,a,Img,,+la,...,



Im g,a)



defines an injection of K in KY’.It is easy to see that for m E %Jl(D) the image 4(m) is a lattice in R” with discriminant 2-rzdm. We are going to apply the following geometrical theorem to 4(m): Minkowski’s convex body theorem. Let L be a lattice in IR” with discriminant 1. Furthermore let M be a convex closed set in R” which is central symmetric with respect to the origin and has volume I/(M) with V(M) 3 2”l. Then M contains at least one point of L distinct from the origin. q (Hasse (1979) Chap. 30.2) The application following



of Minkowski’s



convex body theorem



is based on the



Lemma. Let m E W(O) and let M be a convex closed set which symmetric with respect to the origin and contained in



is central
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and in particular Proof. We apply Minkowski’s convex body theorem to an M and the lattice @(m) where t > 0 is determined by



Furthermore



of the theorem are fulfilled.



Hence there is an element



@(cc) # 0 in t&m) with a E m. Now @(cc) E N implies (1.5). It remains to choose M. We put 2 IJ-,I+2



i



v=*,+l



v=l



This is obviously a convex closed set in R” which is central symmetric with respect to the origin. Since the geometrical mean is smaller or equal the arithmetical mean, we have M 5 N. Now Theorem 1.10 follows from the computation of the volume of M: 2*I-9fZn” n,



V(M)= Example 4. Let K = Q(fi)



d if d = 1 (mod 4) 4d if d G 2,3 (mod 4).



According to (1.4) for the computation complete modules m’ 2 DK with



of ICL(D,)I



> (a)i’*&exp(2n



- &)



theorem of Hermite:



Theorem 1.12. Let N be a natural number. There are only finitely many algebraic number fields K with Id( < N. 0 (Narkiewicz (1974), Theorem 2.11) 1.3. The Unit Group of an Order. Let D be an order in the algebraic number field K with rl real and 2r, complex conjugates. The structure of the group XI’ of invertible element in Q is given by Dirichlet’s unit theorem: Theorem 1.13. nx is the direct product of the finite cyclic group of roots of unity in D and a free abelian group of rank r1 + r2 - 1.



.Cl



as in Example 2. Then



WA) =



by means of Stirling’s formula we get the estimation



for n > 1, called Minkowski’s discriminant bound (see 5 6.15 and Chap. 3.2.8 for further results on discriminant estimation). Minkowski’s convex body theorem is also useful for the proof of the following discriminant



(A,, . . . . UER”
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> 1 for n > 1. Cl



Id(



Id(



V(M) = (2t)VJld(mN.



M =



Fields



212 n2n ‘(n!)2



Then there is a number c1 # 0 in nt with



Then the assumptions



Number



we have to consider the



The proof of Theorem 1.13 proceeds in several steps. a) Let gl, . . . . g,, be as in the proof of Theorem 1.10 and put 1, = 1 for v = 1, . . . . rI and 1, = 2for v = rl + 1, . . . . r. The logarithmical components of c(E K” are defined as l,(u) := 1, loglg,cll for v = 1, . . . . r. Furthermore we put l(a) := of Kx into the additive group of KY. (4 (co, * . . 3 l,(a)). Then 1 is a homomorphism Moreover 0” is mapped into the subspace U of R’ given by u = ((A,, . ..) A”,)E R’ 1I, + ... + A, = O}. b) The kernel of the map 1: 0 ’ -+ R’ is finite. This follows from



a) Let d < 0 and therefore r, = 1. Then



0 Hence ICL(D,)I = 1 ifd = -1, -2, -3, -7. ‘b) Let d > 0 and therefore rz = 0. Then +Jm ICL(DK)I = 1 if d = 2, 3, 5. Cl Applying



Theorem



< 2 if Id(



; ;$m



< 10.



many



Let or, . . . , w, be a basis of D and kl, . . , K, the complementary 1.1). For CI= h,o, + ... + h,o,, h, E Z, we have



basis



Proof.



< 2 if Id(



< 16. Hence



1.10 to m = D = DK we find



This proves the following discriminant



Lemma 1.14. Let c be a positive real number. Then there are only finitely crEBwithlg,al Y - 1. This is the main problem. Dirichlet solved it by means of his famous pigeon hole principle, Minkowski applied his geometry of numbers (see Borevich, Shafarevich (1985) Chap. 2,s 4 for the last approach). We explain here the method of Dirichlet. The pigeon hole principEeconsists in the remark that if a number of pigeons is distributed in a smaller number of holes, then there is one hole containing at least two pigeons. Minkowski’s convex body theorem (4 1.2) can be considered as a refinement of Dirichlet’s pigeon hole principle. We restrict to the case of a real-quadratic field K, which shows the idea of the proof in the simplest non trivial situation (see also Koch (1986) 19.7, for the proof in the general situation).



Since the natural numbers IN( are bounded we may assume without loss of generality that they are equal. But there are only finitely many pairwise non associated numbers y E 0 with fixed (N(y)l. This follows from
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Lemma 1.15. Let g be the non trivial automorphism of K and let ol, co2be a basisof 0. We put



u := maxihI



+ Iu2L lwhl + lw+l.)



Then for an arbitrary positive real number c there is a number y E 0 such that



IA < c,



IN,ab)I < w.



By definition



of u we have IgSl d uk



/?I 6 d < 2u/k



and



IKL,&)I = IYIISYI< 2u2. Now we see that we can satisfy the claim of Lemma 1.15 choosing k big enough. 0 By means of Lemma 1.15 we construct a unit E E 0” such that (~1 < 1 as follows: There is an infinite sequence yl, y2, . . . of numbers in 0 such that &,PhJ



< 22



We now come back to the general situation of an algebraic number field K of degree n, with rl real and 2r, complex conjugates, r := rl + r2. A set (Q, . . . . E,-~} of units in D is called a fundamental system of units of 0 if the vectors I(Q), . . . , 1(~,-~) generate the abelian group I@‘). The number ,.._,r-1N



for 6 E Q(k).



We apply the pigeon hole principle as follows: For 6 E Q(k) we have -uk < 6 < uk. Put d := 2uk/(k2 + l), hence d < 2ufk. We divide the interval [ - uk, uk] in subintervals of length d. These subintervals are our pigeon holes. 6 belongs to one of the subintervals. If 6 lies on the border of two adjacent intervals, we put it into one of both. Since we have (k + 1)2 numbers in Q(k) and k2 + 1 subintervals, there is one subinterval containing two different numbers CI,/3 in Q(k). We put y := c(- b. Then IyI = Ia-



Now we take associated numbers yi, y2 E D with (1.6). Then E = y2y;i satisfies )~1 < 1. Hence the rank of 1(D “) is 2 1. This ends the proof of Theorem 1.13 in the case that K is a real quadratic field. 0



is independent of the choice of the sequence of isomorphisms gi, . . . , grel. Furthermore R(Q) . . . , E,-i) has the same value for all fundamental systems of units of D. It is called the regulator R(D) of no. In the case r = 1 we put R(D) = 1. The linear independence of Z(sl), . . . , 1(&,-i) implies R(D) # 0.



+ h,o, I h, E Z, 0 < h, 6 k for v = 1,2>.



I616 uk,



=: a and c1- b E aD.



Proof. Since a - /3 = a6 with 6 E D



NC 1, . . . , E,-~) := ldet(&A,,=l



Proof. Let k be a natural number and Q(k) = {h,o,



Lemma 1.16. Let a, /I ED such that IN( = IN( Then a and /? are associated,i.e. a/p is a unit in D.



1.4. The Unit Group of a Real-Quadratic Number Field. In the case of a real-quadratic field K = Q(G) one has r = 2 and therefore a fundamental system of units consists of one unit. There is a nice method to compute this fundamental unit of an order D, = Z[wf], which will be explained in this section. We keep the notation of Example 2. This method is related to the continued fraction algorithm. We begin with some definitions and facts about this algorithm. Let 01> 1 be an irrational real number. We associate to a an infinite sequence Ca,,a,,... ] of natural numbers defined by induction: We put a, := [a] (the integral part of IX), c.t2:= (a - al)-’ and a, := [cc,], c(,+~:= (IX, - a,)-‘, n = 2, 3 ,...,Ca,,a,,...l is called the continued fraction of ct. The sequence [a 1, a2, . . .] is periodic if and only if Q(M) is a real-quadratic lieid and purely periodic if and only if CI> 1 is reduced, i.e. - l/a’ > 1 where a’ denotes the conjugate of (r. If [a,, a2, . . .] has the period ai, . . . , ai+Swe write Ca1, . . . . Uiml, ai, . . . . ai+,] := [a,, a2, . . , ai+S,. . .I.



for v = 1, 2, . . . The n-th approximation of [a,, a2, . . .] is defined by



and IYII > IY2I > ... .



(1.6)



pn/qn = Cal, a2, . . . , a,] = a, + Ma, + I/(. . . + 14%, + l/a,) . . .))
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with (p,, 4,) = 1. We put p,, = 1, qO = 0, pm1 = 0, q-1 = 1. It is easy to see that pn = a,,~~-~ + P,,-~ and q,, = a,,qn-l + qn-2 for n = 1,2,. . . . Now we are able to formulate the main result of this section: Theorem 1.17. Let a > 1 be a reduced number in K with d,,&a) = d(Df), e.g. a := (fw - [fw])-l. Let [a,, . . . , a,J be the continued fraction of CI with smallest possible period. Then E = q,a + qk-l is a fundamental unit of XIf. @ (Hasse



(1964), Q16.5, Koch, Pieper (1976), Kap. 9.3) Remark.



E is the unique fundamental



I



(P 1, .*-, CL,Y-= AM,



+ ... + WA.



(1.7)



+ ... + x:/s(,) = F(x,,



% denotes the Legendre symbol. On the other hand [Dx : E,] = 2 for 0 d = 5 (Example 5). 0



With the notation above let a = b = 1 and let m = 0. Then Proposition 1.18 gives a one to one correspondence between the solutions of (1.8) and the units of D with norm 1. Example 8. Let D be a natural number which is not a square. The equation X2



- Dy2 = 1



is called Pell’s equation. Its solutions correspond to the units with norm 1 of the order (1, @) in the field Q (Jo). Cl Example 9. Let a be a rational



integer which is not a cube. The equation (1.9)



+ $?z,



= 1



with K := O(G). Hence the solutions of (1.9) correspond to the units with norm 1 of the order (1, $, @) in K. 0



. . . . x,).



The forms F and G are called equivalent. Let b be a rational number. We are interested in this section in solutions of the Diophantine equation (1.8)



in rational integers b,, . . . , b,. By means of (1.7) this is equivalent to the solution of the equation NK,&) = b/a with p = bl,u, + ... + b,p,, E m. Some insight in the solutions of (1.8) is given by the following proposition in connection with Dirichlet’s unit theorem. Proposition 1.18. There are finitely many numbers a1, . . . , ak E m such that every p E m with NK,&) = bJa has a unique representation in the form p = a,& with v = 1, . . . , k, E E D(m)x, NK,&) = 1.



For the proof see Lemma 1.16. 0



\



NKIa(x + $iy



Then



. . . , x,) = b.



-1.



can be written in the form



(4, ..., x;) = (x1, . . . , x,)A.



F(x,,



(;)=



x3 + ay3 + u2z3 - 3axyz = 1



..‘, ,uA)Twith A E CL,(Z). We put



G(x;, . . . . x;) := aN,,,(x;p;



1,



where



1.5. Integral Representations of Rational Numbers by Complete Forms. From Dirichlet’s unit theorem one gets results about certain Tiophantine equations as will be explained in this section. Let x1, . . . , x, be variables and F(x,, . . . , x,) a x, of degree n with rational coefficients. Then F is called complete forminx,,..., if there are an algebraic number field K of degree n, a complete module m = (P l,..., pL,) in K, and a rational number a # 0 such that



If&,
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is reduced and LX= CT].



cl



f’(x l,.*., ?I) = ~NK,&lPl . ..) PL:,is another basis of m, then



Fields



Example 7. Let K = Q($) with d squarefree, d > 0. If d is divisible by a prime p = 3 (mod 4), then [Dx : E,] = 1 since N(E) = - 1 implies the existence ofx,yEZwithx2-dy2= -4,but



(“‘m”“‘)=(?;)=



- 4)-l. Then CI= [2, 1, 3, 1, 2, 81. Example 6. K = Q(,,&), f = 1, a = (fi q1 = 1, q2 = 1, q3 = 4, q4 = 5, q5 = 14, qs = 117. Therefore E = 117(fi - 4)-l + 14 = 170 + 39J19.



Number



Remark. E, = (E E 0” / NKIQ(e) = l} is a subgroup of DO” of index 1 or 2. This index is called the unit index. If K has no real conjugate then of course every unit has norm 1. In general no simple criterion is known for the determination of the unit index. Cl



unit of Df with E > 1.



Example 5. K = Q(d), f = 1. Then c( = (1 + fi)/2 Therefore q1 = 1, E = ~1.Cl



in Algebraic



1.6. Binary Quadratic Forms and Complete Modules in Quadratic Fields. Our knowledge about complete binary quadratic forms F, i.e. F(x, y) = ax2 + bxy + cy’,



Number



a, b, c E Z,



where d(F) := b2 - 4ac is not a square number, is much richer than our knowledge about forms of higher degree. In fact such forms are a main topic of the number theoretical investigations of Euler, Lagrange, and Gauss (Weil(1983)). Let n be an order in the quadratic number field K = a($). The nontrivial automorphism of K will be denoted by y. First of all one has the following theorem about the set m(O) of complete modules with order D. Theorem 1.19. %X(n) is a group with respect to the multiplication of modules. The unit element of this group is n and the inverse of m E 9X(0) is N(m)-‘gnr
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where gm = { gu 1u E m}. Furthermore Nhm,)



for m,, in2 E %X(0).



= NhW(m2)



Proof. First of all one shows mgm = N(m)D. then (mlm2Mmlm2) If r?i is the order of mlm2,



= mlgmlmzgm2



Furthermore



if m,, m2 E YR(O),



= Nh)Nm2P.



(1.10)



then



hm2Mmlm2)



1.7. Representatives for Module Classes in Quadratic Number Fields. Let D be an order in the field K = Q(s). In this section we determine representatives of CL(D) in m(S)). We begin with the case d < 0. A number a E K is called reduced if the following conditions are fulfilled: Im CI> 0,



-3 -X Re LX< 4,



Ial > 1 if -f



< Re c1< 0,



Ial b 1 if 0 < Re a d 3. (1.11)



= JWlm2Pl.



(1.10) and (1.11) imply D = D, and N(m,)N(m,)



= N(m,m,).



0



In general, Theorem 1.19 is not true for orders in fields of degree 23. See Dade, Taussky, Zassenhaus (1962) for a study of the general situation. The principal modulescrD for a E K * form a subgroup 5(n) of m(f)), and CL(D) can be identified with the factor group Y-R(O)/!@). We want to connect the set of classes of binary quadratic forms with CL(D). We have already associated with a module m an equivalence class of complete forms. We want to get a one to one correspondence between classes of modules and classes of forms. For this purpose we have to change slightly the notions of equivalence of modules and forms: Instead of !?j(D) we take the subgroup !&(.O) of principal modules aT) with ME K” which are totally positive. CL,(D) := 9X(D)/!&,(0) is called the group of classes in the narrow sense.If d < 0, then be(n) = B(Q). If d > 0, then [sj(n) : &,(0)]12 and !$,(D) = B(D) if and only if there is a unit EE Dx with N(E) = - 1. On the other hand we consider primitive forms F(x, y) = ax2 + bxy + cy2, i.e. (a, b, c) = 1, with discriminant D(F) = D(D). Two such forms F,, F2 are called properly equivalent if there is a matrix A E SL,(Z) with



A basis pl, p2 of a module m E %X(O) is called admissible if det / \ ford>O,idet ‘lP2 < 0 for d < 0. t gPlgP2 ) One has the following fundamental correspondence.



> 0



Theorem



1.20. Let m E ‘9X(O) and ,ul, p2 an admissible basis of m. Then we associate to m the class d(m) of properly equivalent forms which contains Nhx + p2yWW $ induces a one to one correspondence$ between the classesin CL,(S)) and the classesof properly equivalent primitive binary quadratic forms with discriminant D(8) which are positive definite if d < 0. Cl



We can transfer the group structure of CL,(Z)) to the set of form classes appearing in the theorem. The resulting product of form classes is Gauss’ famous composition of form classes.
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Theorem 1.21. Let 0 be an order in an imaginary-quadratic numberfield. Every class of CL(D) contains one and only one module with basis 1, a where a is a reduced number. •I M=(1,a)hasorder~ifandonlyifaa2+ba+c=Owitha,b,c~Z,a>0, + i,/m)/2a is reduced if and onlyif -a~baifbaifb>O.HencetheclassesinCL(D) correspond to the triples a, b, c of integers such that D(D) = b2 - 4ac, a > 0, (a,d,c)=l, -aO. (a, b, c) = 1 and D(n) = b2 - 4ac. a = (-b



Example 10. 0 = Z[( 1 + m)/2]. is only one possible triple: 1, - 1, 5. 0



Then 1bl d a < $?@ll/3



Example 11. 0 = Z[(l + &4?)/2]. f 1, 4; 2, + 1, 6; 1, - 1, 12. •I



Then there are live possible triples: 3,



Now let d > 0. We keep the notation



< 3. There



of $1.4.



Theorem 1.22. Let a = al, j be reduced numbers of a real-quadratic number field. Then the modules(1, a) and (1, 8) belong to the sameorder 0 and the same class in CL(D) if and only if fi = a,, for somev = 1, 2, . . . . IXI Every class in CL@) contains a module (1, a) where a is a reduced number. As in the case d < 0 a module m = (1, a) has order 0 if and only if aa2 + ba + c=Owitha,b,c~~,a>O,(a,b,c)=1andD(D)=b2-4ac.a=(-b+D(~))/2a isreducedifandonlyif-b+m>2a>b+m>O. Example 12. n = Z[fi]. Then there are two reduced numbers a = (A+ and j3 = J% + 2, but j3 = a2 and therefore jCL(XI)I = 1. 0



2)/2



The reduction theory as explained above contains a new proof for the finiteness of the number of module classes with given order in a quadratic field. In the case of imaginary-quadratic fields two modules (1, a) and (1, /?) are equivalent if and only if p=-



ka + 1 ma + n



with k, 1, m, n E Z and kn - lm = + 1. More generally we call two complex numbers a and /I equivalent if (1.12) is satisfied for some k, I, m, n E Z with kn - lm = + 1. There is one and only one reduced number in every equivalence
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class of complex, non-real numbers. This equivalence of complex numbers plays an important role in the theory of elliptic functions and modular forms (see Serre (1970), Chap. 7).
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Example 14. A real-quadratic number field K is Euclidean if and only if D(L3,) = 5, 8, 12, 13, 17, 21, 24, 28, 29, 33, 37, 41, 44, 57, 73, 76 (Chatland, Davenport (1950)). H Example 15. Let p be a prime with p < 13 and let &, be a primitive of unity. Then a;S(&,+ [;‘) is Euclidean (Lenstra (1977)). E



$2. Rings with Divisor Theory (Main reference: Borevich, Shafarevich (1985), Chap. 3) Let K be an algebraic we consider the problem numbers in products of satisfying manner if and



Theory



number field and 0 an order in K. In this paragraph of generalization of the unique factorization of natural prime numbers. We will see that this is possible in a only if Q is the maximal order D, of K.



p-th root



Example 13 shows together with Example 10 that not every UFD is an Euclidean ring, see also Chap. 5.5.3-4. If the maximal order 0K of an algebraic number field K is a PIR, one gets particularly simple results about the solution of the Tiophantine equations connected with the normform of a basis ol, . . . , o, of 0,:



f(x 1, . . . . x,) := NKIQ(colx, + ... + w,x,)



= a,



a E Z,



(compare § 1.5). A domain R is a commutative ring with unit element which has no zero divisors. The concept of unique factorization in prime numbers can be formulated for a domain R as follows: An element CI# 0 of R is called a prime element of R if a is not a unit and any divisor /? of a in R is a unit or /? is associated to a i.e. a/P is a unit. R is called a ring with unique factorization in prime elements if every a E R - R”, a # 0, can be written as a product of prime elements x1, . . . , 71,and if a = z;, . . . ,x: in another representation of a as product of prime elements, then t = u and there is a permutation q E S, such that ni is associated to 7$(i) for i = 1, . . . , u. A ring with unique factorization in prime elements is denoted by UFD (unique factorization domain) for short. In a more abstract manner the condition for a domain R to be a UFD can be formulated as follows. Let a be the factor semigroup of the multiplicative semigroup R* of elements in R distinct from 0 by the group R” of units of R. Then R is a UFD if and only if a is a free abelian semigroup. One proves the unique factorization in prime numbers in Z by means of the Euclidean algorithm. In general a domain R is called Euclidean if there exists a map h, called the height, from R in the set of non-negative rational integers such that the following conditions are fulfilled: 1) For all a, /? E R, /? # 0, there exists a y E R with a = /?y or h(a - fly) < h(b). * 2) h(a) = 0 if and only if 01= 0. A ring R is called principal ideal ring (PIR) if every ideal a of R is principal, i.e. a = aR for some a E R. 2.1. Unique Factorization



in Prime Elements.



Proposition 1.23. An Euclidean ring is a principal ideal ring. A principal domain is a UFD. 0’



An algebraic number field K is called Euclidean if the maximal Euclidean with height h(a) := NKIQ(a) for a E 0,. Example 13. An imaginary-quadratic



ifD(D,)



= -3, -4, -7, -8, -11. 0



ideal



order S)K is



number field K is Euclidean if and only



Example 16. Let K = O(o),



o1 = 1, o2 = 0.



NK,Q(X+ JTy)



Then



= x2 + y2.



Each prime element of D, divides a natural prime p. If p = 2, then 2 = fl(l - n)2, if p = 1 (mod 4), then p = (a + &%)(a - fib), a, b E N, where 1 - J-1, a + fib and a - fib are prime elements in .c3,. If p = 3 (mod 4), then p is a prime element in D,. This implies the following theorem of Euler: A prime p can be represented as the sum of two squares of natural numbers if and only if p = 2 or p = 1 (mod 4). There is only one such representation. q Below we will show that among orders of algebraic number fields only maximal orders can be UFD. The following example shows that not every maximal order is a UFD. Example 17. In the ring Z[o]



and (1 + J-5>( associated. Cl



1 - fl)



the number 6 has the representations 2 * 3 as product of prime elements which are all non-



2.2. The Concept of a Domain with Divisor Theory. Example 17 shows that the concept of unique factorization in prime elements is not useful for a generalization of the arithmetic in i2. Kummer found the way out of this situation in the case of the rings E [c], where [ is a root of unity of prime order, introducing the concept of ideal numbers, which one can formulate for arbitrary domains R in the following way: A divisor theory for a domain R is given by a free abelian semigroup II, and a homomorphism ( ) of the semigroup R * := R - (0) into a with the following properties (called axioms in the following): 1) a E R* divides p E R* if and only if (a) divides (fl). We say that a E 3 divides a E R if a = 0 or a is a divisor of (a), notation: ala. 2) If a E XJ divides a E R and /? E R, then a divides a _+ p.
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Theory



(a E R 1 44



= (P E R 1blP),



as= -albaswl



then a = b. The concept of a domain with divisor theory was first formulated in Borevich, Shafarevich (1985), Chap. 3,s 3. Skula (1970) showed that 2) follows from 1) and 3). It is easy to see that there exists a divisor theory for a domain R if and only if R is a Kruil domain (Bourbaki (1965), MoEkoi (1983), Chap. 10). The elements of a are called divisors of R, and the prime elements of 9 are called prime divisors. The quotient group of a will be denoted by Q(a). The principal divisors of R are the elements of ‘J) which are in the image of ( ). The greatest common divisor (g.c.d.) and the least common multiple (1.c.m.) of sets of divisors in 3 are defined in the obvious manner. Let a be a divisor in 3. The set ii := {a E R ( II@



(1.13)



tl can be constructed as follows: Let pl, . . . , ps be the prime divisors of b. By axiom 3) there is an ai E R such that ...



PslPil%,



ath-4,h



_ ... -a sb”



is divisible by pksfl but pks+’ j as. q In view of Prop. 1.24 it would be desirable to have a canonical realization of the divisor theory of R. This can be done in the following way: Let z be a variable. For c(E R[z]* we define the content Z(a) E 3 as the g.c.d. of the coefflcients of CI.The proof of the following Lemma of Gaussis easy. One needs only the axioms 1) and 2). Lemma 1.27. I(@) = I(a)Z(/I) for IX,j3 E R[z]*.



Cl



Let K be the quotient field of R. By means of Lemma 1.27 we extend Z to K(z)* putting Z(y) := Z(cc)/Z(fi)E Q(D) for y E K(z)*, y = a/b, LX,fi E R[z]*.



one can find an 01E R with ala such that (a)/a is prime g.c.d.((cr)/a, 6) = (1).



avl
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Let 5 = a/b with a, b E R. Then (b) 1 (a). Hence there is a prime divisor p in a and an integer k such that pk+’ I(b), pk+’ 1 (a). The right side of the equation



3) Let a, b E 3 such that



is not empty. Moreover to a given divisor 6:



Theory



i=



l,...,s.



a:= ccl + . . . + CI,has the property (1.13) by axiom 2). If there exists a divisor theory for a domain R then it is uniquely determined by R: Proposition 1.24. Let R* + 3 and R* 4 9’ be two divisor theories for R. Then there is a unique isomorphism ‘D -+ 33’ such that the following diagram is commutative:



Now we put R(z) := {a E K(z)*IZ(a) E a} u (0).



By Prop. 1.24 the definition theory of R.



of R(z) is independent



Proposition 1.28. R(z) is a UFD.



of the choice of the divisor



The elementsCIof R(z) have the form



CI= B/y with j3,y E R[z],



I(Y) = (1).



Proof. It is easy to see that R(z) is a ring with divisor theory defined by I. Since Z maps onto the divisor semigroup D, it follows from Prop. 1.25 that R(z) is a UFD. Now let c( = PI/y E R(z) with /3’, y’ E R[z] and Z(y’) # (1). We take an a E a such that Z(y’)a = (c), c E R and a 6 E R[z] such that Z(6) = a. Then fl:= p’&-l, y := y’&-l E R[z], Z(y) = (1) and a = p/y. 0



It follows from Prop. 1.28 that the natural map R* -+ R(z)*/R(z)” defines a divisor theory for R. It is called Kronecker’s divisor theory. 2.3. Divisor Theory for the Maximal Order of an Algebraic Number Field. Proposition 1.25. R is a UFD if and only if R has a divisor theory such that all divisors are principal divisors. 0 Proposition 1.26. If there exists a divisor theory for a domain R, then R is integrally closed (Appendix 1.3). Proof. Let 5 be an element of the quotient field of R such that 5 4 R and that there are elements a,, . . , a, in R with 5” + a, [‘-l



+ . . . + a, = 0.



Proposition 1.26 shows that with respect to orders in algebraic number fields K one can hope to have a divisor theory only if the order is integrally closed, i.e. if it is the maximal order EJ~ of K. Dedekind (1894), Kronecker (1882), and Zolotarev (1880) proved first that in fact D, has a divisor theory. The ideal theoretical method of Dedekind will be explained in the next paragraph. Zolotarev’s approach (see 3 3.3) represents the beginning of local algebra, which was further developed by Hensel’s valuation theory, which is the subject to $4. The next theorem, which includes the existence of a divisor theory for D,, will be proved by Kronecker’s method of adjunction of variables.
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Theorem 1.29. Let R be a domain with divisor theory, let K be the quotient field of R and S the integral closure of R in a finite extension L of K. Then S is a domain with divisor theory.



Proof. (Eichler (1963) Chap. 2,§ 1). Let R* -+ 3 be the divisor theory of R, z a variable, R(z) the UFD defined in 9 2.2, and S(z) the integral closure of R(z) in L(z). In the following we show, that S(z) is a principal ideal ring and that the natural map S* -+ S(z)*/S(z)’ defines a divisor theory for S. It follows that this divisor theory is Kronecker’s divisor theory in the sense defined in 5 2.2. We divide the proof of Theorem 1.23 into three lemmas. Lemma 1.30. The elements CI of S(z) have the form CI= /3/c with /? E S[z], c E R[z], I(c) = (1).



Proof. ix satisfies an equation as + aIclspl + ... + a, = 0 with a, E R(z). By Prop. 1.28 the coefficients ai have the form hi/c with bi, CE R[z],Z(c) = (1) i = l,..., s. It follows that CCIsatisfies an equation (ca)s + ai(cl



+ *.. + ai = 0



with aI E R[z]. Then CCIE S[z] since S[z] is the integral closure of R[z] in L(z) (Appendix 1.3). Cl Lemma 1.31. S(z) is a principal ideal ring.



Proof. First let B = (&, . . . , &) be a finitely generated ideal of S(z). We are going to show that B is generated by the linear combination &xl + .. . + /Isxs, where the xi, i = 1, . . . , s, are certain powers of z which will be fixed below. We consider the characteristic polynomials



>



=



NL,K(~i=l



ofc:=~bvx,,k = 1,... , s,whereNLIKmeans



fl~(~vt



N&L



-



6,))



BVXY)



the norm from L(z, 4) to K(z, is a fractional ideal of the Dedekind ring gS, and g induces an isomorphism of YJl(S) onto YJI(qS). Furthermore we have a homomorphism NLIK of m(S) into m(R), called the ideal norm. NL,K is uniquely determined by the property NLIK(ctS)= (N,,,a)R for a E L”. We construct NLin21 for % E m(S) as follows. Take /I E Iu such that (p)lu is prime to a := 2I n K and put (N&P))R = flp pbp. Then N,,,‘i!l :=



n PESUPP



pbp. 0



By means of semilocalization one proves that N,,, is a well defined homomorphism and that it has the following basic properties. Proposition 1.41. 1) Let n := [L : K] and a E !JJI(R). Then NtiKa = a”. 2) For a field tower M 3 L 2 K one has N,,, = NLIKN,,,. If M/K is normal and G denotes the set of isomorphismsof L in M which let K unchanged,then for 2I E m(S). = n ga gEG 3) Let 2I and ‘23be integral ideals in m(S). Then 2II% implies NLIK’3 NLIK23. 4) If R = Z, then NLIK coincides with the norm defined in 4 1.1. •I K,Ka



Now we consider the relation between a prime ideal ‘$3in !lJJ(S) and the corresponding prime ideal p := ‘$3 n R in m(R). We define the ramification index e = eL,K(‘$) as the highest exponent e such that ‘$” divides p, i.e. e = vs(p). Furthermore the inertia degree f = fLIK(‘$) is defined by NLilr‘$ = ps (‘$1~ implies NLiR‘$.Ipn). From these definitions it follows immediately that [L:K]



= c eLIK(WfLIK(W.



(1.18)



VIP



If L/K is a separable extension, then f&W



= CS/cP: R/PI.



Since the inclusion R E S induces an injection R/p 4 S/‘$, we may consider S/B as a field extension of R/p. More generally S/$?l can be considered as R/p-vector space for all ideals of S with ‘u/p. (1.18) can be interpreted as an
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equation about the dimensions of the vector spaces in the following special case of the Chinese remainder theorem (Proposition 1.38): (1.19)



a be an element of S with VW(a)= 1. Then L = K(a) and a is the root of an Eisenstein polynomial for p.
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Proof. l), 2) Let ‘p be a prime divisor of p in S. Then



a” = -ala”-l (see also Proposition 1.74) (By means of semilocalization (5 3.3) we may assume that R and S are principal ideal rings. Then dim S/p = [L : K] is easily proved.) The following theorem of Kummer allows in many cases to determine the decomposition of p in prime ideals in S: Theorem 1.42. Let a E S be a generating element of the extension L/K and let f(x) be the minimal polynomial of a over K. Moreover let p be a prime ideal of R such that pS n R [a] = p [a]. If f has the decomposition



in irreducible polynomials in (R/p) [xl, then p = qq’ . . . ‘p,“’ is the prime ideal decompositionof p in S, f&$$) equals the degree of fi, and vi = wi(a)) where fi is a polynomial in R[x]



with x = fi, i = 1, . . . , s. q (Norkiewicz



(1974),



Chap. 4.3.1) Example 20. Let K, = Q(a,), a: - 18a, - 6 = 0, K, = Q(a,), a: - 36a, 78 = 0, K, = Q(a,), ai: - 54a, - 150 = 0. Then the ring of integers in K, is Z[ai], i = 1,2,3. The three fields have the same discriminant 2’. 35 .23, but they are distinct, since (5) is prime ideal in K,, K, but (5) = p1p2p3 in K,, and (11) is prime ideal in K, but (11) = pip;& in K,. q Let M 2 L 2 K be a field tower, ‘p a prime ideal of the integral closure of R in M and (pL := ‘?jJn S. Then



(1.20) f,,,(V)



= fM,L(?3)fL,K(%).



(1.21)



Let p be a prime ideal of R. A polynomial f(x) = x” + a,x”-’



+ ... + a, E R[x]



is called Eisensteinpolynomial (for p) if a,, . . . , a, E p and v&an) = 1. Proposition 1.43. 1) (Eisenstein’s irreducibility criterion) Let f(x) be an Eisenstein polynomial for p and a a root of f(x) in someextension of R. Then [K(a) : K] = n, i.e. f(x) is irreducible over K. 2) Let S be the integral closure of R in K(a) and ‘p the ideal of S generated by a and p. Then p is a prime ideal and p = v. 3) Let L/K be a finite extension of degreen and let S be the integral closure of R in L. Assumethat ‘p” = 4 for a certain prime ideal ‘p of S, p = ‘$ A R and let
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- ... - a,



implies nvs(a) = vq(a,) = v&), hence p = ‘$3” by (1.18) and $J = (a, p). 3) Let f(x) = x’” + bIxm-l + ... + b,,,E R[x] be the irreducible polynomial with f(a) = 0. Then vq(am) = m, vip(biam-‘) = m - i (mod n) for i = 1, . . ., m. Therefore m = vco(am)= vV(bm) = 0 (mod n) and vfo(bi) > 0 for i = 1, . . , m - 1. q 3.5. Different and Discriminant. (Main reference: Lang (1970), Chap. 3). Again let R be a Dedekind ring with quotient field K and S the integral closure of R in a finite separable extension L of K. Let ‘$I E ‘$JI(S).The complementary ideal ‘$I” of 2I (with respect to R) is defined by



‘%” := (a E Lltr,&a2I)



E R}.



From the definition it is clear that ‘%” is indeed a fractional ideal in ‘9X(S). It has the following properties, S” 2 S, QI” = SAW’, (2X”)” = Cu. The integral ideal (S^)-’ is called the different of S/R and is denoted by Z))qx. The following theorem states the main properties of the different. Theorem 1.44. Let R and S be as above and let the residue field extensions (S/!j.J)/(R/p) be separablefor all prime ideals ‘!j3of S and p = ‘$3n R. 1) %,K is the g.c.d. of the element differents D&a) for a E S (Appendix 1.1). 2) (Dedekind’s dSfferent theorem) Let q be a prime ideal of S and p := ‘p n R, e := v,(p). Let p be the characteristic of the field S/I,. Then vd%.,d



= e- 1



ifpte



vdQ.,d



> e- 1



if Pk.



and



3) (Different tower theorem) Let T be the integral closureof S in a finite separable extension M of L. Then a M/K = %qL+c.



q



Remark. The assumptions of Theorem 1.44 are of course fulfilled in the case of algebraic number fields K, L and R = n,, S = -0, since in this case the residue class fields are finite. q A prime ideal ‘$ of S is called ramified over p = ‘p n R if e = vs(p) > 1. This notation comes from the theory of algebraic functions: Let K = C(z) be the field of rational functions with complex coefficients, R = @[z] and L = K(f). Then the prime ideals of R are in a one to one correspondence with the complex numbers. To a E @ corresponds the prime ideal (z - a)R. The prime ideals of S
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can be identified with the points of the Riemann surface off lying above C. Since @ is algebraically closed, the natural map @ + S/‘$ is an isomorphism of C onto S/$X Iff E S, the value off at the point ‘@of the Riemann surface is the uniquely determined complex number in the class f + Cp. The prime ideal Cp is ramified over p if and only if the point ‘$Jis ramified in the sense of coverings of surfaces, i.e. in a neighborhood of ‘$I the Riemann surface off has the form q. Theorem 1.44.2) implies that ‘$Jis ramified if and only if e > 1. Hence we have the following



Theorem 1.48. Let 6 be a finite set of prime numbers. There are only finitely many algebraic number fields with given degree which are ramified only in the primes in 6.
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Theorem 1.45. Let the assumptionsbe as in Theorem 1.44. Then there are only finitely many prime ideals $3 of S which are ramified over p = ‘$3n R. Cl



We define the discriminant bLjg of S/R as the ideal norm NLiKaLIK of the different. In the case R = Z this is the ideal generated by the discriminant d, (6 1.1). From Theorem 1.44 we get the main properties of the discriminant: Theorem 1.46. Let the assumptionsbe as in Theorem 1.44 and let p = ‘pI . . . ‘$3: be the decompositionof the prime ideal p of R in prime ideals in S. Furthermore let p be the characteristic of RJp andfi the inertia degreeof vi, i = 1,. . . , s. Then



1) (Dedekind’s



v&.,d



discriminant



theorem)



= h - l)fi + f. * + (e, - l)f, if p t ei, i = 1, . . . , S,



v&.,lo > h - l)fi + ... + (e, - l)f, if pIei for some i. 2) (Discriminant



tower theorem) Let T be the integral closure of S in a finite



separableextension M of L. Then bM/K = %~@bwP%~~.



3) bK is the g.c.d. of all discriminants d&a,, . . . . CI,) for ccl, . . . . a, E S. In particular if R is a PIR and wl, . . . , co, a basis of S over R, then bLIK = (d&w, . . . , w,)). q A prime ideal p of R is called ramified in S/R if.one of its prime divisor ‘$3in S is ramified over p. Theorem 1.46, 1) shows that p is ramified in S/R if and only if PI&,,,. If the residue characteristic of ‘$3, i.e. the characteristic of S/g, is prime to eLiA‘ and eL&P) > 1 we say that ‘p is tamely ramified. In this case by means of Theorem 1.44, 2) we can compute the exact power of ‘$ in aLiK if we know e,,,(‘$). If the residue characteristic of ‘p divides eL,J$), we say that p is wildly ramified. This is motivated by the fact that this is by far the most comphcated case as we will see in the following. Theorem 1.11 implies the following theorem of Minkowski. Theorem 1.47. For any numberfield K # Q there exists a prime number which is ramified in K (i.e. in Drc/Z). Cl



Corresponding



to Theorem



1.45 we reformulate



Theorem



1.12 as follows:
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The proof of Theorem 1.48 will be given later on (4 4.6). Cl Theorem 1.48 is also valid for function fields over C. Moreover we have a very good insight in the structure of the (infinite) extension of C(z) consisting of all algebraic functions which are ramified in a fixed set of points 6 c @ (Chap. 3, Example 13). We know much less about algebraic number fields with given ramification (Chap. 3.2.5-6). Let p be a prime ideal of R. We define the p-different 9, of S over R by



By means of Theorem 1.44.1) BP can be identified with the different of S,/R, (5 3.3). Hence we get the “global different” aLjrc as the product of the “(semi)local different? for all prime ideals p (see also 54.5). The same is true for the discriminant of S/R. We conclude the section with an application of Theorem 1.46 to the compositum of fields. Theorem 1.49. Let R be a principal ideal ring and ol, , w, a basis of S as R-module, let M be as above and F an intermediate field of M/K such that [FL : K] = [F : K] [L : K]. Furthermore let 0 be the integral closure of R in F and g,, . . .. 6, a basis of D as R-module. We assumethat the discriminants dLIK and dFiK are relatively prime. Then B:= {cO,gjji = 1, . . . . n,j = 1, . . . . m} is a basis of the integral closure of R in FL as R-module. Proof. The discriminant tower theorem implies bFLIK = b%,,bZ;,. On the other hand B is a basis of FL/K with discriminant i$,,b$,. 0 Example 21 (Lang (1970) Chap. 5, $4). Let K = Q(p) with j5 - fl + 1 = 0. Since the polynomial f(x) := x5 - x + 1 is irreducible (because it is irreducible mod 5), K has degree 5. The discriminant of a polynomial of the form x5 + ax + b is 55b4 + 28as. Hence f(x) has the discriminant 2869 = 19.151. Since this number is square-free, it is equal to the discriminant d of 0, (0 1.1). Hence 0, = Z[p]. According to Theorem 1.46 the ramified primes in K/Q are 19 and 151. By (1.3) in every ideal class of K there is an integral ideal a with N(a) < 4. Since 2 and 3 have no prime factor of degree 1 in K (Theorem 1.42) there is no integral ideal a with N(a) = 2 or N(a) = 3. Hence K has class number 1. One can show that the normal closure N of K has degree 120 over Q and that N/Q(G) is unramified. 0 Example 22 (Lang (1970) Chap. 5, $4). Let K be an arbitrary algebraic number field and L/K a finite normal extension. Then there exist infinitely many finite extensions F of K such that L n F = K and FL/FK is unramified. El
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(Main reference: Hasse (1979), Chap. 25.6). The reader may ask whether there corresponds to Theorem 1.44, 1) a statement about the discriminant. One should hope that b,,, is the g.c.d. of the element discriminants 3.6. Inessential



Discriminant



d,,,(a) := Nt,rtf;(a)



Divisors



= fd,,,(l,



a,. . ., ~l~-l)



for CIE S



where f, denotes the characteristic polynomial of LX,n := [L : K] (Appendix 1.1). But in general this is not so even if K = Q as was already known to Dedekind. For c(E S we have (1.22) &,A4R = mW2bx with an integral ideal m(or), called the inessential discriminant divisor of a or the index of CI.If R = Z, (1.22) is a special case of (1.1). In general (1.22) is proved by the method of semilocalization. An ideal a of R is called a common inessential discriminant divisor of S/R if a divides m(ol) for all a E S. Theorem 1.50. Let K be an algebraic number field and L a finite extension of K. A prime ideal p of DK fails to be a common inessential discriminant divisor of DL/DDK if and only if f or every natural number f, the number rP( f) of prime divisors ‘p of p in D, with fLie(‘$) = f satisfies the inequality



In the formula the ideal NK,o(p) is identified with the natural number which generates it and p denotes the Moebius function. It follows from Theorem 1.50 that for a prime ideal p of 0, to be a common inessential discriminant divisor of .0,/n,, it is necessary that N,,,(p) < [L : K]. This condition is also sufficient if p decomposes in L into [L : K] distinct prime divisors. 2 is a common inessential discriminant divisor in the with p3 + /I’ - 2/I + 8 = 0, considered in example 3. 0



Example 23 (Dedekind).



extension Q(p)/Q



3.7. Normal Extensions (Main reference: Serre (1962) Chap. 1. # 7, 8, Chap. 4). Let R be a Dedekind ring with quotient field K and S the integral closure of R in a finite separable normal extension N of K. Let G be the Galois group of N/K.



By means of Galois theory one gets a finer description of the ramification behavior of the prime ideals in the extension S/R: To every prime ideal ‘!@of S one associates a series of subgroups of G, called the ramification groups. They determine not only the ramification behavior of !I3 over p := R n ‘$ but also of the corresponding prime ideals in the intermediate fields of L/K. We have already seen in $3.4 that G acts as a group of automorphisms on ‘m(S). Let ‘p be a prime ideal of S. Then the subgroup G, := {g E Glg‘$ = v}
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of G is called decompositiongroup of ‘$ and the fixed field of G, is called decomposition field of $I. We assume that the residue field extension (S/P)/(R/P n R) is separable. Proposition 1.51. Let R and S be as above and let ‘?J3 be a prime ideal of S. 1) The prime divisors of p := ‘p n R in S are the prime ideals g’p for g E G. Theseprime ideals have commonramification index e and inertia degreef. 2) The decompositiongroup G, has the order ef. 3) Let K, be the decompositionfield of ‘$. In the extension N/K,, the prime ideal q has ramtfication index e and inertia degreef. In the extension K&K, the prime ideal ‘@n K ‘pof S n K, has ramification index 1 and inertia degree 1. IEI



For n = 0, 1, . . . the n-th ramification group V, = V,(cQ)= V,(Cp,N/K) of the prime ideal Cp of S is defined by V, := (g E G,lga = M(mod ‘%Π) for c(E S}. TW:= I$(‘@) is called inertia group of ‘$ and the fixed field of TV is called the inertia field of !j3. It is easy to see that V,, V,, . . . is a descending sequence of invariant subgroups of G,. The group TP is characterized as the maximal subgroup of G, which acts trivially on S/p. Hence we may identify G,/T, with



the corresponding subgroup of the Galois group 8, of the residue field extension WcP)/(~ n R). We put I/_, := G,. Simple facts about the ramification groups are collected in the following proposition. Proposition 1.52. Let R and S be as above, let ‘!$3be a prime ideal of S such that bW-V(R/V n R) is a separableextension, and let e be the ramification index and f the inertia degree of ‘$3with respect to R. 1) GP/TW = ($5,. 2) Let F be an intermediate field of N/K and H := G(N/F). Then the n-th ramification group of ‘$3with respect to N/F is equal to I/,(‘$, N/K) n H, n = - 1,



0) . . . . 3) Let I, be the inertia field of !JJwith respect to K. Then ‘$ has ramification index e = [N : Iv] with respect to I, and the prime ideal ‘!@n I, of S n I, has inertia degreef = [IQ : FFo] with respect to K,. 4) Let n be an element of ‘$ with rc 6 Fp2. Then the ramification group V, is characterized as the group of all g E TV such that gn = 71(mod ‘Qn+i). 5) V, = (1) for n sufficiently large. 6) There are monomorphisms



(1.23)



KllVl + ww and VJV,,,



+ (S/P)+



for



n =



1,



2,. . .



(1.24)



7) Let p := !J3n R and [R: p] = N(p) finite. Then there is one and on/y one
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g E G,/T,
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Theorem 1.54. Let !$I be a prime ideal of S such that (S/‘@)/(R/~ n R) is a separableextension and let U, the order of the n-th ramification group of $I. Then



with ga s awp) (mod ‘$3)for all a E S.



s generates the group G,/T,.



It is called the Frobenius automorphismof Cpwith N/K . respect to NfK and it will be denoted by ~ ( cp > 8) Let h be an isomorphismof N onto hN. Then hp is a prime ideal of hS. Furthermore I/,(h?)) = hV,(‘@)h-‘, (!!!?!!$)



= h(y)-?



“p(%,d



= f (4l - 1). n=O



Proof. By means of Theorem 1.44 we can assume that G(N/K) = V,(‘!Q, N/K). Then for a E S we have



Q&4



n= -1,0 , ...I



= gFvo (a - ga). c3#1



This implies



q



Mb,d4) If G(N/K) is abelian and h E G(N/K), then In this case one writes



only depends on p = 13 n R.



-. -.



. . . + a,z” (mod ‘$Y”)



with ai E S n I,. This implies 4). 5) is a consequence of 4): If gn = 71(mod Vfl) for all n = 1, 2, . . . , then gn = n. But IV(z) = N and therefore g = 1. The monomorphisms (1.23) and (1.24) depend on the choice of a n E ‘p with z 4 pz. They are constructed as follows: Corresponding to 0 3.3 let S, = (a//?la, b E S, fl$ ‘p} be the localization of S at ‘p. The embedding S 4 S, induces an isomorphism S/Cp -+ S,/CpS,. Furthermore since any class in S/‘$ has a representative in S n I,, (1.23) is induced from the homomorphism g -+ a (mod VPS,) of V, into (S,/‘$S,)‘, where the class of a E S n I, is determined by gn E a7c(mod P’S,), and (1.24) is induced from the homomorphism g+ a (mod ‘pS,) of V, into (S,/CpS,)‘, where the class of a E S n I, is determined by gn E 7~+ a7t”+l (mod ‘$3“+2S,). Cl Let S/‘$ be a finite field of characteristic p. Then (1.24) and 5) imply that V, is a p-group and (1.23) implies that V,/V, is cyclic of order eolN(‘$) - 1. Hence e, is the maximal divisor of e which is prime to p. Since G,/T, also is cyclic, G, is a solvable group (see also Q4.6). We mention some properties of the filtration { K’.ln = 0, 1, . . . } (Speiser (1919)). Proposition 1.53. 1. If g E V, and h E V,, n > 1, then ghg-‘h-l E V,,, if and only if g” E VI or h E V,,,. 2. Zf g E V, and h E V,, m, n 2 1, then ghg-lh-’ E Vm+n+l. 3. Let the characteristic of S/Cp be a prime p. Zf V, # V,+, and V, # K+l, m, n > 1, then m = n (mod p). IA We apply the ramification



2 f (U” - 1) n=o



and hmv,&))



3) implies that any class inS/‘$ has a representative in S n I,. Therefore every a E S has a representation a-a,+a,z+
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groups to the computation



of the different:



= 2 (u, - 1) n=O if n E !& 7~$ p2. Hence the claim of Theorem 1.54 follows from Theorem 1.44.1). 13 Proposition 1.52.2) shows that the ramification groups have a nice behavior with respect to subgroups of the Galois group G(N/K). The same is not true with respect to factor groups. If F is a normal intermediate field of N/K, then in general V,(Cpn F, F/K) # V,(Cp,N/K)G(N/F) for n > 1. Herbrand (1931) introduced the upper numeration of the ramification groups which saves the situation. The upper numeration is defined by means of the function q(x) = (P&X) of the real variable x k - 1: if-ldxd0



cp(x) = x



q(x) = (q + ... + 0, + (x - m)um+lYuo with m := [x] if x > 0. q(x) is a continuous, strictly increasing function and thus possesses a continuous, strictly increasing inverse function $(y). We put V, = VUwhere u is the least integer > x. The upper numeration is then given by ylpw = vX’ If q(x) is integral, then so is x, but the converse is not true in general. vy = V$(y),



Theorem 1.55. Let FjK be a normal subextension of N/K. Then (PNIA-4 = (PF,K((PN,F(X))



for all x 2 - 1



and Vy(‘@ n F, F/K) = Vy(% N/K)G(NIF)IG(NIF)



We say that y. is a jump in the filtration E > 0.



fory2



-1.H



{ VY} if Vyo # VYo+&for arbitrary
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$3. Dedekind



Theorem 1.56 (Theorem of Hasse-Arf). Let G = G(N/K) be an abelian group and y, a jump in the filtration { Vy}. Then y, is an integer. in 3.8. Ideals in Algebraic Number



Fields. Let K be an algebraic number field.



The maximal order 0, of K is a Dedekind ring (Theorem 1.34). In the following the fundamental subject of our study are the fields K. Therefore several notations concerning QK are transfered to notations concerning K. One speaks about the unit group of K and means D,.’ An ideal of K is an element of %X(K) := rrJz(O,). The elements of m(K) are also called fractional ideals. In this connection the ideals of QK are called integral ideals of K. The principal ideals (a) = aDK form a subgroup (K”) in m(K). One of the most interesting invariants attached to K is the (ideal) class group CL(K), i.e. the quotient group !JJI(K)/(K”).



If P is a property of finite abelian groups of odd order and f the corresponding characteristic function, i.e. f(G) = 1 if G has property P and f(G) = 0 if G has not the property P, then we write M,(P) := M,(f). The following values are in very good agreement with the computional results (Buell(1984), (1987)) according to the Cohen-Lenstra’s conjecture: M,(G cyclic) = 97.7575x,



1.9. 0



The study of the class group of an algebraic number field is one of the main purposes of algebraic number theory. Though the literature about special cases of this question is enormous, we have very little knowledge about the structure of the class group in general. In this article results about class groups are to be find in the following sections: 2.1.2, 2.7.3-4, 3.2.6-7, 4.2.1-5, 4.3.3-4, 4.4.5-7, 5.1.2-4. The order of the class group is called the class number. Lenstra had the idea to try to understand heuristically a number of experimental observations about class groups by means of a mass formula. Three of these observations are as follows: a) The odd component of the class group of an imaginary-quadratic field seems to be quite rarely non cyclic. b) If p is a small odd prime, the proportion of imaginary quadratic fields whose class number is divisible by p seems to be significantly greater than l/p , (for instance 43% for p = 3,23,5x for p = 5). c) It seems that a definite non zero proportion of real quadratic fields of prime discriminant (close to 76%) has class number 1, although it is not even known whether there are infinitely many. We state the conjecture of Cohen and Lenstra in the case of imaginary quadratic fields (for other fields and more information see Cohen, Lenstra (1984) and Cohen, Martinet (1987), (1990)). Let CL’(K) be the odd component of the class group of the imaginary quadratic field K, let d, be the discriminant of K, and let f be a non-negative function on the isomorphy classes G of finite abelian groups of odd order. We put



M(f) := lim hsnf(CL’(W)



n-tee c IdzilGn1



_ Then M(f)



= M,(f).



0



M,(f) .= lirn Clci~nf(G)lIAUt ‘I ’



M,(3 1(GI) = 43.987x,



A4,(7 11GI) = 16.320x,



’



n-m &pmel.



Concerning the upper numeration, one finds that all jumps are integers (Theorem 1.56) and that Vy = G(y) if y E N. Now one computes the discriminant of Q(&,,,,)/Q by means of Theorem 1.54. One finds the value &“)/p”‘p where n = pm. Furthermore it follows that Z[d,,,] is the maximal order of Q([pm) since the discriminant of [,- equals ne(“)/p”‘P. We go over to general n E FVby means of Theorem 1.46: Theorem 1.61. The discriminant of O([,)/Q maximal order of Q([,) is Z[[,]. Cl



is equal to n+‘(“)/l-j& prp(n)‘(p-l). The



In particular, Theorem 1.59 describes the splitting behavior of unramilied primes q in the cyclotomic field Q([,): Since all prime divisors c1 of q have the same degree f, it is sufficient to know f, which is the order of F,. By Theorem 1.60, f is the order of 4 in the group (Z/nZ)x. The prime q splits completely if and only if q = 1 (mod n). We mentioned in the introduction to Chap. 1 that the generalization of the quadratic reciprocity law (Appendix 2) played an important role in the develop-



This is the quadratic reciprocity law. From this proof we see that the quadratic reciprocity law has its root in the decomposition behavior of primes in abelian extensions of Q. The right generalization consists therefore in the description of the decomposition behavior of the prime ideals in abelian extensions and more general in normal extensions of arbitrary number fields K by means of invariants defined in K. The solution of this problem for abelian extensions is at the heart of algebraic number theory (Chap. 2). A solution for normal extensions is now in the state of conjectures called Langlands conjectures (Chap. 5). 3.10. Application to Fermat’s Last Theorem I (Main reference: Borevich, Shafarevich (1985), Chap. 3). Fermat conjectured that for n > 2 the equation



x” + y” = z”



(1.25)



has no solution in natural numbers. This famous conjecture is called Fermat’s last theorem since Fermat claimed that he had a proof of the conjecture. This proof is not known and the conjecture remained unproven until now. The only general result known at present is Faltings’ theorem according to which (1.25) has only finitely many primitive solutions, i.e. solutions x, y, z with g.c.d.(x, y, z) = 1. This implies obviously that Fermat’s last theorem is true for n = p”, p a prime and m sufficiently large. But there is a vast literature dealing with special cases or with necessary conditions for the existence of a solution of (1.25). See Ribenboim (1979) for a treatment of the history of the problem and its present state.
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We consider in this article only a few results with the aim to give an example of the application of algebraic number theory to the solution of a Tiophantine equation. Since the conjecture for n implies the conjecture for any multiple of IZ we restrict ourselves to n = p a prime number with p > 2. Moreover it is obviously sufficient to consider primitive solutions x, y, z. We say that the first case of Fermat’s lust theorem holds if p 1 xyz and the second case holds if p(xyz. In the following 5 = & denotes a primitive root of unity. p is called regular if p does not divide the class number of Q(c). In this section we are going to prove the first case of the Theorem of Kummer. For this purpose we need the following Lemma of Kummer. Lemma 1.62. Any unit E of Q(i) has the form E = [‘n with n E IF& Proof. E/E is a unit with IE/EI = 1, hence E/E = ki’(1.3.b)). Furthermore (mod [ - l), hence E = jj&. Withj = 2s (mod p) we have v := E[~ = if. Cl



E= S



Now we come to the first case of the Theorem of Kummer.



Proof. We assume xP + yp = zp for natural numbers x, y z with g.c.d(x, y, z) = 1 and p 1 xyz and derive a contradiction. First let p = 3. The congruence x3 + y3 = z3 (mod 3) implies x + y = z (mod 3). We put z = x + y + 3u. Then x3 + y3 = (x + y + 3~)~ = x3 + y3 + 3x2y + 3xy2 (mod 9), hence 0 = x2y + xy2 = xy(x + y) = xyz (mod 3). This is a contradiction. Now let p > 3. Using the assumption p 1 xyz, one shows that x + i’y is prime to x + [jy for i + j (mod p). Therefore the equation +



yp



=



p-1 n



(x



+



i'y)



=



(mod p).



This implies the desired contradiction x = 0 (mod p). 0 Eichler (1965) proved with a similar but more complicated argument a much stronger result. For its formulation we introduce some notations. Let K := Q(i) and K+ := Q(< + i-i) the maximal real subfield of K. The ideal norm NKIx+ induces an endomorphism of the p-component CLp of the ideal class group of K. Let CL; be the image of this endomorphism. In Chap. 2.7.3 we show that CL; can be identified with the p-component of the class group of K+. Theorem 1.64 (Eichler). Let s be the p-rank of CLJCL;. first case of Fermat’s last theorem holds. ~4



If & - 2 > s, the



For further results on Fermat’s last theorem in this article see Chap. 2.6.3, Chap. 4.2.6.
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Theorem 1.63. Let p be a regular prime, p > 2. Then the first case of Fermat’s last theorem holds.



xp



2x E x + y G XP + yp = zp s z E -x
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zp



(Main references: Borevich, Shafarevich (1985), Chap. 4, Hasse (1979), Part 2) Nowadays algebraic number fields are mostly studied by a mixture of ideal and valuation theory. In this paragraph we represent the valuation theory approach. A valuation of a field K is the direct generalization of the absolute value of the field Q of rational numbers. Such as R is the completion of Q with respect to the absolute value, a valuation of K leads to a completion of K. The valuations of Q correspond to the prime numbers and to the absolute value. An arithmetical question about an algebraic number field K is first studied in the completions with respect to the valuations of K, called “local fields”. Then one has to go over to the “global” field K by means of a “local-global principle”. We shall see this procedure par excellence in # 6 and in Chap. 2,§ 1.



i=O



implies (x + [y) = ap for some ideal a of Z[[]. Since the class number of Q(c) is prime to p, a is a principal ideal. Hence x + [y = ECC~ with a unit E of Q(l) and



a E ZKI. Let c( = a, + ai[ + ...+ap-2cp-2 with u,EZ. Then aP=ao+a, +...+ ap-2 (mod p). Taking in account Lemma 1.62, we see that there is a congruence i-“(x



+ iv) = 5 (mod P)



(1.26)



for some s E Z and t E Z[[] n R. (1.26) together with its complex conjugate implies [-“x + (‘-“y z [“x + is-‘y (mod p).



(1.27)



If the exponents -s, 1 - s, s, s - 1 are pairwise incongruent mod p we get the contradiction x = y = 0 (mod p). In general it is easy to show that (1.27) implies x = y (mod p). In the same way one proves x = -z (mod p). Hence



4.1. Definition and First Properties of Valuations. Let K be a field. A valuation v of K is a homomorphism of K” into the group of positive real numbers satisfying the triangular inequality



(1.28) for CI,p E K, c1+ /I # 0. u(a + B) G 44 + fJ(P) By putting v(0) = 0 we extend u to a function on K. Then (1.28) is fulfilled for all a, b E K. Since the trivial valuation u. with uo(a) = 1 for all a E K” is without interest, we assume in the following that a valuation is nontrivial. A valuation v induces a metric d(a, 8) = u(a - B) under which K becomes a topological field. Two valuations in K are called equivalent if they define the same topology in K. An equivalence class of valuations is called a place. The set of all places of a field K will be denoted by P(K). Two valuations o1 and u2 of K are equivalent if and only if there is a positive number c such that



--e
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for all CIE K.



vz(4 = b(a)



In the following if we speak about valuations of a field K, we mean always pairwise inequivalent valuations of K. A valuation u is called archimedean if for all a, p E K” there is a natural number n such that



All other valuations are called non-archimedean.An equivalence class of archimedean valuations is called an infinite place. An equivalence class of nonarchimedean valuations is called a finite place. Proposition



1.65. Let v be a non-archimedean valuation. Then 4~ + B) d max(44,



v(B))



for all LX,p E K



v(P)>



if V(E) # v(B). 0



0” = {a E Klv(a) < 1)



forms a ring called the valuation ring of u. The ring nU has a unique prime ideal pv = {a E KJu(a) < l} and it is a principal ideal ring. Two elements a, B E D, are associated if and only if V(M) = v(p). The field D,/p, is called the residue class field of v. The exponent of an element a of K with respect to p, will be denoted by v,(g), i.e. crDU = p,‘“‘“‘. We put v,(O) = co. If n is a prime element of O,, then for u E K”.



Independent of valuation theory a valuation ring is defined as a domain V with quotient field K such that for all a E Kx, CIor c1-l belongs to K The elements /? of V with BP’ $ I/ form an ideal ‘$3in T/. Hence ‘$ is the unique maximal ideal of K If R is a Dedekind ring with quotient field K, then the valuation rings in K containing R are the local rings R, (5 3.3) for prime ideals p of R and R is the intersection of these valuation rings. One defines a valuation up in K by u,(a) = e-‘p(‘)



for a E K” (Q3.1).



(1.29)



Then R, is the valuation ring of up. Valuation rings arise in a natural way in complex function theory of one variable: If p is a point of a Riemann surface F, then the set of meromorphic functions on F which are holomorphic in p form a valuation ring. If F is closed, one can show that the corresponding valuations up exhaust the valuations of the field of meromorphic functions f on F with v,(c) = 1 for c E C”. The fact that



(1.30)



,‘IIFv,(f) = 1.



The following example describes the valuations of algebraic number fields. Example 24. Let K be an algebraic morphism of K in C. Then



number



field and cp: K + @ an iso-



for CIE K



v&4 := Ivwl is an archimedean valuation of K. Let p be a prime ideal of 8,. Then



is a non-archimedean valuation One has the relation



A valuation u is called discrete if the set of values log v(a) for CIE K” is discrete in Iw.A discrete valuation is always non-archimedean but the converse is not true in general as we will see in the following. If v is a non-archimedean valuation, then -log u is called exponential valuation. Let u be a discrete valuation of the field K. The set



44 vJ=) zz u(a)



the number of zeroes off is equal to the number of poles off can be expressed in the formula



up(a) := N(p)-“““’



and vb. + PI = max(v(4,
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for c(E K”, u,(O) = 0



of K.



7 u,(a) v up(a) = 1



for all a E K”



(1.31)



where cpruns over all isomorphisms of K in C and p runs over all prime ideals of n,. (1.31) is well defined since for given CIE K for almost all p one has V,(M) = 1. It is only a reformulation of the formula IN(a)\ = N n p”+) = n N(p)Yp(a).Cl ( P ) P Proposition 1.66. Let K be an algebraic numberfield. The valuations defined in example 24 are up to equivalence all valuations of K. Two distinct valuations ul, u2 in example 24 are equivalent if and only if they are of the form v1 = Us,, v2 = vq2with complex conjugated isomorphisms‘pl and qz. El The valuations defined in example 24 are called normalized with the exception of us where q is a complex isomorphism. In the latter case, v: is called normalized though this is not a valuation since the triangular inequality is violated. But one can write (1.31) in the nice form lj 44 = 1



for all c1E K”



(1.32)



where the product runs over all normalized valuations v of K. The product formulas (1.30) and (1.32) show the analogy between algebraic number fields and algebraic function fields. In the following ) JUdenotes the normalized valuation of the places. In $3.8 we have introduced the notion of G-units of an algebraic number field K, where 6 was a set of prime ideals. In the language of valuation theory this notion can be reformulated as follows: Now G denotes a finite set of places containing the set 6, of all infinite places. CIE K” is an G-unit if u(a) = 1 for all places v E P(K) - 6.
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The group E G of G-units is a finitely generated group of rank 16 1- 1 (Theorem 1.58). The torsion group of E G is the cyclic group of roots of unity in K. Let c be a generator of this group and let 5, .sr, . . . , E,6,-l be a system of generators of E,. Then&,, . . . . E,6,-l is called a fundamental system of units of Et. The regulator R, of E, is defined by RG := det(log ISil”)i,”



where i = 1, . . , 16 I - 1 and v runs through the places of 6 - (vO} excluding one arbitrary fixed place v,, E G (compare the regulator definition in 0 1.3). RG is independent of the choice of the fundamental system of units and of the choice of vO. One shows RG # 0 in the same way as we have shown R # 0 for the usual regulator (0 1.3). One has the following characterization of algebraic number fields: Theorem 1.67. Let K be a field of characteristic 0. The following conditions are equivalent: 1) K is an algebraic number field. 2) K has at least one valuation being either archimedean or discrete with finite residue class field and there are a set 6 of valuations of K and positive numbers a, for v E 6 such that for every c( E K” one has v(a) # 1 only for a finite set of valuations in 6 and



3) The non-archimedean valuations of K are discrete with finite residue class field. For every a E K” there are only finitely many non-archimedean valuations such that v(a) # 1. H



The Chinese remainder theorem (Proposition setting of valuation theory:



1.38) can be strengthened in the



Theorem 1.68. (Strong approximation theorem). Let v,, be any valuation of the algebraic number field K and let 6 be a finite set of valuations of K distinct from vO. Furthermore let cl”, v E 6, be arbitrary elements of K.



Then for every E > 0 there is a p E K such that v(j? - a,) < Efor all v E 6 and v’(p) d 1 for all valuations v’ of K which are not in 6 u (Q,). (Cassels, Frohlich (1967), Chap. 2.15). KI The exceptional role of one valuation v0 in the strong approximation theorem is natural from the point of view of the product formula (1.32) since the formula determines one valuation if all other valuations of K are given. Example 25. Let R be a ring with divisor theory R* + 3. Then any prime divisor p of 3 determines a discrete valuation up of the quotient field Q(R) by



II,(~) = p’“‘“’



for CLE Q(R)”



where p is an arbitrary fixed number with 0 < p < 1. q
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4.2. Completion of a Field with Respect to a Valuation. Let K be an arbitrary field and v a valuation of K. Exactly as in the case of the usual absolute value of the field Q one can use Cauchy sequences to construct the completion of K with respect to v.



A v-Cauchy sequence in K is a sequence a,, czZ,. . . of elements of K such that for every E > 0 there exists a natural number N(E) with 4% - %n) < E



for n, m > N(E).



K is called complete with respect to v if every v-Cauchy sequence in K converges. An extension K’ of K with a valuation v’ which is an extension of v to K’ is called completion of K with respect to v if K’ is complete with respect to v’ and K is dense in K’. The completion is unique in the sense that if K”, v” is another completion, then there is a unique isomorphism 9: K’ + K” of valuated fields such that the restriction of cp to K is the identity. The set C of all v-Cauchy sequences in K form a ring with addition and multiplication defined elementwise. To C belong the sequences a,, Q, . . . with tl, = 0 in the topology defined by v.These O-sequences form a maximal limn+ ideal M in C. The field C/M is the completion K, of K. The valuation v is extended to K, in the obvious way. The extended valuation will again be denoted by v without risk of confusion. The completions of an algebraic number field K are called local fields. An archimedean valuation vVis called real (resp. complex) if cpis a real (resp. complex) isomorphism. Then the completion of K with respect to u,+,is isomorphic to R (resp. C). The completion K, of K with respect to a non-archimedian valuation up is called p-adic number field. Let p be the characteristic of the residue field of up. Then K, is a finite extension of the field Q, of rational p-adic numbers. The residue class field of up is the finite field with N(p) elements. In the case of archimedean valuations one has a general result about the possible complete fields due to Ostrowski. Theorem 1.69. Let K be a complete field with respect to an archimedean valuation. Then K is isomorphic to Iw or C and the valuation is in both cases the ordinary absolute value (Hasse (1979), Chap. 13). •XI 4.3. Complete



valuation



Fields with Discrete Valuation. If K is a field with discrete of K, has again discrete valuation and v(K) =



v, then the completion



v(K).



Let D be the valuation ring of v and rc a generator of the prime ideal p of D. Then rcis called a prime element of K and the characteristic of D/p is called the residue characteristic of K. We put v := v,. Obviously for every sequence o+,, CQ, CQ,... of elements in D the series ~1~+ CY~ 7c+ t12rr2 + . . . converges to an element in the valuation ring D, of K,. Proposition 1.70. Let R be a system of representatives of the classes of D/p in 0. Then every element TVof K” can be uniquely represented in the form
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with CI,E R,



(1.33)



vg = v(cL),clvo# 0. 0 Example 26. Let K = C(z), u a complex number and let u = v, be the valuation of K given by u.(f)



where v,(f) is the multiplicity



= e-“~(~),



Now assume that we have already constructed g,(x), h,(x) E D[x] such that g”(x) = g(x), h,(x) = h(x) and f(x) E g,(x)h,(x) (mod 71”). Then we find polynomials u,(x), v,(x) E D[x] such that g,+,(x) := !A(4 + n”u,(x), f(x) = g,+,(x)h,+,(x)



t-l(U) E C”. (compare (1.29)). Then the valuation ring D is the ring of all functions f E K” which have no pole in u, p is the ideal of all f E D which have a zero in u and D/p = C. Hence we can put R := @ and rr = z - u and (1.33) is the so called formal power series f(z) = f c,(z - u)“, c, E @, vo = V”(f), Y=Yo for f E K, which in this case is convergent in the usual sense of function theory. cl Remark.



The origin of the valuation theoretical method in number theory was the observation made by Hensel that one can operate with series of the form (1.33) in a similar manner as with power series in function fields. Proposition 1.71 (Hensel’s lemma). Let K be complete with respect to a discrete valuation v. Let f(x) E D[x] be a normed polynomial. Suppose that g(x) and b(x) are polynomials in (D/p) [ x ] w h’tc h are relatively prime and such that Rx) = t3WbW* such that



= gWh(4



and E(x) = J,)(x).



Proof We choose polynomials g1 (x), h,(x) E D [x] with a1 (x) = g(x), L,(x) = QKx~~;ef~)--~x)hI(x) = rrw(x) with w(x) E D[x] and ‘II a prime element of



gd4 = g,(x) + 4x), with polynomials



h,(x) = h,(x) + 44



u(x), u(x) still to be determined.



f(x) - g,(xh(x)



= @W



- g,(x)44



n+m



We get - hlWW)



(mod ~‘1.



Example 27. Let K be a p-adic number field and f(x) = xNcP) - x. Then T(x) splits in distinct linear factors. Hensel’s lemma implies that the same is true for f(x) in D[x]. The roots of f(x) are a system of representatives of the classes in D/p in D, called the distinguished system of representatives. Cl Hensel’s lemma gives some knowledge about polynomials in D [x] if we know something about the corresponding polynomial in (D/p)[x]. More general one would like to compare f E D [x] with the corresponding polynomial in (D/ph) [x]. In this direction one has the following more complicated version of Hensel’s lemma: Proposition 1.72. Let f(x), go(x), h,(x) be polynomials in D[x] such that the following conditions are fulfilled: 1) The highest coefficients of f(x) and gO(x coincide. 2) The exponent r = v(R(g,, ho)) of the resultant of go and ho is finite. 3) f(x) = gO(x (mod r~“+~). Then there are polynomials g(x), h(x) E D[x] such that f(x) = g(x)h(x), g(x) = go(x), 44 = h,(x) (mod 7-tr+l). IXI (Borevich, Shafarevich (1985), Chap. 4.3). 4.4. The Multiplicative Structure of a p-adic Number Field. Let K be a p-adic number field and 0 the valuation ring of K. The prime ideal of D will be denoted by p too. The residue characteristic of K will be denoted by p. In this section we want to determine the structure of Kx . Let 7~be a prime element of D, i.e. p = nD. Then K” = (z) x DO”. Furthermore let q := N(p) = [O : p]. By example 27 D contains the group pq-i of roots of unity of order q - 1. Hence K” =(n) x /A~-~ x U,



where U, := 1 + p is called the group of principal units. More general we put Un:= 1 + p” for n = 1, 2, . . . and U, = U := 0”. The groups U,,, n = 1, 2, . . . , form a basis of neighbourhoods of 1 in the topology of K” induced from the topology of K. The group Z, of p-adic integers acts on U, in a natural way:



Since g(x) and h(x) are relatively prime we can choose u(x) and u(x) such that w(x) - g,(x)u(x)



- h,(x)u(x)



(mod rr”+i).



f(x) = hrI g,,(x) lim h,(x). q



f(z) = (z - u)‘ql(z),



ax) = g(x),



:= h,,(x) + r-t’%,(x)



It follows



of u in f, i.e.



f(x)



h,+,(x)



satisfy



f E K”,



Then there exist polynomials g(x), h(x) E D[x]
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= 0 (mod 7~).



(1 + ctnl)P E 1 + p’+l implies



for a E 0, t E N
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for rj E U,, p’lm.



u]” E 1 + ps+i



(1.34)



Now let g = lim,,, g, E Z,, gn E Z and v] E U, . Then qgn converges to an element of U, which is independent of the choice of the sequence gi, g2, . . . converging to g. We put qg := lim qgn n-tee This defines a continuous P&-module.



mapping



ZP x U, -+ U, such that U, becomes



a



Proposition 1.73. The &-module U, is the direct sum of the group urC of roots of unity of p-power order in K and a free &-module of rank [K : Q,]. Cl We give a short proof for this proposition in 4.9 by means of the p-adic logarithm, but in this section we consider the liner question of the structure of U, as filtered group with the filtration {U,ln = 1,2, . . .}. Let e be the ramification index and f the inertia degree of D with respect to L, and & a generator of pPi, i = 1, , . . , c. The map q,,: D + U,,, defined by cp,(a) = 1 + co?‘, induces a group isomorphism of (D/p)+ onto UJU,,,,. Moreover 1 + corn + (1 + coc”)P = 1 + c&p + ‘. . + c?WP



for CIE D



wwL+1,



+ ull,Iun,+l



if 1 < n < e/(p - l),



WUn+l



+ Unfe/Un+e+l



ifn > e/(p - l),



WUn+l



+ un+,Iu”+,+l



ifn = e/(p - l)and/+,



1 + P”) + A = un+,/un+,+,



if n = e/(p - 1) and pP c U,



-yP-'n"(P-l)p-1



(mod



(1.35)



1 d P G pel(p - 11,~1~1



with Tr G* # 0.



form. For more



Example 28. K = Qp,. If p # 2, then U, = (1 + p). If p = 2, then U, = (- 1, 5). Cl If K is an algebraic number field and p a prime ideal of K, then for all h = 1, 2, . . . where f), denotes the valuation



Therefore the structure tions above.



ring of K p. Furthermore



of the groups (DJp”)’



is determined



by the considera-



4.5. Extension of Valuations



(1.36)



for tl E L.



L is complete with respect to v. 2) If K is not complete with respect to v, then the extensions of v to L correspond to the component fields L,, . . . , L, of the tensor product L &



is a basis of the free Z,-module U, If pP c U, according to (1.35) one needs one generator u.+ more, which lies in u rpi(p-l). We can choose q.+ in the form yI* = 1 + a*(1 - i,)P



we can take r] lP = &,=. If pip the relation has a more complicated details see Hasse (1979), Chap. 15.



n)



and A is the subgroup of index p in U,,+,/U,,+,+, of the elements 1 + /I(1 - &,)p with /I E 0, Tr p = 0 where Tr is the trace from D/p to Z,/pZ,. For the proof of (1.35) we remark that r~~‘(~-‘) IV (1 - &,) =: 1” and 0 = ((1 - J,)p - l)/pll E -Ap-lp-’ - 1 (mod A). 0 In the case pP $ U, we get a simple description of U, : Let Oi , . . . , Wf be a set of generators of (D/p)+ and qvr := 1 + o,rcP. Then {ryIIIv = 1, . . . . f,



corre-



p := v,(l - i’,=) = e/(p - 1)~‘~’ + 0 (mod p),



v’(a) = v(iv,,&))“” $ U,,



where 7 is a solution of the congruence 1 E



(1.36) and q* there is one generating relation



Proposition 1.74. Let v be a valuation of a field K and L a finite separable extension of K of degree n. 1) If K is complete with respect to v, then there is one and only one extension v’ of v to L, which is given by



induces a group isomorphism WU”H



Between the generators sponding to [$ = 1. If
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K, = L, 0.. . @ L,.



(1.37)



The fields L,, v = 1, . , s, are complete and the corresponding valuation v, of L is given by the canonical injection of L into L,. 3) In the case that v is a discrete valuation, O,,/Du is an extension of Dedekind rings with prime ideals ‘$JVip, and we have



CL, : &I = e,fy where e, is the ramification



(1.38)



index and f, is the inertia degree of $J, with respect to



P “.



4) If L is given by an irreducible polynomial f(x) with coefficients in K, i.e. L g K[x]/(f(x)), then the complete fields L,, v = 1, . . . , s, correspond to the irreducible factors f,(x) off( x ) over K,, i.e. L, z K,[x]/(fJx)). El Now let K be the quotient field of a Dedekind ring R and let S be the integral closure of R in the finite separable extension L of K. Let p be a prime ideal of R and ‘$i, . . . . !j3, the prime divisors of p in S. Furthermore let v resp. vi, . . . , v, be
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the valuations of K rep. L which correspond to p resp. ‘?&, . . . , vs. Then ul, . . . , v, is (up to equivalence) the set of all extensions of u onto L and (1.37), (1.38) reflect the formula (1.18). We put K, := K,, LVi := LOi, n,, := D,, Dqi := Dui. The prime ideal of the valuation ring D, of K, will be denoted by p if there is no danger of confusion. Theorem 1.75. ~~,(a,)



= i: VAbcs,,oJ



q



0 d



tion of the Legendre symbol



i=l



Theorem



We assume that the discriminant off is prime to p, then the polynomials f1 (x), . . . , fs(x) are pairwise distinct. Therefore Hensel’s lemma implies that f(x) _=ii(x) . . . f,(x) with irreducible polynomials f,(x) E R,[x], v = 1, . . , s, with f,(x) = f,(x). Hence p has in S the decomposition p = ‘pi . . . ‘$.$in pairwise distinct prime ideals ‘p, with inertia degree deg f,. Cl Example 30. Let d be a squarefree number in Z, K = Q, L = a(,,&). We consider the decomposition of primes p in prime ideals in D,. If p k 2d, by delini-



= v,~(D~~,,~~ ), i = 1, . . .) s, V&R)



1.75 shows that we can compute the different and discriminant



of



S/R if we know the “local” differents and discriminants. Roughly speaking the “global” different (resp. discriminant) is the product of the “local” differents (resp.



discriminants). The computation of the local differents and discriminants is easy if we know local prime elements as we shall see in the next section. Several notions remain unchanged and are easier computable if one goes over to the completions of L/K. E.g. let L/K be a normal extension, let $3 be a prime ideal of S, and p = $3 n R. Then L,/K, is a normal extension, and the restriction of G(L,/K,) to L defines an injection of G(L,/K,) into G(L/K) whose image is the decomposition group G,(L/K). More general, the restriction of V,(‘$, L,/K,) to L is V,(‘$, L/K), n = - 1, 0, . . . In the following we identify V,($J, Lq/K,) and I$(‘$.$ L/K). If w is an archimedean valuation of L with the restriction v to K then we define the decomposition group G,,, of w with respect to L/K by G(L,/K,) considered as subgroup of G(L/K). For convenience of language we say that a place w of L lies above the place u of K if the valuations in w are continuations of the valuations in u. In this case we write wlv. Equivalence classes of archimedean (non-archimedean) valuations are called infinite (finite) places. If K is an algebraic number field, the finite places of K will be identified with the prime ideals of K. These notations have their origin in the theory of closed Riemann surfaces, where the points of the surface F correspond to the equivalence classes of valuations of the field K of meromorphic functions on F ($4.1). If L/K is a finite extension, then the Riemann surface of L is a covering of F, hence the places w of L lie over places u of K.



over Z/pZ



P



the polynomial



= 1 we have x2 - d =



(x - a)(x + a) (mod p) with a E Z. Since a f -a Hensel’s lemma that f(x) splits over Q,. Hence (P)=



Furthermore



%‘P2



ifp!2d,



0



m = fl(4 . . . fs(4 -



the decomposition



of T(x) = f(x) (mod p) in irreducible



polynomials



over R/p.



(p)=



g = 1,



(mod p), it follows from



‘5l3 ifp]2d,



0



z = -1.



it is easy to see, that in the first case % = (P, $



If p 1d, the polynomial QP.



- a),



Q2 = (P, $



+ 4.



x2 - d is irreducible mod p2 and therefore irreducible over (P) = ‘V



if p/d with ‘p = (p, 4).



If p = 2, d = 3 (mod 4), the polynomial irreducible over Q,.



x2 - d is irreducible mod 4 and therefore



if p = 2, d = 3 (mod 4) with !I3 = (2, 4



(P) = P2



+ 1).



If p = 2, d E 1 (mod 8), we have x2 - d = x2 - 1 = (x - 1)(x + 1) (mod 8).



Hence x2 - d splits over Q2 by Proposition (P) =



1.72.



if p = 2, p = 1 (mod 8) with ‘!& = (2, ($



%cp2



(P) = (V)



normed polynomial



T(x) = x2 - 2 is irreducible



if and only if



If p = 2, d = 5 (mod 8), the polynomial fore irreducible over Q2.



Example 29. Let L = K[x]/(f(x)) with an irreducible f(x) E R[x]. Furthermore let p be a prime ideal of R and
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+ 1)/2),



‘u2 = (2, (4 1m. x2 - d is irreducible mod 8 and there-



ifp=2,p-5(mod8).O



By means of the quadratic reciprocity law one shows that the decomposition behavior of a prime p in the quadratic field with discriminant D depends only on the residue class of p mod 1D I. 4.6. Finite Extensions



field, i.e. the completion



of p-adic Number Fields. Let K be a p-adic number of an algebraic number field with respect to the valua-
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tion which corresponds to a prime ideal p of D,. Let p be the residue characteristic of p. Then K is a finite extension of Q,. On the other hand every finite extension of Q, is isomorphic as a topological field to a p-adic number field. In this section we study more closely the finite extensions L of K. Since the valuation ring DL of L has only one prime ideal we can speak about the ramification index e = eLiK and the inertia degree f = fLIK of L/K.



E = ∨ with a principal unit Ed, i.e. Q, = 1 (mod 7~).Since Z, operates on the group of principal units (5 4.4) and (e, p) = 1, there is one and only one principal unit E~ E 0, such that t$ = E,,. 0



Proposition 1.76. Let 71be a generator of the prime ideal $3 of D, and let O,, . . . , Gf be a basisof the residueclassfield extension (DJ‘$)/(D,/p). Then



(0~71~I~=l,...,



f,v=O,l,...,



e-l}



is a basisof the D,-module D,.



It is an elementary task to classify tamely ramified extensions of K up to isomorphism. The reader is referred to Hasse (1979), Chap. 16, for this question (caution: in the three german editions of Hasse (1979) there are mistakes in Chap. 16). The wildly ramified extensions are much more complicated. But in some sense one has also in this general situation an insight in the possible extensions. We come back to this question in Chap. 3.2.3-4. One result in this direction is the following



Proof. This follows easily from (1.33). Cl



The extension L/K is called unramified



Proposition 1.79. Let L/K be a fully ramified extension of degree n. Then



(resp. fully ramified) if eLjr; = 1 (resp.



v’p(aLIK) < v%(n) + n - 1.



fL,x = 1). Proposition 1.77. 1) Let q be the number of elementsin 0,/p. There is one and only one intermediate field Kf of L/K such that Kf/K is unramifed and L/KJ- is fully ramified. Moreover [Kf : K] = f and K, = K(c) where c is a primitive root of unity of order qfW1. 2) Let f,(x) be the minimal polynomial of 71over Kf. Then



Proof. Do,/!@ is the field with qf elements. Therefore the polynomial x4’-’ - 1 has qJ - 1 distinct roots in O,/‘$ and Hensel’s lemma (Proposition 1.71) implies that x4/-l - 1 has qf - 1 roots in L. Hence K(c) 5 L. Since K([)/K has inertia degree f and ramification index 1, we have K(c) = Kf. (1.20), (1.21) imply = --a



= 1. By Proposition



e? f&K, L/Kf



=



(f,'b)).



1.76 we have b,,,



f(x)=



be the minimal



polynomial f'(7c)=



xn



+



a,x"-'



+



...



+



a,-,x



+



a,



of 7~.Then the z-exponents of the summands in n7c"-l



+



al(n



-



1)7rne2 + ... + a,



are all distinct. Hence



DL,K = (f,'(4),



eLIK, a L/K



Proof. Let 71be a prime element of L and let



=



(NL,K,f~(z)),



hence



q



Let L be contained in a field M and F a finite extension of K in M. Proposition 1.77 implies (1.39) eLFlF d eLIK. Furthermore Proposition 1.77 shows that up to isomorphism there is one and only one unramified extension of K of arbitrarily given degree. This extension is normal with cyclic Galois group G and G is generated by the Frobenius automophism (Proposition 1.52.7)). The extension L/K is called tamely ramified (resp. wildly ramified) if e f 0 (mod p) (e = 0 (mod p)). Proposition 1.78. Let L/K be a tamely ramified extension with inertia degree 1 and let nK be a prime element of 0,. Then L = K(a) where e is the degree of L/K and [ is a q - 1-th root of unity. Proof. By our assumptions, ze = .zzK with a unit E in D,. Since L/K has . inertia degree 1, we have E = [ (mod n) with [ a 4 - 1-th root of unity. Therefore



vcp(DLiK)



=



vs(f'(7c))




 pv,(p)/ (p - 1) which is impossible, we have v&/3”) = v,(a). q



u(a - ga) d max(u(a - /3), u(/I - ga)) < ~(a’ - ~1). It follows ga = a. cl Theorem 1.80 implies the following elegant mass formula of Serre (1978). Theorem 1.82. Let L,, be the set of all fully ramified extensions L of K of given degree n in a fixed algebraic closure of K and let j(L) := j and q be defined as aboue. Then Lgz q-jCL) = n. 0 n 4.7. Kummer Extensions. Let n be a natural number and K a field of characteristic prime to n which contains the roots of unity of order n. From basic Galois theory one knows the following facts. Any cyclic extension L of K of degree n can be generated by a root CIof an irreducible polynomial x” - a E K[x]. We associate to c E p,, the automorphism gi of L/K given by gior = [a. Then [ -+ gr, is an isomorphism of 1-1,onto G(L/K). A polynomial xn - b, b E Kx , is irreducible if and only if 5 has order n in the group K “/(K’ )“. If p is a root of xn - b in some extension E of K, then K(/I)/K is a cyclic extension of degree n. It is called Kummer extension and one puts fi



:= p.



-



Let x” - b, and x” - b, be irreducible polynomials in K[x]. Then K(gb,) K(6) if and only if b, = b;c” with (r, n) = 1, c E K. Now we assume that K is the quotient field of a Dedekind ring R.



=



Proposition 1.83. Let x” - a be an irreducible polynomial in R[x] and let L = K(G). 1) If p is a prime ideal of K with p j na, then p is unramified and decomposes into s prime ideals in L where s is the maximal divisor of n such that the congruence xS = a (mod p) has a solution b in R. 2) If p is a prime ideal of K with p 1 a, p” j a, then p is ramified in L/K. Zf p Jn and (v,(a), n) := h, then the ramification index of p in L/K is n/h. Proof. 1) By our assumptions x ’ = 5 decomposes in R/p into the product of pairwise distinct irreducible factors x ds - E, [ E 11,. Hence the claim follows from example 29. 2) is proved by an Eisenstein argument (Proposition 1.43.2)) and by 1) taking in mind that in the case pnla, p j n, there exists a b E K such that .
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ab”ERandpbnab”.O



According to $4.4 there is a further Kummer extension K(&)/K with a principal unit q, namely r~ := q* = 1 + o*(l - {,)p. Since there exists one unramified extension L of degree p over K, it follows Proposition 1.85. Let n* be as in 54.4. Then K(fi)/K extension of degree p. Cl (See also Chap. 2.6.1.)



is the unramified



4.8. Analytic Functions in Complete Non-Archimedean Valued Fields. Let K be a field which is complete with respect to the non-archimedean valuation u. A series I:=1 ~1, with CI,E K converges if and only if lim,,, c(, = 0. If s = cz1 CI,converges, then an arbitrary reordering of s converges to the same limit. It follows that the product of the convergent series X:=1 LX,and ~~=i j,, is equal to c:*=, %Bnv Let K { {t}} be the field of formal power series c&, cI,,t” in the variable t with n, E Z and M, E K. As in complex function theory we have for the series in K{(t)} beside addition, subtraction, multiplication and division two other operations: Let g(t) = C:& ct,t” and f(t) an arbitrary element of K{ It}}. Then the composition f(g(t)) and differentiation f’(t) are defined as for usual power series. The familiar differentiation rules carry over to formal power series. Now consider a power series crEO a,, r the series diverges. r is called the convergence radius, and the set of 5 E K for which ~~=0 t1,5” converges is called the convergence region of the power series. In its convergence region a power series represents a continuous function called (non-archimedean) analytic function.



Several properties of usual analytic functions carry over to non-archimedean analytic functions. For example, if the analytic functions fi and fi have common values at a set in their convergence region C which has an accumulation point, then the functions fi and fi must be equal in the whole of C. The notions of meromorphic function, pole and residuum can be transferred to the nonarchimedean situation without difficulties.
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Theorem 1.86 (Mahler’s theorem). Let f(t) into QP. Then f(t) has a unique representation



be a continuous function from Z,



the logarithmic f(t) = Jo u”(z)



with(f)



= ‘(’ - ‘)“y:



- n + ‘)



and coefficients U, such that limn+m ~1,= 0. If v(a,) < Mr” for some r < ~-“(~-l) and some M, then f(l) as a power series with convergence radius at least (rpl’(p-l’)-l.



series



(1.40)



may be expressed



EI (Washington



log(1 + t) = +F1 (- 1)n-1;; and the binomial



series



ij E K. rl t”, 0n Since we have all natural numbers in the denominators of these series, our field K must have characteristic 0. We assume in the following that K contains the field Q, of rational p-adic numbers for a certain prime p. Let



(l+t)“=



(1982), 0 5.1)



F



n=~



Some properties of the transition collected in the following



from formal to convergent power series are



Proposition 1.87 (Substitution principle). Let 5 be an element of the complete non-archimedean valued field K. 1) Let f(t), g(t) be formal power series such that f(t), g(5) converge and let h(t) = f(t) 0 g(t) where 0 stands for addition, subtraction or multiplication. Then h(t) is convergent and f(r) 0 g(5) = h(r). Let f(t) = ~&ant” and g(t) = Cz& /I,t” be formal power series such that 2) g(5) and f(g(5)) converge and that v(j?,,,4”) d v(g(c))for all n 2 1. Furthermore let h(t) = f(g’(t)). Then h(5) converges and h(5) = f(g(5)). 3) Let f (t) be a formal power series such that f (5) converges for 5 E K ‘. Then also f’(4) converges and f(5 + ‘I) -f(5)



f’(r) = lim v-0



I?



where the limit runs over all q # 0 in K such that f([



+ q) converges. 0



In usual analysis one has in the field Ccof complex numbers a field which is both complete and algebraically closed. We want to construct a similar field in p-adic analysis. Starting with Q, we take the algebraic closure ap. Since any finite field extension of Q, has a unique valuation extending the valuation of Q,, we have a unique valuation of ae, extending the valuation of Q,. We denote the completion of app with respect to this valuation by C,. Proposition
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1.88. 6ZPis algebraically



Functions



in p-adic Analysis.



ciples of the last section to the exponential



series



be the normed exponential ing results.



Now



we apply the prin-



valuation



belonging



V(P)



to v. Then we have the follow-



Proposition 1.89. 1) exp(t) has the convergence region C=P



5 E KIv,(E) > &



.



2) v,(exp(5) - 1 - 8 > v,(5)for 5 E CeXp- (0). 3) exp(5, + 5J = exp [I exp c2 for (I> & E Cexp. 4) If cl, t2 E CeXPand exp [I = exp tz, then cl1 = 52. 0 Proposition 1.90. 1) log(1 + t) has the convergence region



2)



v,(log(l



+ 5) - 5) > v,(4) for v,(5) > &-



3) log exp t = 4, exp log(1 + 0 = 1 + 4 for v,(5) > &. 4) log(t,t,)



closed.



Proof. Suppose CI is algebraic over C, and let f(x) be its irreducible polynomial in @,[x]. Since aa, is dense in C,, we may choose a polynomial g(x) E Q,[x] whose coefficients are close to those of f(x). Then g(cr) = g(a) f(m) is small. Hence v(a - b) must be small for some root /? E cp of g(x). We can choose g(x) and b such that v(/? - a) < V(U~- c()for all conjugates cli # tl. Then Krasner’s lemma (Proposition 1.81) implies CIE a=,(/?) = cp. Cl 4.9. The Elementary



v,(5) := log v(i”)/log



= log t1 + log t2 for tl - 1, t2 - 1 E GOP.



5) If 0 (Leopoldt n-cc



(1961)). IXI



P”



Proposition 1.89 and 1.90 imply that the mapping 5: + exp 5 defines an isogroup C’ = morphism from the additive group CeXp onto the multiplicative If K is a p-adic number field, then CeXp(resp. C’) is I a subgroup of p (resp. U,) of finite index. This proves Proposition 1.73. q E K 1v,,(q - 1) > F&
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1



Proposition 1.91. 1) (1 + 0” converges Sor V,(5) > ~ P-1 vp(i”) ’ 0. 2) The function (1 + 5)” is continuous in v].



3) (1 + 5)” = exp(q log(l + 5)) for v,(S) > $,



and if q E Z, for



v,(r) 2 0.



for v,(t) >



F(0, x) = x.



formal group law Ff over Q such that formal group law. It follows



f(Fr(x, y)) = F’(f(x), f(y)). It is called Lubin-Tate



a 0, vpw 2 0. 0



Proposition 1.92. There is a unique extension of log to all of Kx such that log p = 0 and log(&) = log 5 + log q for 4, q E K”. Al (Washington (1982),



Proposition



For the proof of Theorem 1.93 one introduces the formal group law corresponding to f: If A is an arbitrary commutative ring with 1, then a formal power series F(x, y) in the indeterminates x, y with coefficients in A is called a commutative formal group law over A if F(x, F(y, z)) = F(F(x, y), z), F(y, x) = F(x, y), There is one and only one commutative



(1 + 5)“‘“’ = (1 + 4)“(1 + 0”’ 4, (1 + gy1 + 5’)” = ((1 + O(l + ;o,i>
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C@+ PI/M = f”Wf(O, CBl#h for ~1,fi E D. C@PlfV)= r/lf(CPlf@)) Let p be the set of roots of the polynomials @-l), n = 1, 2, . . . , in K. Then F’(cr, p) is convergent for U, p E p and Ff(a, /?) E p. It follows that Ff defines in p a multiplication such that p becomes an abelian group.



5.4)



4.10. Lubin-Tate Extensions (Main reference: Cassels, Frijhlich (1967), Chap. 6). Let K be a p-adic number field with valuation ring 0, let q be the number of elements in the residue class field, and let g(t) be an Eisenstein polynomial of degree q - 1 with coefficients in 0 ($3.4). We put f(t) := tg(t). It is easy to see, that for every a E D there is one and only one formal power series [a]#



:= at + Lx2t2 + *. .



g,(x) = q&(x + 1) = xp”-p”-’ + ... + p. We put g = gl. Then &-l) = g,, and Q,(&(g)) F belonging to g is the “multiplicative group”



= QJOwedefineU,= U,,z$n- 1 0 (9 4.4) for all non-archimedean places v. A defining module1m in K is the formal product of an ideal m, of 0, and some real places or,. . ., v,, m := mOzil . . . v,. The support supp m of m is defined by supp m := supp m, u {ul,. . . , v,>. We say that m is smaller or equal to m’ = c {v;,...,v:}. Let U, c J(K) be the direct rnb vi... u; if molmb and {vl,...,us) product of the groups U,,, for all places v where U,,. := U,” c U, with n, := v,(m,) if v is the non-archimedean valuation associated to the prime ideal p, U In,” ..- K,,+ ifvE{vl ,..., us}, UT” := K,” if v archimedean,



and I(C);) is a lattice in l(H) (0 1.3) Theorem 1.98 follows from Dirichlet’s theorem and the finiteness of CL(K) (Q 1.2). 0



E”



u 4 (vi,. . . , v,}.



It is easy to see that U,K” is a closed subgroup of finite index in J(K). The defining module f such that U, is maximal with U, E A, i.e. the smallest defining module, is called the conductor of A. The factor group J(K)/U,K’ can be interpreted as an ideal class group, called ray class group, as follows. Let ‘?I,,, = YIu, be the group of all ideals a in m(O,) which are prime to S := supp m, i.e. supp a n supp m = a. The ray group R, is the subgroup of principal ideals (a) in 5!Is such that a E U,,, for v E supp m. ‘This is the translation of the german “Erkl%rungsmodul”. modulus” (Hasse (1967)), “cycle of declaration” (Neukirch



Other translations (1986), Chap. 4).



are “interpretation
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Q6. Hecke L-Series and the Distribution of Prime Ideals



Example 35. Let K = Q and let m be a natural number. We put m := (m)u,, where v, is the real place of Q. In every class Z of (iZ/mQx there is a positive number a. We associate to a the class @ in 2I, and we get an isomorphism of (Z/mZ)x onto %,,,,lR,. 0



For the proof of (1.43) one needs the inequality l(l + it) # 0 for t E R. For more information about the distribution of primes one has to know more about the distribution of zeroes of i(s) in the “critical stripe” 0 < Re s < 1. The famous Riemann conjecture asserts that all zeroes in this stripe lie on the straight line Re s = 3. It is unproved until now. Riemann (1859) gave two proofs of the functional equation (1.45). His second proof uses the functional equation
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Proposition



1.100. There is a canonical isomorphism of J(K)/U,K’



onto



%IR m. Proof. We put



J, = i n” @”EJW cl”= Then J, U,Kx



= J(K) by Proposition J(K)/U,K’



1ifvEsuppm



9 ; 0



. I



r As/R,.



and proceeds as follows: Put
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w(x) := f emn+ = (9(x) - 1)/2. l&=1



of Prime Ideals



(Main references: Lang (1970), Chap. 6-8, Narkiewicz (1974), Chap. 6, 7)



Then



The distribution of prime numbers in the sequence of integers is one of the most exciting questions of number theory. The most celebrated result about this question is the prime number theorem: If n(x) denotes the number of primes which are smaller or equal the real number x, then



I)(S) = ~‘T(s/~)[(s)



lim 7$x) X = 1 x+m I( log x >



X



mx~‘~-~cLI(x)dx s0 m m = x~‘~-~oI(x) dx + x-““-‘0(1/x) s1 s1



(1.43)



The classical approach to the proof of (1.43) consists in a detailed study of



00 s



for s E C, Re s > 1.



1



1,



(1.44)



satisfies the functional equation - 4 = J/(s)



+



a!



x-(‘+~)‘~o(x) dx



s1



$(s) = 1 Sk



where the product runs over all primes p. i(s) can be extended to a meromorphic function on the whole complex plan, which is holomorphic beside s = 1 where it has a simple pole. Furthermore the function l)(s) = n-“‘2r(s/2)[(s)



1 s-l



Hence



The connection of c(s) with prime numbers is given by Euler’s product formula forRes>



dx,



X-‘.i’w(l,x)=[~x-S”L(-f+:&+&w(x))dx



SI



i(s) = Jj (1 - p-s)-’



=



1



Riemann’szeta function



w



(1.46)



$(x)= g emnznx n=-‘X



q



2I ,/R m is called ray classgroup mod m.



P



for x > 0



of Jacobi’s theta function



1.68. Hence



zz J,/J,,, n U,K”



i(s) = “tl n-’



= &9(x)



(1.45)



+ -



1)



m (xsi2-l + x-)‘~-~)w(x) s1



dx.



(1.47)



The integral on the right side of (1.47) defines a holomorphic function in the whole complex plane, which is symmetric with respect to the straight line Re s = *. This proves (1.45). (1.46) follows easily from Poisson’s summation formula. In this paragraph we will explain the proof of a generalization of (1.45) based directly on Poisson’s Summation formula. For an even integer s = k 3 2 one has the well known formula of Euler i(k) = (- l)k/2+1‘I”:*Bk,
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where Bk denotes the k-th Bernoulli



(1.48)



a rational number. The consequences and generalizations of (1.48) will be studied in Chap. 4. In connection with the distribution of primes in arithmetic progressions Dirichlet studied more generally series



us,xl:=fl x(W” = n (1- x(Ph-“)-’



for Re s > 1,



P



where x is a character mod m for some natural number m, i.e. x is a homomorphism of (Z/mZ)x into C”, x(n) = I if ( n, m) = 1, x(n) = 0 if (n, m) # 1. x is called Dirichlet character. Let m’ be a multiple of m. Then x induces a character x’ mod m’ defined as x’(n) = x(n) if (n, m’) = 1 and x’(n) = 0 if (n, m’) # 1. A character mod f is called primitive and f its conductor if it is not induced from a character mod m with mlf For every character x’ mod m’ there exists a uniquely determined primitive character x such that x’ is induced from x. The conductor of 1’ is defined as the conductor of x. The characters mod m form a group. The unit element of this group will be denoted by x0. It is called the trivial (or unit) character.



L(s, x) is called Dirichlet L-function. Again L(s, x) can be extended to a meromorphic function in the whole complex plane being holomorphic if 1 is distinct from the trivial character x0 and satisfying a functional equation analogous to (1.45). Dirichlet showed that the existence of primes in arithmetic progressions can be rather easily proved if one knows that L(1, x) # 0: Let 1 be a natural number with (I, m) = 1. We want to show that there are infinitely many primes p with p = 1 (mod m). Let a be a natural number with al E 1 (mod m) and let c > 1. Then



F x(4 1%L(% x) = -; x(4 y Wl - xm-“1 X



P-” =



+



where the first product runs over all prime divisors p of m in Q(c,). Then one has the following analytic class number formula (1.49) where the product runs over all non trivial characters x of (Z/mH)“. (1.49) shows immediately L(1, x) # 0, since h # 0 by definition. The proof of (1.49) is intimately related to the study of the Dedekind zeta function of Q(i,) and the decompositions of primes in a&,,). We will prove a much more general formula in Chap. 2.1.13. The Dedekind zeta function (K(S) := ; N(a)-” = n (1 - N(p)-“)-’ P of the algebraic number K and the product runs Riemann’s zeta function to any scheme X of finite



+ f(o)



f(4,



p2dm)



where f(o) is a continuous function for (T > 0. If L(1, x) # 0 for x # x0, then x,x(a) log L(a, x) is divergent for 0 -+ 1 since lim,,, L(a, x0) = co. Hence lim,+, CpElcmodmJP-O = cc and this proves the assertion. L(1, x) # 0 can be proved by various methods but the conceptional proof uses our knowledge about the cyclotomic field Q([,) (9 3.9): We introduce the following notations: h is the ideal class number, w the number of roots of unity, R the regulator, D the discriminant, rl the number of real and r2 half the number of complex conjugates of O(~,). Furthermore F(s) denotes the elementary function



for Re s > 1



field K, where the sum runs over all integral ideals a of over all prime ideals p of K, is a first generalization of c(s). More general one associates a zeta function (x(s) type over Spec Z: ix(s) is defined by the Euler product



ix(s) := n (1 - N(x)-“)-I, x where the product runs over all closed points x of X and N(x) denotes the cardinality of the residue field of x. The product converges absolutely if Re s > dim X. In particular we get Riemann’s zeta function for X = Spec Z and &(s) = ix(s) for X = Spec 0,. Let Eqbe the finite field with q elements. Then (Ix(s) = (1 - q-S)-1



for X = Spec Fq



and if z is a variable ix(s) = 7 (1 - 4- sdegf)-1



= F x(4rJxbw” + .m = ; (c xh+
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m := IJ (1- N(P)-“)-’g (1- p-7



number. By means of (1.45) one gets



[(l - k) = - B,/k,



of Prime Ideals



=



(qs-’



_



I)-’



for X = Spec EJz],



where the product runs over all irreducible polynomials f E Fg[z]. If X is an arbitrary algebraic variety over Spec Fq, then by a famous theorem of Deligne (see e.g. Katz (1976)) one has the following results: 1. ix(s) is a rational function Z,(y) of y := 4’. 2. ix(s) satisfies a functional equation similar to (1.45). 3. The zeroes and poles of ix(s) lie on the straight lines Re s = i log q, j = 0, 1,. . . ,2 dim X. 3. is the analogue of the Riemann conjecture for c(s) mentioned above. Dirichlet L-functions can be generalized to L-functions for certain sheaves on schemes of finite type and to L-functions for representations of reductive groups and Galois groups of local and global fields. The interplay between these Lfunctions is the main subject of the Langlands philosophy (Chap. 5).
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1. Basic Number



0 6. Hecke



Theory



As a resume of our considerations we have four main problems in the study of zeta functions and L-functions: 1. Meromorphic continuation of the functions to the whole plane and functional equation. 2. Situation of poles, computation of their residues. 3. Values in integral points. 4. Distribution of zeroes, generalization of Riemann’s conjecture and proof of the conjecture. In this paragraph we study mainly the first two problems for L-functions connected with number fields and we apply our knowledge about L-functions to the distribution of ideals of number fields. The third problem will be studied in special situations in Chap. 4. Following the thesis of J. Tate (1967) we consider L-series in the setting of harmonic analysis on adele and idele groups ($5) and we study at first rather general functions. The L-functions we are really interested in, then will appear in a natural way. We keep the notation of 0 5. 6.1. The Local Zeta Functions. Let K be a local field and v the corresponding normalized valuation. A complex valued function f on K+ is called admissible if f E SW+) and f(+W, .f( a) u(CI)d are in L,(K “) for all positive numbers o. For any quasi-character x with positive exponent and any admissible function f we define



iu-3 x):=sfMx(4 dP x(4.



[(f, x) is called a zeta function of K. Let T(s) be the Gamma function. For any quasi-character x we define the corresponding L-function or Euler factor L(x) E Cx u {co} as follows: a) K = [w,then L(x) := P”T(S/2)



rutx-l0



if x = sgn vs.



_ ,(xv,)i(f? xv") Uxv”)



(1.50) defines the analytic continuation



Proof. Let f and g be arbitrary theorem one shows that i(f> X~“)i(d~ x -l tP)



= [(i



f,(5) =



L(x) =



(1 - x(4-1 1



i In every case L(xv”) is a meromorphic



Theorem 1.101. Let f be an admissible function and x a quasi-character with exponent 0. Then c(f, xv”) is a holomorphic function for Re s > 0. There is a meromorphic function E(@) of s E C, called local s-factor, which is independent of f, such that



(1.50)



of [(f, xv”) to a meromorphic function



of



admissible functions. By means of Fubini’s x-‘P)~(g,



xv”)



for 0 < Re s < 1.



f”’ exp( - 2rru(t)) i Q”’ exp( -2m( 0, one has



if x is unramitied if x is ramified. function of s and L has no zeroes.



< Res < 1.
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= ii”‘. Then .f,(t) = il”.L,(5), Uf,, x,,d = (274 ’ - s+‘n1’2~(~ + ln1/2), &us) c) K = p-adic number field with residue characteristic p. Without loss of generality let x be a character of Kx with conductor p” and X(Z) = 1. We put



if 1 = xnvS.



c) K = p-adic number field, p = (rc),then



for0



Ideals



Therefore it is sufficient to prove Theorem 1.101 for a special admissible function J a) K = IF&If x = 1, we put f(t) = exp( - rrr’) and find f(t) = f(t), [(f, us) = n-“‘2r(s/2), &(tP) = 1. If x = sgn, we put f(t) = 4 exp(-7ct2) and find f(t) = if(O, i&v usI = 71-cs+1)‘2r((~ + 1)/2), s(sgn us) = i. b) K = @. We put



[(f, xv”) = (Npd)“-“2(1



+ l4/2)



of Prime



s E c.



b) K = C, then L(x) := 2(27L-“-‘““~r(s



and the Distribution



L(x-lv’-“)



if x = us,



L(x) := n-(s+1)‘2r((s + 1)/2)



-



L-Series



i(fY xv”) = (md+“)s



5 x(B)~-‘(P/~“+“)



)S U”



dp ’ (4



where /3 runs through a set of representatives of the elements of U/U,, and i(fY x- lul-s)



where



= (N+,)W+n J un



dpLX(a) , s(xuS) = (Npd+“)1’2-s &O(X)
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II



of Prime Ideals



Proof. We write c(f, 11 I”) in the form



&o(X):= (NP”)-“2&-x-‘wMmd+“)



i(fY



is the so called root number of x and has absolute value 1. 0 For any non trivial character $ of K+ and any character x of Kx with conductor p” the sum



xl I”) =



f~4x(~N~l”d~x”(4 +



s Ial
 1 and [(f, ~1 I”) is a holomorphic function of s for Re s > 1 - C. The following theorem contains the solution of the main problems 1) and 2) from the introduction to $6 for [(f, XI I”) considered as function of s.



i(f, XI I”) = id x-l1 1’-7.



(1.51)



d&(B) d&(B) - f(O) lE x(B) d& (P)



x(B) d/G (B) - f(W,&



where 6, :=



(E)



1 if x is trivial 0 if x is non-trivial.



The essential step in the proof is now the application formula (Appendix 3) for the function g(t) :=



of the Poisson sum



f(t/?t), its dual J(t) = h/



k



,



0



< E A(K), and for the discrete subgroup K of A(K) (Theorem 1.97):



We get



Putting



our computations



i(f> Theorem 1.102. Let 1 be a normalized character and f an admissiblefunction on A(K). Then c(f, XI I”) can be analytically continued to a meromorphicfunction on s E @.Zf x is non trivial, then [(f, XI I”) is holomorphic on @.If x is trivial, then (f, XI I”) is holomorphic except at s = 0 and s = 1 where it has simple poles with residues -tcf(O) and t&O) respectively with K := p:(E) (Proposition 1.99). [(f, XI I”) satisfies the functional equation



d& (P)t”-’ dt,



J’(K)



= n;K jE f(&)x(B)



I”)



where x0 is a character of J(K)/K’ which is trivial on [w, . We call x0 a normalized character. As in the local situation, we call Re s the exponent of x. We want to define global zeta functions. An admissible function f on A(K) is a complex-valued function on A(K) with the following properties: 1. f and f are continuous and in L,(A(K)). 2. C&KfW + 5)) and CrEKfMB + 0) are both convergent for each u E J(K), j3 E A(K). The convergence is uniform for CI,/I ranging over compact subsets of J(K) resp. A(K). 3. f(a)jal” and f(a)lc+’ E L,(J(K)) for c > 1. Then



ss0



f(@t)x(B) asK* E



6.2. The Global Functional Equation. Now let K be an algebraic number field. Let x be a quasi-character of the idele class group J(K)/K ‘. The induced quasi character on J(K) will be denoted by x, too. Since .J’(K)/K” is compact, the restriction of x to Jo(K) is a character. It follows that x has the form



x(4 = Xo(~)l’4”



f(Bt)x(P)



f(BtMB) 46 (P) =Cs sJO(K)



s Ial
, 2. C(P,-1, /4-l) = PL 3. c(U,, U,) G c(U,, n). Proof. 1. follows from the fact that U, is a Z,-module (Chap. 1.4.4) hence l/(q - 1) E Z,. 1. implies that c: pLq-i x pqpl -+ A factors through pL4-iU,/U,. Therefore 2. follows from Proposition 2.102. For the proof of 3. one usesthat for i, j E N, 0, p E pLq-ione has by Proposition 2.103 c(1 - p71i,1 - fJ7cj)= c(1 - prci, pn’ - oprr’+j) = c(1 - p7ci,1 - apn’+j) + c(1 - cJprci+j,1 - 07rj) + ic(l - op7t’+j, 7t) + c( - 1, 1 - aprc’+j).



-ab)



= -~(a,



b). 0



from 2.: Let a # 1, then



- a-‘), a) = c(-a,



g) + dD,[ [xl] is a universal admissiblesymbol of



a) + c(1 - a-‘, a) = c(-a,



a).



2.102. Every symbol of a finite field lFqis trivial.



If u is a generator of F,“, then c(u, u) = c( - 1, u) therefore 2(a, b) = 0 for all a, b E Fqx.Furthermore there exists a, b E Fqxwith 1 = (a2 + b2)u hence Proof.



0 = c(ua2, 1 - ~a~) = c(ua2, ub2) = c(u, u). 0 Proposition 2.103. Let R be a field. Then for a, 6, c E Rx with a + b = c, c(a, b) = c(a, c) + c(c, b) + c( - 1, c). Proof. 0 = c(bc-‘, UC-‘) = c(b, a) - c(b, c) - c(c, a) + c( - 1, c). Cl



By iteration one finds that c( U, , U,) E c( U,, n) z (U, , 1 + ph) for arbitrary large h. Since c is continuous, this implies c( U, , U,) E c( U,, rr). 0 It remains to know c(K x, rc). Let i = i,p” with p”c(1 - pzi, n) = (l/i,)c(l



p 1i,, then



- prci, prri) = 0.



(2.62)



If the p-th roots of unity do not belong to K, then as Z,-module, U, is generated by elements of the form 1 - pni with p E pL4-i (Chap. 1.4.4) and therefore c(U,, n) = 0. If pp c K” and n is maximal with /+ c K, then U, is generated by 1 - p7ci for p E p4-1, 1 d i < e,,pn, p 1 i and one element of the form 6 := 1 - p7foP”



with p E p4-1, trTiQp p = 0 (mod p)



where e, is the ramifica.tion index of K/Qp(upn) (Chap. 1.4.4). In the following we fix such an element 6.
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Proposition 2.106. Let 5 be a primitive root of unity of order p” in K, n > 1. Then c(U,, x) is generated by c(a, [) for some CIE Kx Proof. We know already that c(U,, n) is a cyclic &-module generated by (6, n). Therefore it is sufficient to find c(E K” such that c(a, [) generates c(U,, n)/pc(U,, n). Let m E N be maximal with [ = u (mod Uf) for some u E U,,,. Then m < eOpn. If m = eOpn, then we can take CI:= 71.If m < eOpn, then m is prime



to p. We take CI:= 1 - i = 0~“’ (mod U,) for some g E pqpl. and c(a, [) = c(a, u) = c(c, 6) = mc(7c, 6) (mod c(U,, x)). 0 6.6. Tame and Wild Symbols. A symbol c of the p-adic number field K is called tame (resp. wild) if c(U,, K “) = (0) (resp. c(p,-,, K “) = (0)). The Hilbert norm symbol ( , ), is tame for p j m and wild for m = pS. Proposition 2.107. If K does not contain the p-th roots of unity, then every continuous wild symbol of K is trivial. Proof. (2.62). Cl Proposition 2.108. Every continuous symbol of K can be uniquely represented as sum qf a tame and a wild symbol. Proof. Let c = t + w where t is a tame and w a wild symbol. Put CI= ~‘pu, /3=xbov~KX witha,bE~,p,aEIlq-l,u,vEU1.Then



tb, P) =



abc( - 1, z) - ac(o, n) + bc(p, n) -ac(a, z) + bc(p, x)



(2.63)



This proves the uniqueness. On the other hand (2.63) defines for arbitrary tame symbol and c - t is a wild symbol. 0



ca



A continuous symbol c of K is called universal tame (resp. wild) symbol if for every tame (resp. wild) symbol c’: Kx x Kx -+ A’ there exists a homomorphism f: A -+ A’ such that c’ = fc. Theorem 2.109 (Theorem of Moore). Let K be a p-adic number field with pp,, c K, pp,,+’ $ K. Then the Hilbert norm symbol ( , )p” is a universal wild symbol of K. Proof. This follows from $6.5. 0



According to (2.63) a universal tame symbol t: K x x Kx -+ pLq-l is given by t(a, 8) = (- l)““‘ma”B jT’@) (mod p) for (Y,p E K ‘.
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3 7. Further



Results of Class Field Theory



7.1. The Theorem of Shafarevich-Weil (Main reference: Artin-Tate (1968), Chap. 13, 15). Let F be a local or global field. We consider a finite normal extension K/F and a finite abelian extension L/K which is given by the corresponding subgroup H of the class module A, (9 1.6). According to Theorem 2.11, H is invariant under G(K/F) if and only if L/K is normal. If we assume this, we have a group extension + G(L/F)



Z+F”



+F”@,F”



iFx@,Fx@,Fx



i...



(2.64)



+ G(K/F)



+ { 1)



(2.65)



where G(K/F) acts on A,/H in the natural way. The question arises which class in H2(G(K/F), A,/H) belongs to the group extension (2.65) (5 3.1 example 9). If there is a prestabilized harmony in mathematics one may hope that the class of (2.65) is connected with the canonical class in H2(G(K/F), AK) (Theorem 2.56). This is indeed true: Theorem 2.110 (theorem of Shafarevich-Weil). The class of the group extension (2.65) is the image of the canonical class under the map H2(G(K/F), AK) + H2(G(K/F), A,/H). 0 7.2. Universal Norms (Main reference: Artin-Tate (1968), Chap. 6.5, Chap. 9). Let L/K be a finite normal extension of local or global fields. The kernel of the norm symbol o! -+ (a, L/K) is the group NLIKA, (0 1). A universal norm is by definition an element of A, which is a norm for all finite normal extensions L/K. Hence the group of universal norms is the group U, := n N,,,A,



about Milnor’s K-Theory (Main reference: Milnor (1970)). The notion of symbol leads to Milnor’s K-theory: For any field F one defines the graded ring K,(F) = &=, K,(F) as the factor ring of the tensor algebra 6.7. Remarks
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with respect to the ideal generated by the elements a 0 (1 - a) for all a E F ‘, a # 1. If F is a topological field, then (2.64) has a natural topology and one defines KzP(F) as the factor ring of (2.64) with respect to the closed ideal generated by the elements a @ (1 - a) for all a E F x, a # 1. The results about symbols on F can be reformulated as results about K,(F) or KTP(F). A one dimensional analogue to symbols is the exponential valuation v: Fx + Z. Parshin had the fruitful idea that, since K 1(F) = Fx is responsible for the class field theory of local fields, K,(F) should be in the same way responsible for the theory of abelian extensions of “local fields of dimension n”. This is in fact true for local fields of dimension 0, i.e. finite fields, and it turns out to be true in general if one defines a local field of dimension n by induction as follows: A local field of dimension n + 1 is a discrete valuated field such that the residue class field is a local field of dimension n.



{l} --f A,/H



if p # 2, if p = 2.



Results



E A,



L



where the intersection runs over all normal extensions L of K. In the local case it is easy to see that U, = {l}. In the global case one has the following result:
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Theorem 2.111. Let K be an algebraic number field. Then U, is the connected component of the idele class group (S(K). The group U, is also characterized as the group of elements in 6(K) which are infinitely divisible. Let V be the group of integral adeles qf Q, i.e. the components are integers at all finite places (Chap. 1.5.4). Let rI (resp. r2) be the number of real (resp. complex) places of K. Then U, is topological isomorphic to the group [W+ x (v/z),~+r~-l



x (R/Z)*2. lg



7.3. On the Structure of the Ideal Class Group. In this section we give some applications of the isomorphism between the ideal class group CL(K) and the Galois group of the Hilbert class field H(K) of an algebraic number field K (5 1.2). Theorem 2.112. Let L/K be a finite extension of number fields which contains no subextension F/K with F # K which is unramified at all places. Then h(K)1 h(L). In fact, NLiRCL(L) Proof.



According



By our assumption, H(K) map is surjective, too. 0



CL(L) I



-



CL;K)



-



N -



diagram



GWWL) I



22 n L = K. Therefore
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Example 21. K = Q(,,k) h as class number one, but Q(& is unramilied at finite places, ICL,(K)I = 2. Cl



2, J-



The following theorem goes back to Gauss, who formulated of quadratic forms (Chap. 1.1.6).



it in the language



Theorem 2.114. Let K be a quadratic places. Then [CL,(K) : CL,(K)‘] = 2’-‘. Proof.



Let d be the discriminant



3)/Q($)



extension of 63 with t ramified finite



of K/Q. Then d has a unique representation d =p:...p;



where p* is a prime discriminant, i.e. Q(,,/@) 1, , . . , t. A prime discriminant p* has the form p* = (- l)(p-1)/2p



if



p# 2



and



has one ramified



p* = -4, 8, - 8



if



prime pi, i = p = 2.



The class field H,(K) of CL,(K) contains the field E = Q(&, . . , Jp:). On the other hand let E’/K be the maximal 2-elementary subextension of H,(K)/K. Then E/Q is normal. The ramification group V, of a prime divisor of p1 in E’ has order 2 and is not contained in G(E’/K). Therefore G(E’/Q) contains no element of order 4. This implies that G(E/Q) 1s an abelian 2-elementary group, hence E = E’. Cl



= CL(K).



to (2.4) we have the commutative



Results



The classes of CL,(K)/CL,(K)2 are called the genera of K and CL,(K)2 is called the principal genus. If a is an ideal of K which is prime to d, then by (2.4) K is surjective,



hence the norm



Theorem 2.113. Let p be a prime and let L/K be a finite p-extension, i.e. L,JK is normal of p-power degree. We assume that there is at most one place which ramifies in L/K. Then pJh(L) implies pi h(K). If K has no abelian extension which is unramified at finite places (e.g. K = Q), then it is sufficient to assume that K has at most one finite place which ramifies in L/K. Proof. We assume p\ h(L). Let H be the maximal unramified abelian p-extension of L. Then H/K is normal. We put G := G(H/K). Let v be the place of K (if it exists) which ramifies in L/K, let w be a place of H above v, and let V, be the inertia group of w with respect to H/K. By assumption, V, # G. Since G is a p-group, if follows that V, fixes a cyclic subextension E of degree p of H/K. Then E/K is unramified at all places. 0 Let m be the product of all real places of K and CL,(K) the ray class group mod m (Chap. 1.5.6). CL,(K) is called the ideal class group in the narrow sense. If K is totally complex, i.e. K has no real places, then CL,(K) = CL(K). The class field of CL,,(K) is the maximal abelian extension of K which is unramified at finite places.



(+E)=(%$ This proves the following



theorem:



Theorem 2.115. Let K be a quadratic extension of Q with discriminant the norm from K to Q induces an injection I: CL,(K)/CL,(K)2



d. Then



+ (Z/dZ)“/(ZldZ)“2.



X2 where U(K) The image of 1 equals U(K)/(Z/dZ) corresponding to K in the sense of 5 1.1. El



is the subgroup of (Z/dZ)’



For a generalization of Theorem 2.114 and Theorem 2.115 see Leopoldt (1953). For more information about the 2-component of CL,(K) see Chap. 3. 7.4. Leopoldt’s



Spiegelungssatz



(Main



reference: Washington



10.2). In this section we use some results of the representation simple algebras over fields (Curtis-Reiner (1962)). Let p be a fixed prime number and L a finite number field K such that pupc L and p t [L p-Sylow group A of the ideal class group of L The group ring Q,[G] is the direct sum of spond to the irreducible characters 4 of O,[G].



(1982), Chap. theory of semi-



normal extension of an algebraic : K]. We put G := G(L/K). The is a Z,[G]-module. simple algebras 211,which correThe algebra ‘u, is the full matrix
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algebra over its centre Z,. The rank of VI+ over Z, is the degree x(1) of any absolute irreducible component x of 4. The extension Z,/Qe, is unramilied of degree d( 1)/x( 1). To 4 corresponds the primitive idempotent x(1)



1, and l,l,.



Theorem 2.117. Let d > 1 be square-free, let r be the 3-rank of the ideal class group of Q(G) and s the 3-rank of the ideal class group of Q(F3d). Then



r b e inverse systems. A morphism $ of P into Q consists in a morphism 4 of J into Z and a family of morphisms tijj, j E J, of G,,j, into ZZj such that for i < j the diagram



commutes.
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cpof l@ Gi into l@ Hi by means of



It is clear by the definitions



above what one has to understand by the category



R, of inverse systems over the directed set 1. The functor I@,, exact. With other words:



that the inverse limit is uniquely determined up



G4(j) 7 I ‘I



We associate to $ a morphism



of Protinite



+Gi



v commutes. It follows from the definition to isomorphism.



0 1. Cohomology



Hj



of R, into R is



Proposition 3.2. Let P = {I, Fi, Oj}, Q = (I, Gi, cp,‘}, R = {I, Hi, $/} be inverse systems and let 0 = (ei} and cp = (cp,} be morphisms of P into Q and Q into R, respectively, such that for every i E I the sequence



{l}~Fi+Gi+Hi-+{l} is exact. Then the sequence



is exact. El 1.2. Profinite Groups. A profinite group is a topological represented as inverse limit of finite groups. Example 4. The groups G’ in example 2 are prolinite and 77; are profinite groups. Cl



group which can be



groups, in particular



;2;



Example 5. An analytical group over Q, is defined similar as an analytical group over R. A compact analytical group over Q, is a prolinite group. In particular GL,(;Z,), SL,(Z,) are profinite groups. 0 Let G, {‘piti E Z} be the inverse limit of the inverse system {I, Gi, cp/}. Then {Ker ‘pili E Z} is a full system of neighborhoods of the unit in the topology of G. A subgroup of a profinite group is open if and only if it is closed and of finite index. Now we give an inner characterization of prolinite groups: Proposition



3.3. The following



properties



of compact groups G are equivalent:



1. G is profinite. 2. G is totally disconnected. 3. There exists a set II of open normal subgroups of G which is a full system of neighborhoods



of the unit of G. Cl



The category of prolinite groups (morphisms are continuous homomorphisms) is closed with respect to closed subgroups, factor groups, infinite direct products and inverse limits. The following proposition guarantees the existence of a continuous system of representatives for the cosets of subgroups: Proposition 3.4. Let H be a closed subgroup of the profinite group G. Then there is a continuous section ct of G/H into G with o(H) = 1, i.e. a continuous map ct of G/H into G such that the composition of o with the projection G + G/H is the identity. 0
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Let G be an abelian prolinite group and x a continuous homomorphism of G into R/Z. With G also Im x is compact and totally disconnected. Therefore Im x is finite, hence cyclic and contained in Q/H. This means that the Pontrjagin dual X(G) := Hom(G, R/Z) of G is a discrete torsion group. G +X(G) is an exact functor from the category of abelian profinite groups onto the category of abelian discrete torsion groups. Example 6. The dual group of the total completion



of Z+ is Q/Z. 0



The dual notion of the inverse limit of compact abelian groups is the notion of direct limit of discrete abelian groups (see 9 1.4). Let (Gili E I> be an inverse system of compact abelian groups. Then X l&n Gi = l$X(G,) (>. I



(3.1)



1.3. Supernatural Numbers. A supernatural number is a formal product n, p”p where p runs over all primes and n, is a non negative integer or 00. The product, g.c.d. and 1.c.m. of any set of supernatural numbers is defined in obvious manner. Let G be a prolinite group and H a closed subgroup of G. The index [G : H] of H in G is defined as 1.c.m. of the finite indices [G : HU] where U runs over all open normal subgroups of G. Proposition



3.5.1. Let K c H E G be profinite groups, then [G:K]



= [G:H][H:K].



2. Let {Hili E I} be a descending filtering that H = nieIHi. Then



family of closed subgroups of G such



Proposition 3.7. 1. The natural map F(I) + F is an injection. 2. Let G be a profinite (prosolvable or pro-p-) group and {gili E Z} a family of elements of G such that any neighborhood of 1 contains almost all gi. Then si + gi, i E I, defines a morphism of F into G. KI



One can always find such a family (gil i E Z} which generates G, i.e. the smallest closed subgroup of G containing { giJi E I} is equal to G. Then { gil i E I} is called a generator system of G. A generator system is called minimal if it has no proper subset generating G. 1.6. Discrete Modules. Let G be a profinite group and A a unitary G-module. We consider A as a topological space with the discrete topology. A is called discrete G-module if the action of G on A is continuous. Proposition 3.8. Let G be a profinite group and A a unitary G-module. The following conditions are equivalent: 1. A is a discrete G-module. 2. For every a E A, the stabilizer G, = {g E GJga = a} is an open subgroup of G. 3. Let U be the set of all open normal subgroups of G. Then A = u A”. 0 cJ,ll



3. A closed subgroup H is open in G if and only if [G-: H] is a natural number. 0



Proposition 3.6. Let G be a profinite 1. There exists a p-Sylow group of conjugated. 2. Every pro-p-group contained in G 3. Let G’ be the image of a morphism q(H) is a p-Sylow group of G’. H



group and p a prime. G and any two p-Sylow



groups of G are



is a subgroup of a p-Sylow group. 40qf G and H a p-Sylow group of G. Then



Example 7. Let A be an abelian group and G a profinite group acting trivially on A. Then A is a discrete G-module. 0 Example 8. Multiplication



by p-adic integers defines Q,/Z,



as discrete Z,-



module. El Let G be a prolinite group, H a closed subgroup of G and A a discrete H-module. M:(A) denotes the set of all continuous maps f of G into A with for h E H, x E G (compare Chap. 2.3.4).



hf (4 = f (h-4



The map f is continuous if and only if there exists an open normal subgroup U in G such that f depends only on the classes of G/U. We define ME(A) as G-module by wf)c4



1.5. Free Profinite, Free Prosolvable, and Free Pro-p-Groups. Let I be a set and F(I) the free discrete group with generator system (sili E Z}. Furthermore let
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(n be the system of open normal subgroups containing almost all si. Then [email protected] F(I)/N is called the free profinite group F = F, with free generator system {s,li E Z}. If % is th e system of open subgroups with solvable factor group (resp. p-power index) containing almost all si, then Ii@,, ‘J1F(I)/N is called the free prosolvable (resp. free pro-p-group) F = FI with free generator system (sili E I}. These definitions are justified by the following facts which are valid in all three cases:



[G:H]=l.c.m.{[G:Hi]li~I}.



1.4. Pro-p-Groups and pSylow Groups. Let p be a prime. A profinite group H is a pro-p-group if it is the inverse limit of p-groups. This is the case if and only if the order of H is a finite or infinite p-power. A closed subgroup H of a prolinite group G is called p-Sylow group if H is a pro-p-group and if the index [G : H] is prime to p.



of Prolinite



It is easy to see that M:(A) induced module.



= f(w)



for g, x E G.



is a discrete G-module.



M,(A)



:= M$)(A)



is called
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In the following a G-module means always a discrete unitary G-module. Beside the category C, of G-modules the following category C is important: The objects of C are the pairs [G, A] where G is a profinite group and A a G-module. A morphism of [G, A] into [H, B] is a pair [q, $1 such that cpis a morphism of Z-Z into G and ti is a homomorphism of abelian groups of A into B with t4cpW)



for h E H, a E A.



= W(4



For finite groups G the category C coincides with the category considered in Chap. 2.3.2. 1.7. Inductive Limits in C. Let Z be a directed set. A direct system (also called inductive system) (I, [G,, AJ, [cp,‘, Il/i]} in C is a covariant functor 4 of the category Z (4 1.1) in C with 4(i) = [G,, Ai] for i E I and q4(i d j) = [(pi, I,$!]. Then



{I, Gi, (pi} is an inverse system in the category of prolinite groups and {I, Ai, I/!} is a direct system of abeiian groups. To every G-module A we associate the trivial direct system Dt,,,] = {I, [G, A], [qpi, cpj]} where qpi’ and $/ are the identical maps. To a morphism [q, $1 of [G, A] into [G’, A’] we associate in an obvious way a morphism of DtG,A1into D,,, AVldenoted by [q, $1, too. Let D = {I, [Gi, Ai], [(PC, $;I} b e a direct system. A G-module A together with a functor morphism 4 of D into DvsAl is called direct limit of D if for every G’-module A’ and for every functor morphism 4’ of D into DIGP,A,l there exists one and only one morphism [q, $1 of [G, A] into [G’, A’] such that the diagram DIG,



Al



of Profinite



Groups
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One gets an equivalence relation in the disjunct union of the abelian groups 8i



Ai, i E I. The classes with respect to this equivalence relation form an abelian group A in an obvious way, A = Ii@ Ai is the direct limit of the direct system {I, Ai, $j}. A is a G = l@ G,-module and there is a functor morphism of D into DEG,AIdefined in a natural way such that [G, A], 4 is the direct limit of D. The



”



details are left to the reader. 0 Let G be a protinite group and U the set of open normal subgroups of G. Every pair [G, A] is limit of the direct system {U, G/U, An}. Therefore every (discrete) G-module is the direct limit of G,-modules with finite groups Gi. 1.8. Galois Theory of Infinite Algebraic Extensions. Let K be an arbitrary field and L an extension of K. We call L/K a normal extension if L is the union of finite normal separable algebraic extensions of K. The Galois group G(L/K) of the normal extension L/K is the topological group of all automorphisms of L which fix the elements of K. The topology of G(L/K) is defined by means of the system U(L/K)



:= {G(L/N)IN



E %}



of neighborhoods of the unit where 5II is the set of all finite normal subextensions of L/K. It is easy to see that G(L/K) is the inverse limit of the inverse system (‘3, G(N/K), (pf} where for N E M, qNM is the projection G(M/K) + G(N/K). Hence G(L/K) is a profinite group. Proposition 3.10 (Main theorem of Galois theory). Let L/K be a normal extension. The map



I% *I !



tj : M + G(L/M)



commutes. A functor morphism of D into DIG,Al is given by a family {[vi, pi] 1i E Z} of morphisms of [Gi, Ai] into [G, A] such that for i < j the diagrams



4% \/



qj



G



commute. It follows from the definition isomorphism. Proposition



and



$1 \J



*j A



defines a one to one correspondence between all subextensions M/K of L/K and all closed subgroups of G(L/K). The inverse of q5is the map which associates to a closed subgroup U of G(L/K) the fixed field K(U) := {a E Llgcc = CI for g E U>.



El Now let R be a Dedekind ring with quotient field K, v a valuation of K corresponding to a prime ideal of R, L a normal extension of K, and w an extension of v to L. A part of the considerations in Chap. 1.3.7 can be transferred to infinite extensions: If g E G(L/K), we define gw by gw(a) = w(g-‘a)



that direct limits are uniquely determined up to



3.9. In the category C direct limits exist.



Proof. Two elements a, E Ai and uj E Aj are called equivalent if there is a k E Z such that i d k, j d k, and $k(Ui) = $F(aj).



Furthermore defined by



the decomposition



for CIE L.



group G, and the inertia group T, of w are



G, := {g E Glgw = w}, T, := {g E G,lw(ga



- a) < 1



for tl E L, W(R) =S l}.
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If the residue class field extension &JR, is separable, then there is a natural isomorphism of G,/T, onto G(Q,,,/&). If R, is finite, then the Frobenius automorphism F, E G,/T, is defined as in Proposition 1.52.5 and F,,, generates GJL. The higher ramification groups can be defined for the upper numeration by means of Theorem 1.55: If y E [w,y > 0, we define lJY(w, L/K) = lim VY(wI,, N/K). NC%



(3.2)



yisajumpifI/Y# V Y+&for arbitrary E > 0. Any non negative real number can be a jump. See Maus (1967)-(1973), Sen (1972), Gordeev (1981) for a detailed discussion of the filtration { vYly E lR+} of G(L/K) in the case of local fields. Example 9. Let K be a finite field and L the algebraic closure of K. Then G(L/K) is the total completion f’ of Z+. Cl Example



unramified



10. Let K be a finite extension of Qep and L = K,, the maximal extension of K in an algebraic closure of K. Then G(L/K) = f’. 0



Example 11. Let K = Q and let L be the union of all cyclotomic extensions of Q (Chap. 1.3.9). Then G(L/K) is isomorphic to the multiplicative group of the ring t. 0 Example 12. Let K be a local or global field with class module A, (Chap. 2.1.6) let K be a separable algebraic closure, and let Kab be the maximal abelian extension of K in K. Then by class field theory (Chap. 2.1) G(Kab/K) = G(K/Kyb is isomorphic to the total completion of A,. This isomorphism is induced by the norm symbol (a, K) E G(Kab/K), which is defined by



(c(, K) := lim (CI,L/K) for tl E A,, ‘iwhere L runs through the finite extensions of K in Kab (compare Theorem 2.9). The functorial properties of this symbol are immediate consequences of the Theorems 2.10 and 2.11: Let K’/K be a finite extension in E. If H is an open subgroup of the profinite group G, the transfer from G into H is defined as in the case of finite groups. Let Ver be the transfer from G(E/K) into G(E/K’). Then Ver(a, K) = (CI, K’) da, K’) = (&,,K~, K)



for CIE A,.,



where K denotes the homomorphism from G(E/K’yb the inclusion G(K/K’) c G(K/K). Let g be an automorphism of K, then (sa, SK) = da, 0-l



into G(E/K)ab induced by



for c( E A,. H



Example 13. Let F be the Riemann surface of the finite extension K of the function field C(z) and let S be a finite set of points of F. Let g be the genus of
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F. Then the Galois group G of the maximal extension of K which is unramilied outside S is isomorphic to the total completion of the fundamental group of F - S (Springer (1957), Chap. 10.9). Corresponding to the well known structure of this group (see e.g. Seifert, Threlfall (1934) Chap. 7), G is isomorphic to the free profinite group with 2g + (SI - 1 generators if S # @ and G is isomorphic to the profinite group with generators si, t,, . . . , sg, t, and one relation



s;‘t;‘s,



t, . ..s-‘t-‘s t 9 9 Y9 if S = 0. In particular if g = 0 and S = 0, i.e. if K is of the form C(z), then G = (1). This corresponds to Minkowski’s discriminant theorem (Theorem 1.4.7). El Example 14. Let K be a p-adic number field with prime ideal pip. The compositum of finite tamely ramified extensions of K is again tamely ramified (Proposition 1.78). Let L be the maximal tamely ramified extension of K in an algebraic closure of K. Then G(L/K,,) is isomorphic to fl,ZPZ24 where the product runs over all primes 4 # p. If s is an extension of the Frobenius automorphism of KJK to L, then



for t E G(L/K,,).



0



(3.3)



1.9. Cohomology of Profinite Groups. Let G be a prolinite group and A a (discrete) G-module. The definition of the cohomology groups H”(G, A), n = 0, 1, . . . , is similar to the definition of cohomology groups for abstract groups (Chap. 2.3). An n-dimensional cochain f of G with values in A is a continuous map of the n-fold product of G into A. Continuous means that there is an open subgroup U of G such that the values off depend only on the cosets of G with respect to U. With this modification all what was said in Chap. 2.3.1-7 carries over to the case of profinite groups and we don’t repeat it. We use the same notations as in Chap. 2.3. Proposition 3.11. Let {I, [G,, AJ, [(pi, $/I} [G, A]. Then H”(G, A) = 1~ H”(Gi, Ai)



1



for c1E A,



and



of Profinite



b e a direct system in C with limit



forn=O,l,....O



Proposition 3.12. Let G be a profinite group and A a G-module. Then H”(G, A) is a torsion group for n > 0. Proof. This follows from Proposition



2.42, Proposition



3.11, and 4 1.7. 0



1.10. Cohomological Dimension. Let G be a profinite group The cohomological p-dimension cd,(G) of G is the smallest integer all m > n and for every G-module A being a torsion group, component of H”(G, A) vanishes. If such an integer does not cd,(G) = co.



and p a prime. n such that for the p-primary exists, we put
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The pair I, I is uniquely



The cohomological dimensioncd(G) of G is the supremum of the p-dimensions. Proposition 3.13. Let n 3 0 be an integer such that H”+‘(G, A) = (0) for all simpleG-modulesA which are annihilated by p. Then cd,(G) d n. q



An abeiian group A is called p-divisible if pA = A Proposition 3.14. Let cd,(G) d n and A a p-divisible G-module. Then the pprimary component of H”(G, A) vanishesfor m > n. 0 Example 15. cd,(G) < 1 if G is a free pro-p-group (camp.4 1.12), a free profinite group, or a free prosolvable group. cd,(G) = 1 if G = 2. 0



The strict cohomological p-dimensionscd,(G) of G is the smallest integer n such that for all m > n the p-primary component of H”(G, A) vanishes for every G-module A. The strict cohomological dimensionscd(G) is the supremum of the strict cohomological p-dimensions of G. Proposition 3.15. scd,(G) is equal to cd,(G) or cd,(G) + 1. E Proposition 3.16. Let H be a closed subgroup of G. Then cd,(H) 6 cd,(G), scd,(H) d scd,(G). Zf H is a p-Sylow group of G, then cd,(H) = cd,(G), scd,(H) = scd,(G). q



Proposition 3.16 shows that for the question of cohomological p-dimension it is sufficient to consider torsion free pro-p-groups. (A pro-p-group with torsion has cohomological dimension co since it has a non trivial finite cyclic subgroup, which has periodical cohomology (Chap. 2.3.9)). Theorem 3.17. Let H be an open subgroup of a torsion free pro-p-group G. Then cd(H) = cd(G). q (Serre (1965)). Proposition 3.18. Let G be a profinite group with cd,(G) = n < 00 and Z the G-module with trivial action of G. Then scd,(G) = n if and only if the p-component of H”+‘(H, Z) vanishesfor all open subgroupsH of G. rjj Proposition 3.19. Let H be a closed normal subgroup of G. Then cd,(G) d cd,(H) + cd,(G/H). H



See also Proposition



3.25.



1.11. The Dualizing Module. Let n be a natural number and G a profinite group such that cd(G) < n and for every finite G-module A the group H”(G, A) is finite. Proposition 3.20. There exists a G-module I which is a torsion group and a map I: H”(G, I) -+ O/Z such that the induced homomorphismcp of Hom,(A, I) into H”(G, A)* given by for f E Hom,(A, I), u E H”(G, A) df)(4 = If,@) is an isomorphismfor every finite G-module A. q
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determined



dualizing module of G for the dimension



up to isomorphism



and is called the



n.



b 1 i i



Proposition 3.21. The dualizing module of G is also the dualizing module for every open subgroup of G. H



[ f



Proposition 3.22. scd,(G) = n + 1 if and only if there exists an open subgroup H of G such that I’ contains a subgroup isomorphic to Q,/Z,. q Example 16. Let G = 2 and n = 1. Furthermore let (r be the automorphism of the finite G-module A induced by 1 E Z. Then H’(G, A) can be identified with A/(a - l)A by means of the map which associates to a cocycle h: f + A its value h(1). This shows that the dualizing module off is Q/Z with trivial action off. El 1.12. Cohomology of Pro-p-Groups. Let G be a pro-p-group and A a simple G-module which is annihilated by p. Then A is finite and there is an open normal subgroup U of G such that U acts trivially on A. Hence A is a G/U-module and it is known from representation theory that A is isomorphic to Z/ph with trivial action of G. Therefore according to Proposition 3.13 we have the following result. Proposition 3.23. A pro-p-group G has cohomological dimension cd(G) < n if and only if H”+‘(G, Z/pZ) = (0). 0



In the following we write H’(G) := H’(G, Z/pZ) for short. It is easy to see that cd(G) = 0 if and only if G = {l}. The following characterization of free pro-p-groups is a corner stone in the theory of pro-p-groups: Proposition 3.24. A pro-p-group G isfree if and only if cd(G) 6 1. El Proposition 3.25. Let G be a pro-p-group and H a closednormal subgroupof G. Let n := cd(H) and m := cd(G/H) be finite. Then one has cd(G) = n + m in the following two cases: 1. H”(H) is finite. 2. H is contained in the centre of G. ~3 Example 17. Let Z; be the n-fold direct product of Z,. Then cd(hi) = n. 0



If the groups H’(G) are finite for i = 0, 1, . . . , n, one can define the partial EulerPoincard characteristic x,(G) := i



(- 1)’ dim,,,zH’(G).



i=O



If H’(G) = (0) f or i > n, then x(G) := x,JG) is called the Euler-PoincarC characteristic of G and we say that G is a pro-p-group with Euler-Poincard characteristic. Proposition 3.26. Let G be a pro-p-group with Euler-Poincart characteristic and H an open subgroup of G. Then also H has an Euler-Poincard characteristic and X(H) = [G : HMG).



q



Chapter 3. Galois Groups



Q 1. Cohomology of Profinite Groups



Proposition 3.2’7. Let G be a pro-p-group and N a closednormal subgroup of G such that N and G/N have an Euler-Poincare characteristic. Then also G has an Euler-Poincare characteristic and



study the notion of relation system in this connection. Some complications are due to condition 2. of the definition of relation systems. For every i let T be a normal subgroup of G, such that Gi/T is a free pro-p-group. { ‘PiIi E Z} is called admissiblewith respect to { Tl i E Z} if every open subgroup of G contains almost all q,(T).
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X(G) = xWMW’O



ia



Proposition 3.28. Let G be a pro-p-group with partial Euler-Poincare characteristic x,(G) and for every open subgroup U let



Example 19. If Z is finite and T = Gi, then {cpili E Z} is admissible. 0 Proposition 3.31. Let {cpili E I} be admissiblewith respect to {Tli E I}. Moreover we assumethat we have presentations



x,&J) = IYG: U,,(G). Then cd(G) ,< n. q



(l}+Ri+Fi~Gi+{l}



1.13. Presentation of Pro-p-Groups by Means of Generators and Relations. Let G be a pro-p-group and q a power of p. The descending central q-series {G’“~q’ln = 1, 2,...) is defmed recurrently as follows: G”.q’ .--‘- G>G(n+l,q)is the closed subgroup of G generated by the elements of the form gq and (g, h) := g-l h-‘gh for g E G(“sq),h E G. The generator rank d(G) of G is defined as the dimension of the Z/pZ-vector space H’(G). This definition is motivated by the following Burnside’s basis theorem Proposition 3.29. Let { gi 1i E I} be a minimal generator systemof G (0 1.5). Then d(G) = 111= d(G/G’2~p’). •I Example 18 (theorem of Schreier). Let F be a free pro-p-group and U an open subgroup of F. Then d(U) = 1 + [F : U](d(F) - l)(Proposition 3.24, Proposition 3.26). q



i’;’



lx,?



lq,



(3.7)



R-F-G are commutative and (xiii E I} is admissiblewith respect to {Ril i E Z}. 0 We call (3.7) in this case an admissible presentation of {PJi E I}. For the rest of this section we assumethat an admissible presentation (3.7) is given. Proposition 3.32. The groups xi(Ri), i E I, generate R as closednormal subgroup of F if and only if the restriction to H ‘(R)G of the map



,a XT:H’(R)+ iQH’(Ri)



(3.8)



is injective. 0 (3.4)



a presentation of G by F. The presentation is called minimal if {cptili E Z} is a minimal generator system of G. A subset E of R is called a (generating) relation system of G (for the presentation (3.4)) if 1. R is generated by E as closed normal subgroup of F and 2. every open normal subgroup of R contains almost all elements of E. We say that G is presented by the generator system {til i E Z} and the relation system E for short. E is called minimal if no proper subset of E is a relation system of G.



By our assumptions the image of niel $ lies already in tic I H1 (Ri)Gi. Now we come to the main result of this section. A subset E of R is called supplementary set of {xi/i E Z} if E together with uisl xi(Ri) generatesR as closed normal subgroup of F and every open subgroup of R contains almost all elements of E. The supplementary set E is called minimal if no proper subset of E is supplementary set of {xi/i E I}. Proposition 3.33. Let E be a minimal supplementary set of {Fiji E I} and



Proposition 3.30. Let G be a pro-p-group and E a minimal relation systemof G. Then IEl = dim ziprH2(G). q



(3.6)



for every i E I. Then there exist morphismsxi of Fi into F with restrictions xi to Ri such that the diagrams



Let G be a pro-p-group and F a free pro-p-group with free generator system {til i E Z}. We call an exact sequence {~}+R+F~G+{I~
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V* := ,QI ~7: H’(G) + ,pI H* (Gil. Then



(3.5)



The number (3.5) is called the relation rank of G. In our application to number fields (Chap. 3.2.6) we will have a family {Gili E Z> of pro-p-groups and morphisms {vi: Gi + G} into a pro-p-group G. We



dim Ker ‘p* = IEl. q The proof of Proposition 3.33 combines Proposition 3.32 with the consideration of the exact diagram (Proposition 2.43)
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H’(R)G



era



H2(G)



-



Pl



I IIH’(Ri)Gi



era



I lIH2(Gi)



Beside d(G) and q(G) we need the invariant Im x E U, where x is the morphism of G into U, defined above. If q(G) # 2, then Im x = 1 + qZ, and we get nothing new. If q(G) = 2 and d odd, then Im x = { k l} x U, where f = f(G) 2 2 or co, U, = 1 + 2sZ,. If q(G) = 2 and d even, then



-



PI



a(G) := [Im x: (Im x)‘] = 2 or 4.



Since (3.4) and (3.6) are minimal presentations, the transgressions isomorphisms. Proposition 3.30 is a special case of Proposition 3.33.



are



Proposition 3.34. The assumptionsbeing as above, R is generated as closed normal subgroup of F by the subgroupsxi(Ri), i E I, if and only if (p* is injective. cl 1.14. PoincarC Groups. Let G be a pro-p-group n. Then G is called a Poincare group of dimension



of cohomological dimension n if the following conditions



are satisfied: 1. H’(G) is finite for i 3 0, H”(G) E Z/pZ. 2. (Poincare duality) The cup product Z!/pZ (Chap. 2, example



If a(G) = 2, then Im x = (- 1 + 2f) where f = f(G) > 2 or co. If a(G) = 4, then d34andImX=(+l} x U,wheref=f(G)>2. If q = q(G) # 2, we have a = 2 and we put f = co. A quadruple d, q, a, f which satisfies the above conditions is called an admissible set of invariants. Theorem 3.39. Let G be a Demushkin group with invariants d, q, a, f. Then G can be presented by generators sl, . . . , sdand the single relation P = Sfbl,



P=



s:s;‘(s,,



s2K%,



16) is not degenerated



Sd...(Sd-1, Sd) q-q z



2,



$1 . . . (s*-~, sd) if q = 2, d odd,



P = S:+2’(S1, s2)(s,,



S‘J . . . (sdel, sd) if q = 2, d even, a = 2:



p = s:(sl, s2)szf(s3, s4). (s~-~, sd) if q = 2, d even, a = 4.



H’(G) x H”-‘(G) --+H”(G)



given by the product
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for



O>onto UPZCCFII. q



Intuitively, In the following we identify Z/pZ{ (x1,. . . , x,}} with Z/pZ[[F]]. it is clear that a pro-p-group can be finite only if its relation rank r(G) is large with respect to its generator rank d(G). This is quantified by the following theorem of Golod-Shafarevich (1964):



Important multiplicative



Cohomology



examples of G(L/K)-modules group Lx of L.



r(G) > d(G)‘/4. E%I



(3.9)



One can show that this unequality is the best possible in the sense that lim inf r(G)/d(G)’ = i. d(G)-m



(Wisliceny (1981)) The basic idea of the proof of Theorem 3.46 is as follows: Let



and Global



Fields
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are the additive group L+ and the



Proposition 3.48. H”(L/K, L’) = (0) for n > 0. Proof. If L/K is a finite extension, the existence of a normal basis for L/K (Appendix 1) means L+ z M,,&K+), hence H”(L/K, L+) = (0) for n > 0 by Proposition 2.38. If L/K is infinite, the claim follows from Proposition 3.9. Cl Proposition 3.49. H’(L/K,



Theorem 3.46. Let G be a finite pro-p-group. 7hen



of Local



L “) = (0).



Proof. This follows from Proposition



2.6 and Proposition



3.9. Cl



Proposition 3.50. H2(L/K, L”) is isomorphic to the Brauer group B(L/K). In particular if L is a separable algebraic closure of K, then H2(L/K, L”) is isomorphic to B(K) (Chap. 2.5.4). Proof. This follows from Proposition and the commutativity of the diagram



2.79, Theorem



H”tWK



F,) -



W’,/K)



H2(F2/K



F2)



W,/K)



2.81, Proposition



3.9,



{l)+R+F+G+{l} be a minimal pr. Since



presentation



of G with generators sl, . . , sd and relations pl, . . . , Z/P~



Ccl = ZIPZ CCJ’Il/M



-



where FI E F2 are finite normal subextensions of L/K. Cl



where M is the closed ideal of Z/pZ[[F]] generated by p1 - 1, . . ., pr - 1, we look on M instead on R. Let L be the Z/p.Z’-module generated by p1 - 1, . . , pr - 1. To get the inequality (3.9) one has to build up M from L as economically as possible. EI By means of filtrations of G one can get refinements of Theorem 3.46 (Andozhskij (1975), Koch (1978). We mention here only the following result: Theorem 3.47. Let G be a finite pro-p-group with a presentation



2.2. The Algebraic Closure of a Local Field. Let K be a finite extension of Qep and K the algebraic closure of K. We denote the Galois group of E/K by GK. In Chap. 2.4.1 we haye considered the map inv: H2(L/K, L”) -+ Q/Z



for finite normal extensions L/K. Let L’/K be a normal extension with L’ E L. Since the diagram H2 (L’IK, L’ ’ I\ inv



{~)+R+F+G+{I}



\



Inf



/



such that R E F, where (F,,ln = 1,2,. . .} is the Zassenhausfiltration of F. Then r(G) > d(G)“(m - l)“-l/mm.



H’(L;K,



q



L”)flnv



commutes by (2.44), inv induces a homomorphism



4 2. Galois Cohomology



of Local and Global Fields



(Main reference: Serre (1964)) 2.1. Examples of Galois Cohomology of Arbitrary Fields. Let K be a field and L a normal extension of K (9 1.8). Galois cohomology is the study of cohomology



groups of G(L/K)-modules H”(L/K, A).



A. Instead of H”(G(L/K),



A) we shall often write



Q/Z



inv,: H2(G,, K”) -+ Q/Z.



Theorem 3.51. irrv, is an isomorphismof H2(G,, K”) onto Q/Z. Zf K’ is a finite extension of K in K, then inv,, Res,,,. = [K’ : K] inv,. Proof. This follows from Theorem



An important



2.56 and (2.42). El



role in Galois cohomology



{l}+pL,+Lx



yLx



plays the Kummer sequence



-‘{l},n(a)=cr”



forffELX



(3.10)
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where L is a normal extension of K containing the group pL, of n-th roots of unity. We demonstrate this role in the simple situation L = K: Theorem 3.52. 1. H1(GK, p,J r K”/K”“,



2. H’(G,,



,a,,) z L/nZ.



Proof. The cohomology sequence (2.31) of (3.10) together with Proposition 3.49 and Theorem 3.51 implies the exact sequences K” ;;‘K ’ -+ H’(G,,



A) -+ {O], (0) + H2(G,,



P,) -+ ‘Q/z ;: O/Z. 0



Cohomology
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Theorem 3.57. Let a be the order of the G,-module A. Then



~(4 = 14 where 1 Ix denotes the normalized valuation of K (Chap. 1.4.1). q (Serre (1964), Chap. 2.5.7) Theorem 3.58. scd(G,) Proof. This follows



= 2.



from Proposition



3.22 and Theorem 3.55. 0



Theorem 3.53. Let LJK be an extension in K of degree n,l-, i.e. for every natural number n there is a subextension of L/K of degree a multiple of n. Then H2(G,, K”) = (0) and cd(G,) d 1.



Let PGLJC) := GL,(C)/@ ’ denote the projective linear group. Theorem 3.58 implies the following result which is important for the representation theory of G K.



Proof. Let L = UzI Li where L, c L, E ... are finite extensions of K. Then H2(G,, K”) = limi,, H2(G,{, K”), hence the first claim follows from Theorem 3.51. Let I be a prime and G1 the l-Sylow group of G,. For the proof of the second claim we have to show H2(G,, Z/IZ) = {0} (Proposition 3.16, Proposition 3.23). The Kummer sequence {I> +pI+KX $?x -+ {1}



Theorem 3.59. Every continuous homomorphism lifted to GL,(@).



together with H2(GL, K”) = (0) and Proposition 3.49 implies H2(G,, pt) = (0). Since G, operates trivially on pl, H2(G,, Z/lZ) z H2(G,, ,ut) = (0). 0 Theorem 3.54. cd(G,)



= 2.



Proof. Let K,, be the maximal unramitied subextension cd(G(K,,/K)) = 1 and cd(G(K/K,,)) = 1, hence Proposition cd(G,) 6 2. Moreover cd(G,) = 2 by Theorem 3.52.2. 0



of g. Then 3.19 implies



Let A be a finite G,-module. From our results above it follows easily that the groups H’(G,, A) are finite. Since cd(G,) = 2, there is a dualizing module of G, (5 1.1 1). Theorem 3.55. The dualizing module of G, is the module ,a of all roots of unity in K. q Let A’ := Hom,(A,



kfk4



p). Then G, acts on A’ according



= s(fW'a))



to



Proof.



{l}+@”



-+GL,(C)+PGL,(@)+{lj



induces the exact sequence Hom(G,,



GL,(@)) -+ Hom(G,,



PGL(@)) + H2(G,,



Moreover the group @+ is uniquely divisible by any natural H’(G,, C’) = (0) for i > 0. Therefore the sequence + Z-C C” PI --P induces an isomorphism orem 3.58. 0



H2(G,,



@ “) + H3(G,,



C”). number, hence



(11



Z) and H3(GK, Z) = (0) by The-



The following considerations are necessary for the study of the cohomology of global fields. A G,-module A is called unramified if G(E/K,,) operates trivially on A. Such a module can be considered as s-module since G(K,,/K) is canonically isomorphic to 2. We define A) := Hi@, A).



Then Hi(G,, A) = H”(GK, A), H,‘,(G,, A) can be considered H’(G,, A), and Hir(G,, A) = (0) since cd(z) = 1.



Theorem 3.56. The cup product



can be



The exact sequence



H;,(G,,



forfEA’,gEGI(,aEA.



of G, into PGLJC)



as subgroup



of



induced by the natural pairing from A x A’ into p defines a duality between the finite groups H’(G,, A) and H2-‘(G,, A’). 1?4



Proposition 3.60. Let A be a finite unramified G,-module of order prime to p. Then A’ has the same properties and in the duality between H’(G,, A) and H’(G,, A’) the subgroups Hjr(G,, A) and H,‘,(G,, A’) are orthogonal to each other. q



For i = 0, 2 the duality in Theorem 3.56 is part of the definition dualizing module. The (multiplicative) Euler Poincare characteristic x(A) is defined by h’(A) = IH’(G,, A)I. x(A) := h’(A)h’(A)-‘h’(A),



2.3. The Maximalp-Extension of a Local Field. Let K be a finite extension of Qp of degree N and K(p) the maximal p-extension of K, i.e. the union of all normal extension of K of p-power degree. Then G,(p) := G(K(p)/K) is the maxi-



H’(G,,



A) x H2-‘(G,,



A’) -+ H2(G,,



p) z Q/Z, i = 0, 1, 2,



of the
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ma1 factor group of G, which is a pro-p-group. The main purpose of this section is the determination of the structure of this group. Theorem 3.61. Let A be a p-primary G,(p)-module. Then the inf7ation @K&(P), 4 -+ H’G,



4



is an isomorphismfor all i > 0. Proof. We put I := G(E/K(p)). Analogously to the proof of Theorem 3.53 one shows cd,(l) < 1. Since H’(I, A) = {0}, the claim follows from Proposition 2.43. Cl Theorem 3.62. Zf K does not contain the p-th roots of unity, G,(p) is a free pro-p-group of generator rank N + 1. Proof. We have



4Wd) by Proposition



= dimzjpz Hl(G,(p), Z/pZ) = dim,,,z(K”/K”“)



= N + 1



1.73. If we apply this to the finite extension L of K we get xl(GL(p)) = CL: KIx~(GK(P)).



The claim follows therefore from Proposition



3.28. Cl



Theorem 3.63. Let q be the largest power of p such that K contains the q-th roots of unity, q # 1. Then G,(p) is a Demushkin group with d(G,(p)) = N + 2 and q(G,(p)) = q. The dualizing moduleof G,(p) is the moduleof all roots of unity of p-power order. Proof. One determines d(G,(p)) as in the proof of Theorem 3.62. Moreover r(G,(p)) by Theorem 3.52 and 3.61. Hence cd(G,(p)) = 2 by Proposition 3.28. G,(p) is a Demushkin group since the cup product H’(G,(p),



UPZ) x H’(G,(p), E/P~) + @(G,(P), ZIPZ) E Z/P~



induces up to an isomorphism H/pi7 r pLpthe Hilbert symbol Kx/Kxp x K”/K”” -+ pLp(Chap. 2.1.5) (Serre (1962), Chap. 14). Finally Theorem 3.55 and 3.61 imply the claim about the dualizing module. Cl Theorem 3.63 together with Theorem 3.39 determines the structure of G,(p) in the case pLpc K completely.



f = 2. Therefore Go,(2) is a with generators sl, s2, s3 and one relation s:s:(s,, sJ). Cl



Example 22. Let K = Qe2. Then d = 3, q = 2,



pro-2-group



Example 23. Let 1 # p be a prime and let K be a finite extension of 0,. Then p-extension K(p) of K is tamely ramified. Example 14 shows that G(K(p)/K) can be presented as pro-p-group with two generators s, t and one relation tN(f)st-‘s-l = tN([)-’ (t-l, s-l), where N(I) is the number of elements in the residue class field of K. If N(I) + 1 (mod p), then K(p)/K is unramified and G(K(p)/K) = H,. 0



the maximal
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2.4. The Galois Group of a Local Field (Main references: Jannsen (1982), Jannsen, Wingberg (1982), Wingberg (1982)). In this section we describe the structure of GK in the case p # 2. For p = 2 only the case J-1 E K is settled (Diekert (1984) (1972)). If [K : O,] is . even, such a description by means of generators and relations was first given by Jakovlev (1968) (1978). A p-closed extension of K is a normal extension which has no proper pextension. Since the case of p-closed extensions L is not more difficult than the case of the algebraic closure of K, we consider such extensions L. Let L, be the maximal tamely ramified subextension of L/K. Then G(L,/K) is a factor group of G(K,/K) with p” 1[LI : K]. G(K,/K) is a profinite group with two generators 0, z and one relation gro-l = 7N(P) where N(p) denotes the number of elements in the residue class field of K. (More precisely this means that there is an exact sequence {I> -+ R + F 2 G(K,/K) -+ (11 such that F is a free profinite group with generators s, t (4 1.5), the closed normal subgroup R of F is generated by sts-l tCNCP) and qs = (T, cpt = t.) We call L,/K a p-closed tame extension and consider c and r also as generators of G(L,/K). The study of G(L/K) will be modelled by that of G,(p). First we introduce the group theoretical notion of Demushkin formation, we classify such objects by means of invariants, and then we show that G(L/K) + G(L,/K) is a Demushkin formation. Let G be the Galois group of a p-closed tame extension of K, let n, h 2 1 be integers, and let c(: G -+ (Z/phZ)” be a character of G. Then a pair (X, 4) consisting of a prolinite group X and a morphism 4 of X onto G is called a Demushkinformation if the following conditions are fulfilled for all open normal subgroups H of G with H z Ker x: 1. Let X, be the maximal pro-p-factor group of d-‘(H). Then X, is a Demushkin group (3 1.14) with d(X,) = n[G : H] + 2 and q(X,) = ph. 2. Let ‘pl (resp. (p2) be the inflation map from H’(X,, Z/pZ) (resp. H’(H, Z/pZ)) into H’(&‘(H), Z/pZ), let M = cp;’ cpl(H’(H, Z/pZ)), and let M’ be the orthogonal complement of M with respect to the bilinear form in H’(X,, Z/pZ) given by the cup product. Then Ml/M is a free Z/pZ[ [G/H]]module of rank II and decomposes in the direct sum of two totally isotropic submodules. 3. yx = a(y)x for y E G, x E H’(X,, Z/phZ). In the following we assume that the invariants ~1, c( satisfy the following condition: 4. Let f. denote the natural number with pJo = N(p). If n is odd, then f. is odd too and u(z)(P-w =- - 1 (mod p). Theorem 3.64. A Demushkin formation over G is uniquely determined up to isomorphismby its invariants n, s, a. H Theorem 3.65. Let n, s be natural numbersand a: G -+ (Z/phZ) a homomorphism satisfying 4. Then there exists a Dumushkinformation over G with the invariants n, s, c(.I3
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Theorem 3.66. Let K be a p-adic numberfield of degree n over Qp, p # 2, let L be a p-closed extension of K, and L, the maximal tamely ramified subextensionof L/K. Let pLphbe the group of roots of unity of p-power order in L, and c( the homomorphismof G(L,/K) into ZlphZ given by y[ = [a(y) for Y E WGIK), i E pp.



and q5is induced by dl. The closed normal subgroup R of F is generated by the smallestnormal subgroup N of &l(G) such that d;‘(G)/N is a pro-p-group, by the kernel of the restriction of $I to the closedsubgroup of F generated by s, t, and by
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Then G(L/K) is a Demushkinformation over G(L,/K)



with invariants n, s, a.



Proof. Axiom 1 and 3 are verified by means of Theorem 3.63. Axiom 2 can be reformulated by class field theory as an assertion about the G(T/K)-modules U,/Q, where T is a normal tamely ramified finite extension of K, U, is the group of principal units of T, and Q is the group of p-primary numbers in U, (Chap. 2.6.1). In this form the first claim of axiom 2 is proved in Iwasawa (1955), see also Pieper (1972), Jannsen (1982). The second claim of axiom 2 is a consequence of Shafarevich’s explicit reciprocity law (Chap. 2.6. l), which has an excellent transformation behavior with respect to the Galois group of tamely ramified extensions (see Koch (1963)). It is easy to see that axiom 4 is fulfilled. q



A Demushkin formation can be presented as prolinite group with n + 3 generators. We need some preparations for the description of this presentation. Let Y be any profinite group. 2 operates on Y according to y” = lim ~“1



for mi E Z, m = lim mi.



i+m



i-m



If x, y, z E Y we write xy :=



yxy-1,



xy+= := xyxz.



We identify 2 with nl Z,, where the product runs over all primes 1, such that Z, with its image in f under the map cp,(a) = nl ad,,. We put q,(l) =: rep. Now we consider the free profinite group F with generators s, t, se,. . . , s,. We define a morphism & of F onto G by means of



m = n,rn if m E Z and we identify



&(s)=o,q51(t)=q41(si)=;,i=0



,...,



n.



Let b: F -+ G + Z; be a continuous lifting of CI.We put w := (s,Bu,ts,8cot~~,s~(tP~2))rr,(P-1)-‘801) 2 :=



xQ,



ix,



y}



:=



(xscl)y2xB’Y’y2~~~



if n = 0 (mod 2)



G3e%,



ifn-



Y,)(S,, S3)..‘(S,4,



= 1, >



l(mod2).~1



z,*: H”(G,, A) + H”(G,, A)



is independent of the choice of the injection I,. In this section we study H”(G,, A) by means of the localizations Therefore we consider the localization map H”(G,, A) + n H”(G,, A). vcs



H”(G,, A). (3.11)



If v is infinite we take for H’(G,, A) the modified cohomology groups fi’(G,, A) (Chap. 2.3.8), in particular H’(G,, A) = (0) if v is imaginary. The image of the map (3.11) lies in a subgroup of nVESH”(GV, A) which is defined as follows: Since A is finite, there is an open subgroup of G, acting trivially on A. Hence the G,-module A is unramilied at almost all v E S (5 2.2). We define P”(Gs, A) to be the restricted direct product of the groups H”(G,, A) for v E S with respect to the subgroups Hir(G,, A) i.e. P”(Gs, A) consists of the elementsfl,,,a,ofn,,, H”(G,, A) such that a, E &(G,, A) for almost all v E S. We consider P”(Gs, A) as topological group taking as basis of neighborhoods of 0 the subgroups flu g T H:r(G,, A), where T runs through the finite subsets of S containing all infinite places and the places for which A is ramified. Then vcs



for x, y E F,



S”)



2.5. The Maximal Algebraic Extension with Given Ramification (Main reference: Haberland (1978)). Let K be a finite extension of Q and S a set of places of K containing all infinite places. K, denotes the maximal extension of K unramilied outside S. We put G, := G(K,/K) and G, := G(K,/K,) for v E S. For every v E S we fix an injection I,: K, + K,. Let A be a finite G,-module. The induced homomorphism



P’(Gs, A) = n H’(G,,



XS(Y=-*)y2)n,(P-l)-’



y, := S:p+‘CS1, Zp+‘}S{{sl, 2’+‘}, ~}Si+icp+‘)‘2 if ~ (



~~sws~s(~l, Sz)(%,s‘$)... (s,-1, 53)
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A) is compact,



P’(Gs, A) =: 0



H’(G,, A) is locally compact, vos P’(Gs, A) = c H’(G,, A) is discrete, ves P”(Gs, A) = c H”(G,, A) is finite for n 3 3. vss



Theorem 3.67. Let (X, 4) be a Demushkin formation with invariants n, s, r satisfying 4. Then X has the presentation



{l}+R+F+X+{l)



Let pLsbe the group of roots of unity in K, and let M be a finite G,-module such that v k 1MI for v $ S. As in $2.2 we put M’ := Hom,(M, pLs).According to Theorem 3.56 the bilinear form P”(Gs, M) x P2-“(Gs, M’) + Q/Z



(3.12)
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is not degenerated for II = 0, 1,2. In this section we denote the Pontrjagin dual of a topological abelian group B by B*. We denote the map H”(G,, M) -+ P”(Gs, M) by CI,. (3.12) induces a homomorphism P*-“(G,,



Bn: f’“(Gs, W -



M’)* - =;-,



H*-“G,



M’)*.



(3.13)



M’) + Q/Z!.



be the homomorphism PI -



M’)* + Ker*(Gs, M’)* + Ker’(G,,



M) - B.



Let U, (resp. U,,) be the group of units (resp. principal group of units of K. We put



Hz(Gs, M’)* - 7.w



H’(G,, M)



0, I H2(Gs, W - y:



ff’(Gs, W*



is exact. 3. The maps a, are proper, i.e. the inverse image-of every compact set is compact. 4. 2, is bijective for n > 3. q



4. together with Theorem 3.54 implies Theorem 3.69. cd,(Gs) < 2 if p # 2. cd,(G,) < 2 if K has no real place. 0



The strict cohomological dimension of G, is unknown, but one has the following result about GK := G(&‘K): Theorem 3.70. H*“+l (G,, Z) = (0) for n > 1, H*“(G,, where rl denotes the number of real places of K. El



u,,



Theorem 3.71. If L(L, p) holds for all finite extensions L/K in K,/K, then T(K,, p). If T(K,, p) holds for a finite set S, then L(L, p) holds for all finite subextensions L/K of Ks/K. RI



conjecture in Chap. 4.3.5.



x2(M) := h’(M)h’(M)-‘h*(M),



h’(M)



= IH’(G,,



M)I,



is defined. Let m be the degree of K over CD,then I P’G, Ml



M’)* - B2 J=*(‘G W 7



units) of K, and E the



up1 := n U”,. ves, Then we have an embedding of E in U,. The group U,, is a i&-module. The Leopoldt conjecture states that E, := En U,, generates in U,, a Z,-module of rank IS,/ - 1. We denote this statement by L(K, p).
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Theorem 3.72. Let M be as in Theorem 3.68. Moreover let S be finite. Then H”(G,, M) is finite for all n 2 0. Hence the partial Euler-Poincard characteristic



M)



induced by (3.13). Then the sequence



ffO(Gs, Jw -P”(Gs, a0



Fields



of Leopoldt :



We come back to the Leopoldt



2. Let yM: H*(G,,



and Global



VES,



Theorem 3.68 (Theorem of Poitou-Tate). Let S be a set of places of K containing all infinite places and let M be a finite Gs-module such that v k (M 1for v $ S. Then 1. Ker’(Gs, M) and Ker*(G,, M’) are finite and there is a canonical nondegenerate pairing M) x Ker*(G,,



of Local



T(K,, p) was announced as a theorem in Tate (1963) but has not been proved so far. It is called the Tate conjecture. It is connected with the following conjecture



up := n



Moreover we denote the kernel of CI, by Ker”(G,, M).



Ker’(G,,



Cohomology



Z) % (Z/22)” for n 2 2



Theorem 3.70 implies that Theorem 3.59 is valid also for algebraic number fields K. Let p be a fixed prime number and S a set of places of K containing the set S, of infinite places and the set S, of places above p. We denote by T(K,, p) the statement that scd,(G,) < 2, if p = 2 it is assumed that K has no real place.



x2(M)



= IMI-” “g



IMGuI.m m



Theorem 3.72 is an essential step in the proof of Theorem 3.68. 2.6. The Maximal p-Extension with Given Ramification (Main reference: Koch (1970)). Let p be a fixed prime number, let K be a finite extension of Q, let S be a set of places of K, and let K,(p) be the maximal p-extension of K unramified outside S. The following places v cannot be ramified in a p-extension: 1. Finite places v with N(v) + 0, 1 (mod p) (Proposition 1.52.4), 2. complex places, 3. real places if p # 2. In the following we assume that such places are not in S. We put G,(P) := G(K,(p)IK). Theorem 3.73. Let S be a set of places of K containing all places above p and all real places tf p = 2. Then the canonical homomorphism H”(Gs(p),



Z/P~) -+ H”(Gs,



is an isomorphism for all n 2 0. (Neumann 22) El



Up4



(1975), Haberland



(1978), Proposition



By means of Theorem 3.73 one transfers the results about the cohomology G, to G,(p): We put



of
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Vs(K) := {a E K” Ia E UvKzP for all finite places v, a E KiP for u E S}, 6,(K) := (I/,(K)/K



y.



Theorem 3.75. Let S be a finite set of places of K containing all places above p and all real places if p = 2. 1. Ker’(G,, pLp)= Vs/KxP. 2. If K contains the p-th roots of unity, there is an exact sequence (0) -+ 6, + @(Gs(p)) -+ c H’(G,(p)) -+ UPZ -+ 0. LIES



3.



Zf K doesnot contain the p-th roots of unity, there is an exact sequence (0 -+ 6, + H’(Gs(p)) -+ “;s H’(G,(p)) -+ (0).



4. If p # 2 or K has no real place, then cd(Gs(p)) d 2. 5. If S isfinite, x2(Gs(p)) = -r, where r, denotes the number of complex places of K (notation as in Q1.12). q (Haberland (1978), 5 6.3) H2(Gs(p)) + c H2(G,(p)> Z/P~) VES



to 6,. One has only the following result:



Theorem 3.75. There is a canonical injection of III, into 6,. Zf the p-th roots of unity are contained in K and S # 121;then III, is already the kernel of the map



where v,, is an arbitrary place in S. q



For any field L we put 6(L) = 0 if pp $ L and 6(L) = 1 if pp c L. Moreover we put g(K, S) = 1 if 6(K) = 1 and S = 0, and g(K, S) = 0 otherwise. Theorem 3.75 together with the results of 0 2.3 implies the following theorem of Shafareuich (1964): Theorem 3.76. Let S be a finite set of places of K. Then r(G(p)) = dim,,,, H2(Gs(p)) < 1 6(K,) - 6(K) + dim,,pzbs vs.5



sense of § 1.13 we can transfer the known local relation of G,(p) to a relation of G,(p). In general there remain unknown relations. But if F, = {0}, then by Theorem 3.75 all relations of G,(p) come from local relations. In this case one has a full description of Gs(p)/Gs(p)‘3,p’and if 6(K) = 1 (and in some other cases) even of Gs(p)/Gs(p)‘3’. In particular we have a simple situation in the case that K is the field of rational numbers or an imaginary-quadratic number field with class number prime to p. In both cases dim 6, = 6(K). In the case K = Q and cc E S such a description has been given already by Frijhlich (1954), see also Frohlich (1983a). In special cases it is possible to determine the full structure of G,(p) on the basis of Theorem 3.75. We give here only three examples: Example 24. Let K = Q, p # 2, and S = (p, q}, q + 1 (mod p’). (By our assumption above, q = 1 (mod p).) Then G,(p) has a presentation with two generators sq, t, and one defining relation ti-‘(t;l, sir). Cl Example 25. Let K = Q, p = 2, and S = (2, q, oo}, q = + 3 (mod 8). Then G,(2) has a presentation with three generators sq, t,, t, and two defining relations tie’(t;l, s;l) and ti. 0



For arbitrary S the kernel III, of



must not be isomorphic
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+ g(K, S). 0



Example 26. Let K = Q(m)), p = 3, ,and S = (pl, p2, q, p}, where pl, p2 are the prime divisors of 3, q is a prime with q + 1 (mod 9) generating a prime ideal in K and p is a prime ideal which is not principal. Then G,(3) has a presentation with four generators sq, t,, sP, t, and two defining relations t;-‘(t,‘, sqy, t,N(+l(t,l, spy. cl Let K be a quadratic number field and G,(2) the Galois group of the maximal 2-extension of K unramified at finite places (hence G,(2) = G@(2) if K is imaginary). Using the theory of the inertia group (Chap. 1.3.7) and some group theory, one derives from our knowledge about the Galois group of the maximal 2extension of Q, ramified only in co, and the primes which are ramified in K, information about G,(2): Theorem 3.77. Let K be a quadratic number field and let G,(2) be as above. Moreover let d = qT . . . qt be the decompositionof the discriminant d of K in prime discriminants (Chap. 2.7.3). For distinct primes q, q’ we define [q, q’] E (0, l} by meansof the Legendre symbol:



On the other hand it is not difficult to compute the generator rank d(Gs(p)) = d(Gs(p)/Gs(p)(2*r’) by means of class field theory. Gs(p)/Gs(p)‘2Pp’is the Galois group of the maximal p-elementary extension of K unramified outside S. One finds d(Gs(p)) = c



vss



[K,: Qp] - 6(K) - r + 1 + c 6(K,) + dim 6,



VES



(3.14)



4P



where r denotes the number of infinite places of K. Let S be an arbitrary set of places of K and cpV:G,(p) -+ G,(p) the homomorphism corresponding to an embedding of K,(p) in K,(p) for u E S. In the



t-11 [4,21



=



4



q .



t



)



Then there is a minimal presentation



{l}+R+F+G,(2)+{1} of G,(2) by a free pro-2-group F with generators sir . . . , s,-~ and defining relations
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9 . ..> n,



Cohomology



d(CL(K)(p))



with pi E Fc3g2’ and s, = 1. q



3 2 + 2J’r



r-l



Let CL,(K) be the ideal class group in the narrow sense (Chap. 2.7.3). Via class field theory one can determine the structure of CJ!,,(K)/CL,(K)~ (theorem of Redei and Reichardt (1934)) by means of Theorem 3.77. 2.7. The Class Field Tower Problem. Let K be a finite extension of Q. A fundamental problem of algebraic number theory is the question whether it is possible to embed K in a finite extension L such that h(L) = 1, i.e. 0, is a UFD (Chap. 1.2.1). Then according to Theorem 2.2 L contains the Hilbert class field H(K). The class field tower is the sequence s H(H(K))



= H’(K)



c ...



Let H”(K) := uz=i H”(K). Then H”(K) E L. Hence a necessary condition for the existence of a finite extension L of K with h(L) = 1 is that the extension H”(K)/K is finite. On the other hand, if H”(K)/K is finite, then h(H”(K)) = 1. Our initial problem reduces therefore to the question whether H”(K)/K is finite or infinite. It was an old conjecture that H”(K)/K is always finite (see Hasse (1970) I, 4 11.3), but Golod and Shafarevich (1964) found the first examples of algebraic number fields K with infinite class field tower H”(K). Theorem 3.78. Let K be an imaginary quadratic number field with at least 6 discriminant prime divisors. Then the maximal unramifed 2-extension K &2) of K has infinite degree. Proof. We put G = G(K,(2)/K). Then d(G) > 5 (Theorem 2.114) and r(G) < d(G) + 1 < d(G)‘/4 (Theorem 3.76). Therefore G is infinite by Theorem 3.46. El



More general a number field with sufficiently many ramified prime ideals has infinite class field tower. This was shown by Bruiner (1965) for absolutely normal fields using a method of Brumer, Rosen (1963) for the estimation of the class number. Roquette (1967) proved the following sharper result. Theorem 3.79. Let K be a normal extension of degree n over Q, let r be the number of infinite places of K, and let p be a prime with exponent v,(n) > 0 in n. Moreover let t, be the number of primes which are ramified in K with ramification index e = 0 (mod p). Then K has infinite class field tower if t, 3 Ef



and Global



Fields



+ v,(n)&



+ 2 + 2J;6,,



where S, = 1 tf the p-th roots of unity are in K and 6, = 0 zf not. Proof. The method of Golod and Shafarevich implies that the class field tower of K is infinite if



d(CLW)(p))



2 t, -



~



P-l
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+ 6,.



Hence Theorem 3.79 follows from the following estimation



j#i



K E H(K)



of Local



+ v,(n)&



>



of d(CL(K)(p)): . El



There is a similar but less sharp result for arbitrary number fields K (Roquette, Zassenhaus (1969)). Let p # 2 be a prime number and K an imaginary quadratic number field. Using the existence of a quadratic automorphism of G,(p), one shows that for a minimal presentation {l}+R+F+G(p)+{l} one has R 5 F3 (4 1.16) (Koch Venkov (1975)). Therefore Theorem 3.47 implies that G&p) is infinite if d(G,(p)) > 3. (This assertion is also true if K is a real quadratic number field (&hoof (1986)) is a field with prime discriminant. The Example 27. K = Q&%2?%?) 3-component of CL(K) has generator rank 3 (Diaz y Diaz (1978), Schoof (1983)). Therefore K has infinite class field tower. E+ 2.8. Discriminant Estimation from Above. In Chap. 1.6.15 we got estimations from below for the absolute value ldKl of the discriminant of the algebraic number field K. The existence of infinite class field towers enables us to get estimations from above: Let F be a field with infinite class field tower F, and let K be an intermediate field of F,/F with finite degree n over Q. Then



(dKIl/n = IQl/[F: We know from Theorem 3.79 that F = Q(J infinite class field tower, hence in this case



Ql. m) with m = 3.5.7.11.19



has



ldKl”” = 2mu2 = 296,276.. .



In general let rl and r2 be two non negative integers such that n,, := rl + 2r, is positive. Let d, be the minimum of the values ldKl for all number fields K with degree n = 0 (mod no) and such that the quotient rl(K)/r2(K) of the number of real places rl (K) and complex places r2(K) is equal to rI /r2. It follows from Chap. 1.6.15 that cl(rl, r2) = lim inf d,“” satisfies the inequality cI(rl, r2) 3 (60 1 8)'1'"0(22, 3)2r2'no



and under assumption of the generalized Riemann conjecture a(r,, rz) 3 (215, 3)‘l’“O(44, 7)2r2/no.



The example above shows that ~(0, 1) < 296,276.. Using real quadratic fields one sees analogously



.
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cc&O) d 5123,106.. . . These estimations can be improved by choosing other number fields F with infinite class field tower. Martinet (1978) shows a(0, 1) < 93,



cr(1, 0) < 1059.
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the base field L is an algebraic extension of the maximal abelian extension Wb of Q, then the Galois group of the maximal solvable extension of L is a free prosolvable group (Theorem 3.92). This result, the analogy between function fields and number fields, and the results in 6 3.6 raise some hope that the Galois group of the algebraic closure of Q over Q Obis a free profinite group (Shafarevich conjecture).



2.9. Characterization



of an Algebraic Number



Field by its Galois Group. Let



K be a finite extension of Q. One may ask whether K is determined by its Galois group GK. This was shown by J. Neukirch (1969) for normal extensions K of Q. K. Uchida and M. Ikeda proved independently that for arbitrary finite extensions K, and K, of Q the isomorphy of GK1 and GK2 implies that K, and K, are conjugate fields. This is a consequence of the following theorem of Uchida (1976): Theorem 3.80. Let Sz be a normal extension of Q such that D has no abelian extensions and let G be the Galois group of 52/Q. Furthermore let G, and G, be open subgroups of G and let o: G, -+ G, be a topological isomorphism. Then o can be extended to an inner automorphism of G. •XI



The proof of Uchida (1976) is based on the results of Neukirch (1969), (1969a). Neukirch gives a characterization of the decomposition groups GP for every prime p as subgroups of Go which allows to determine the product of the inertia degree and the ramification index of p in normal extensions K/Q. Then the theorem of Bauer (Theorem 1.117) shows that the group GK determines K.



0 3. Extensions with Given Galois Groups Let G be a finite group and K an algebraic number field. In this paragraph we ask for normal extensions L of K with G(L/K) = G. The weak inverse problem is the question whether there exists such an extension. The strong inverse problem consists in a description of the set of all normal extensions L with G(L/K) = G. The strong inverse problem is solved in a very satisfying manner for abelian groups G by class field theory. But already for the symmetric group S, there is no description of the extensions of Q with Galois group S, by means of data from Q. Of course by class field theory it is easy to characterize the extensions L of degree 3 over a quadratic number field F such that L/Q is a normal extension with Galois group S,. Our knowledge about the inverse problem is much better for other interesting base fields. The most celebrated case is the function field C(t) in one variable t over the field @ of complex numbers. The Galois group of the algebraic closure of C(t) is the free profinite group with continuum many generators. Even more beautiful, the maximal extension of C(t) with ramilication only in s given points of the Riemann sphere is the free prolinite group with s - 1 generators and one has a similar theorem for finite extensions of C(tj as base field (Example 13). If



The known results about the weak inverse problem belong mainly to two entirely different theories. If G is solvable, then one can construct extensions with the group G by means of a chain of abelian extensions (theorem of Shafarevich). This is done by the theory of embedding problems. If G is not solvable, then one knows only special cases based on tools from algebraic geometry. 3.1. Embedding Problems (Main reference: Hoechsmann (1968)). Let K be an arbitrary field, L/K a finite separable normal extension with Galois group G, let GK be the Galois group of a separable algebraic closure of K and f: E + G a homomorphism of a finite group E onto G. The embedding problem asks for a normal extension M/K and an isomorphism G(M/K) + E such that the diagram



GWIK)



E-G



f



is commutative. (II/ denotes the natural projection.) Ker f is called the kernel of the embedding problem. Obviously this is the same as to ask for a surjective homomorphism G, + E such that



GK



A



E-G



s



is commutative. Instead of GK one may be interested to consider also other prolinite groups Q if one is interested in extensions with some given conditions as e.g. restricted ramification. In this and the following section we restrict ourselves to the case that the kernel A of the homomorphism f is abelian and we define the embedding problem [Q, rp, E] for an arbitrary prolinite group 8, a surjective homomorphism cp: 8 -+ G, and an E E H2(G, A) (the class in H’(G, A) corresponding to f) as the problem to find a morphism 4: 8 + E such that f 4 = cp. Later on we consider the question whether 4 is surjective or not. Proposition 3.81. The embedding problem [S, rp, E] has a solution if and only if the inflation
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(p*: H2(G, A) + H2(8, A)



In the following we look at embedding problems from a slightly different view-point: We start with a finite (discrete) B-module A. Let @A be the fixed group of A and U an open normal subgroup of 8 contained in 8,. Then A is a @/U-module and for any E E H2(@/U, A) we have an embedding problem [O, cpU,E] with cpU:(5 + B/U. We say that V(8, A) is true if V(B/U, A, E) is true for every open normal subgroup U of Q with U c 8, and every E E H2(B/U, A). By this definition I/(@, A) is true if and only if the map
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maps E to 0.



Proof. We consider the exact and commutative ill



-



A-ExoB-



{I)



-



A -



E



diagram Q -



(11



G -



Cl>



n x*: H2(G, A) -+ n f



If’@,,
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(3.16)



K”)



XEA’



where E xG 8 = ((e, CJ)E E x @[q(o) = f(e)} is the libre product. [S, cp,E] has a solution if and only if the upper sequence splits. 0



is injective.



Proposition 3.82. Let A be the direct sum of two G-modules A,, A, and E = c1 + &z with ei E H2(G, A,), i = 1, 2. Then [S, cp,E] has a solution if and only zf [Q, cp,~~1and [Q, CJI,Ed] have a solution. q



Proof. A’ and therefore A is a direct sum of cyclic modules. By Proposition 3.82 we can assume that A is cyclic. Let n = 1Al and x E A’ a character of order n. Then the sequence



Proposition 3.83. Let G, be a subgroup of G such that [G : G,] is prime to 1Al. Then [Q? 40,E] has a solution if and only if [IJ-‘(G,), cp,Res,,,l(s)] has a solution. Proof. We have



Proposition 3.85.



If Q acts trivially on A’, then V(Q, A) is true.



vw----+



A-K



X



-x ------+K -x ”



(11



is an exact sequence of @modules. Hence by Proposition homomorphism H2(Q, A) 2 H2(8, K”) is injective. 0



3.49 the induced



More generally one has the following theorem:



v*(ReSG,G,(4) = Re%, E~((P*(~) with 6, := cp-‘(G,)



Theorem 3.86.



and [O : Qi] = [G : G,]. Therefore Res,, E, is injective since Cor w,, 6 Res,, 6’1 = [O : O,] (Chap. 2.3.5). 0



Zf 8 acts cyclic on A’, then V(8, A) is true. IXI



3.2. Embedding Problems for Local and Global Fields (Main



references:



In general it is difficult to say something about the existence of a surjective solution 4: 8 -+ E, but in the case of a p-group E one has the following remark:



Hoechsmann



Proposition 3.84. Let E be a p-group suchthat the generator rank of E is equal to the generator rank of Q. Then all solutions of [S, cp,E] are surjective.



Theorem 3.87. Let K be a finite extension of CD,. Then V((si, A) is true for all finite B-modules A.



Proof. Let d(Q) := E’. Then E’ -+ E/E(2,p) z G/Gc2,p) is surjective, i.e. E’ and ECzSp) generate E. But then E is also generated by E’, hence E’ = E. 0



Proof. By Theorem 3.56 for every E E H’((li, A), E # 0, there exists a x E H’(G, A’) such that Eu x = X*(E) # 0, hence (3.16) is injective. Cl



Now let G = G(L/K) where K is a field of characteristic 0 and L is contained in a fixed algebraic closure K of K. Moreover let 8 := G(K/K) and let cp: 8 + G be the natural projection. The dual B-module A’ of A is defined as in $2.2: A’ := Hom,(A, K”). For x E A’ let x* be the homomorphism



Theorem 3.87 is also true if K = R. Now let K be an algebraic number field. For every place v of K we choose an extension w, to K. The decomposition group of w, will be denoted by 8,“.



H2(G A)?



H2(C A) Res



H2(6,,



K”)



(3.15)



H2W,> 4x, where 8, denotes the stabilizer of x. (x is a @,-module homomorphism by definition of A’.) Obviously if [S, cp,E] has a solution, then X*(E) = 0 for every x E A’. If on the other hand X*(E) = 0 for every x E A’ implies that [S, cp,E] has a solution, we say that I/(@, A, E) is true. (V(8, A, E) is equivalent to a conjecture of Hasse (1948), which was disproved by Beyer (1956))



(1968), 5.-6., Demushkin,



Theorem 3.88 (Local-global-principle



Shafarevich (1962)).



for embeddings).



The localization map



H2(Q, 4 -+ n H2(QwY, 4 ” is injective if and only if V(Q, A) is true. Proof. This follows from Theorem 2.86 and Theorem 3.87 applied to (3.16). 0 Theorem 3.89. Let F be the fixed field of the fixed group of A’ and G := G(F/K). Then V(B, A) is true if and only if
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A’)



is injective where G, denotesthe decompositiongroup of wIF. Proof. This follows easily from Theorem 3.87, Theorem 3.68.1. and Proposition 3.85. 0



As a corollary we get the following theorem: Theorem 3.90. With the notation as above, V(8, A) is true if the g.c.d. of the indices [G : G,] is equal to 1. 0



By Theorem 2.119 the last condition is equivalent to H3(G, F”) = (0). The following theorem is due to Scholz (1925) and Ikeda (1960). Theorem 3.91. Let K be an algebraic number field. Then every embedding problem [GK, cp,E] which hasa solution has a surjective solution. q



So far we have considered only finite extensions K of Q. We know already that the Brauer group of an infinite algebraic extension L of Q is trivial if [L : Q] is divisible by 1” for all primes 1(Theorem 3.53). Hence all embedding problems over L are solvable; by Theorem 3.91 they even have a surjective solution. This implies the following theorem of Iwasawa (1953): Theorem 3.92. Let L be an algebraic extension of Q with degree [L : O] divisible by 1 for all primes 1 and let LsO’ be the maximal algebraic solvable extension of L. Then G(L”“‘/L) is a free prosolvable group with countable many generators. I?4



The assumptions of Theorem 3.92 are fulfilled e.g. if L is the maximal abelian extension Cl@’ of Q. Uchida (1982) shows that also the maximal unramilied solvable extension of Qpabhas a Galois group which is a free prosolvable group with countable many generators. 3.3. Extensions with Prescribed Galois Group of I-Power Order (Main reference: Shafarevich (1954a)). Let K be an algebraic number field, 1 a fixed prime number, and G an l-group. We want to construct normal extensions L/K with G(L/K) r G. Since every nontrivial l-group has a non trivial center, this can be done in the following way: We choose a chain of groups



G, c G, +- . . . +- G,-, + G, = G such that for all i = 1, 2, . , s - 1 the homomorphism Gi+r + Gi is surjective with kernel of order 1lying in the center of Gi+i and G, = G/G’2g1’. Then we try to solve the embedding problems connected with the homomorphisms Gi+l + Gi one after the other starting with an extension with Galois group G,. For this purpose we introduce the notion of Scholz extension: A Scholz extension L/K with exponent h is a normal extension with the following properties:
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1. G(L/K) is an l-group. 2. The places above 1and the real places of K split completely in L. 3. The prime ideals p of K which are ramified in L/K have inertia degree 1 and their absolute norm N(p) satisfies N(p) = 1 (mod lh). Theorem 3.93. Let L/K be a Scholz extension of exponent h and [G,, cp,E] an embedding problem such that cp is the projection G, -+ G(L/K), the extension E -+ G(L/K) is central with kernel A of order 1,and the ranks of E and G(L/K) are equal. Then [Gk, cp,E] has a surjective solution tf h is sufficiently large. Proof. First assume that the l-th roots of unity are in K. Then by Proposition 3.84 and Proposition 3.85 it is sufficient to show X*(E) = 0 for all x E A’. Since X*(E) E H2(G,, K”), by Theorem 2.86 one has to show that the localizations of X*(E) vanish. But this is easy to see since by definition of a Scholz extension the decomposition groups G, of G(L/K) are cyclic. Hence the corresponding local embedding problem [G,, cp”,F,] with q,: E, + G, either splits or E, is cyclic. In the first case we have the trivial (non surjective) solution. In the second case one has the unramified solution if v is unramified in L/K and the ramified solution if v is ramified in L/K provided that h is sufficiently large. If K does not contain the I-th roots of unity one goes over to the extension L(uJ/K and uses Proposition 3.83. q



Our problem of constructing fields with given Galois group of l-power order is reduced by Theorem 3.93 to the problem to show that among the solutions of an embedding problem for Scholz extensions there is one which is again a Scholz extension. If p1 Q K this is not difficult to show (Scholz (1937), Reichardt (1937)). In the case p[ c K one proceeds as follows. One defines invariants (x, X) and (X), with values in pl for X E H’(L/K, ut) and 1 E H’(L/K, pL1)by means of the Artin symbol. These invariants are multiplicative in X and x. We fix an isomorphism 8: p1 -+ A := Ker cp.Then to every embedding problem [G,, q, E] for a Scholz extension L/K there corresponds an x := Fe. Theorem 3.94. Let L/K be a Scholz extension of exponent h and u, c K. The embedding problem [G,, cp,E] of Theorem 3.93 has a solution L’/K which is a Scholz extension if and only if (x, X) = 1 and (X), = 1 for all x E H’(L/K, pt). i?%l Example 28 (Shafarevich (1954a), $2.3). Let 1 = 2, K = Q, L = Q(fl, ,,/%6) and let cp: E + G(L/K) be the extension which corresponds to the embedding of Cl!(fl)/Q in a cyclic extension of order 4. Furthermore let x E H’(L/K, ut) be the character with



r(Jm Then(X,X)=



-1.~



= x(dJ281



for ‘1 E G(L/K).
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The example shows that in general it is not possible to embed a Scholz extension in a Scholz extension. The way out of this situation is to use the multiplicativity of the invariants and to show that starting with a bigger embedding problem E’ we lind among the factor embedding problems E those with trivial invariants. If one chooses E’ big enough one can manage that E corresponds to a group extension which is group theoretical isomorphic to and the corresponding restriction map Hom,(G,, E) -+ flu Homc(G,, E). The embedding problem with given local behavior asks for morphisms which induce given local morphisms 4, for certain places v of K.



E + G(L/K).



By means of this method one proves the following theorem. Theorem 3.95. Let G be an arbitrary l-group and K an algebraic number field. Then there exists a normal extension L/K such that G(L/K) is isomorphic to G. H 3.4. Extensions with Prescribed Solvable Galois Group (Main references: Shafarevich (1954b), Ishchanov (1976)). We remember that a group extension



{l}-tN+E~G-r{l)



(3.17)



Theorem 3.98. Let cp: GK -+ G be a group G and let m(L) be the number of kernel of cp. If f: E + G is a surjective morphism finite exponent which is prime to m(L) places v of K then the map



Since a nilpotent group is the direct product of l-groups, one can assume that N is an l-group. Let G, be an I-Sylow group of G and E, the corresponding group extension with N. By means of Proposition 3.83 and Theorem 3.91 one shows that the embedding problem for E is solvable if the embedding problem for E, is solvable. Therefore we can assume that E is an l-group. One defines the notion of a Scholz extension L’/L of exponent h with respect to the extension L/K and generalizes the methods of $3.3 to this situation. IXl Proof.



Now let G be a finite solvable group. Then G-is a factor group of a group G which is a semidirect product of l-groups (Ore (1939)). Hence as a corollary to Theorem 3.96 one gets the following theorem of Shafarevich: Theorem 3.97. Let G be a finite solvable group and K an algebraic number field. Then there exists a normal extension L/K such that G(L/K) is isomorphic to G. EI 3.5. Extensions with Prescribed Local Behavior (Main reference: Neukirch (1979)). The embedding problem can be strengthened in the following manner: As above let K be an algebraic number field and let K, its completion at the place v. We put G, := GK,. For every place v we choose a fixed embedding K + K, and obtain an embedding G, + G,. Let cp: G, -+ G be a morphism of GK onto a finite group G and cpV:G, + G its restriction to G,. If then f: E -+ G is a morphism of an arbitrary profinite group E, we obtain the diagrams



surjective homomorphism onto the finite roots of unity in the fixed field L of the with a pro-solvable separable kernel of and zf Hom,JG,, E) is not empty for all



HomdG,, E),,,-+n HomdG,, El



is called a semi direct product if it splits, i.e. if cphas a section s: G -+ E. Theorem 3.96. Let K be an algebraic number field, L/K a finite normal extension with Galois group G, and let (3.17) be a semi direct product of the nilpotent group N. Then the corresponding embedding problem has a solution M/K.



q5



is surjective for every finite set S of places of K (Hom,(G,, of surjective morphisms). •I



E),,, denotes the set



The proof uses ideas of Scholz (1937) and Reichardt (1937) and Galois cohomology of algebraic number fields. In the following we shall assume that all occuring prolinite groups are separable. The following theorems are corollaries to Theorem 3.95. We remember that by the theorem of Feit and Thompson every finite group of odd order is solvable. Theorem 3.99. Let K be a finite algebraic number field and E a profinite group of finite odd exponent. Then there exists a normal extension L/K such that G(L/K) is isomorphic to E. Proof. One applies Theorem 3.98 to the field Q of rational numbers and to the set S of primes which ramify in K/Q. We put G := {l}. If L’ is a solution of the corresponding embedding problem, then L := L’K has over K a Galois group isomorphic to E. Cl Theorem 3.100. Let K be a finite algebraic number field, m(K) the number of roots of unity in K, and S a finite set of places of K. Let E be a profinite group of finite exponent prime to m(K) and L,/K,, v E S, normal extensions whose Galois groups are embeddable in E. Then there exists a normal extension L/K with Galois group isomorphic to E which for v E S has the given extensions LJK, as completions. Proof



One applies Theorem 3.98 with G := (1). 0



Theorem 3.100 is a generalization of the Grunwald-Wang-theorem (Chap. 2.1.12). The assumption that E has finite exponent in the Theorems 3.98-100 can
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not be dropped since e.g. there is no normal L, x Z, for a prime p.



extension L/Q with G(L/Q) z



5 3. Extensions



(C l,...,cs):=



{(91*...tSs)lSjECj}.



For ti E Z/nZ we put CT = {g”lg E Cj}. then &;* := Jgz)‘ is called the rumification



structure



(C~~~~.~C3



of G generated by a;.
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Moreover for any set D of s-tuples in G” we put



[g] := {(h-‘g,h,..., h-‘g,h)lg = (sl, , g,), h E G), pm:= {cg1lg~~,sI...ss= 1)Y C’(a) := { Cgl E ~‘(Wg,, . . . ,A = G).



3.6. Realization of Extensions with Prescribed Galois Group by Means of Hilbert’s Irreducibility Theorem (Main references: Matzat (1987), (1988)). With



the methods used up to now we can construct only solvable extensions. In this section we consider the realization of finite groups G as Galois groups of normal extensions L/K by means of Hilbert’s irreducibility theorem. This method goes already back to Hilbert who used it in the case of the symmetric and alternating groups but for other groups the method was developed only recently by Matzat (1977) Belyj (1979). Up to now one is able to realize certain groups as Galois groups only over some extension K of Q as ground field but not over Q itself. It is convenient to take for K the maximal abelian extension @Dab of Q. In the case of solvable groups G the theorem of Iwasawa (Theorem 3.92) gives a full insight in the possible extensions L of Qab with G(L/CVb) g G. Let x, t be variables. A field K is called a Hilbert field if for any polynomial f(x, t) E K [x, t] which is irreducible over K there are infinitely many elements t, of K such that f(x, to) is irreducible over K. Beside the infinite finitely generated fields also the finite extensions of Qab are Hilbert fields (Weissauer (1982)). Hilbert showed that Q is a Hilbert field. This fact and its generalization to other fields is called Hilbert’s irreducibility theorem. Let G be a finite group, K a Hilbert field, and N/K(t) a normal extension with G(N/K(t)) g G which is regular, i.e. K is algebraically closed in N. Then there exists a normal extension L/K such that G(L/K) E G. Riemann’s existence theorem for complex algebraic functions gives a full insight in the possible algebraic extensions of c(t) and their ramification behavior (Example 13). In particular for any finite group G there is a normal extension N/@(t) with G(N/@(t)) E G. If we can show that there is a subfield K of @ and a normal extension No/K(t) such that N = @NO, then G(N,/K(t)) = G. In this case we say that we can go down from c to K. If K is-a Hilbert field we get a normal extension of K with Galois group isomorphic to G. By the Lefschetz principle we can go down from C to a. For certain finite groups G it is possible to go down from a to Qeabor even to Q. The background for this procedure is given by the following theorem. For its formulation we need some definitions: Let G be a finite group of order n and C,, . . . , C, some classes of conjugated elements in G. The class structure (5 = (C,, . . . , C,) is defined by



with Given



Then I’(&) := /I’(&)/ number with



is a divisor of l@*) := Ic’(&*)l.



Let e(K) be the natural



l’(E*) = e(E)l’(E). A normal regular extension N/K(t) has the ramification structure tX* if K(t) has exactly s places p r, . . . , pSwhich are ramified in NE and for all [g] E I’(&*) there are generators gj of the inertia groups T(pj) for places ‘pj of NK with ‘$Jjlpj suchthatg=g,,...,g,. A subgroup U of G has the complement H, where H is a subgroup of G, if every element g of G can be uniquely presented in the form g = uh with u E U, h E H. Theorem 3.101. Let G be a finite group whose center Z(G) has a complement and let Q be a class structure of G with ii(C) # 0. Then there exists a subfield K of a and a normal regular extension N/K(t) with G(N/K(t)) z G and the ramzfication structure CC*.Moreover the constant field K contains an abelian extension K, of Q with [K : K,] Q ii(C) and [K, : Q] = e(6). EI



The most interesting



cases are ii(E) = 1, i.e. K E &Yb and Ii



= 1, i.e.



K = Q.



In general it is difficult to decide whether for a given group G there exists a ramification structure with li(6) = 1 or li(C*) = 1. Belyj (1979), (1983) studied the cases s = 3 for subgroups of GL,(Fq) and proved the following theorem. Theorem G(N/Qab(t)) form



P%,,(~,J,



3.102. There are normal regular extensions N/Qab(t) E G for all classical simple groups, i.e. for the simple groups PSU,(Fq~),



PSp,,FJ,



PS%,+l(~q),



and



PSO&,,(~q).



of



with the



EC!



If one knows the character table of G, one can estimate ii(O) from above. This leads to the following results about sporadic simple groups (we use the standard notation for these groups). Theorem 3.103. There are normal regular extensions N/Wb(t) with G(N/Wb(t)) E G for all sporadic simple groups G with at most the exception of J4. There are normal regular extensions N/Q(t) with G(N/Q(t)) isomorphic to one of the following 18 sporadic simple groups: M,,, M,,, M,,, J,, J2, HS, Sz, ON, Co,, Co,, Co,, FL, FL FL F,, F3, 4, Fl. •I



(1986) For the proof see Hoyden (1985) (M,,, M,,, J,, J2), Hoyden-Matzat (J3, MC, He, Ru, ON, Ly, F,), Hunt (1986) CM,,, M,,, J,, HS, Sz, Co,, Co,, Co,, Fi,,, FL FL, F3, F,), Matzat (1984) (M,,, M,,), Matzat-Zeh (1986) (M,, , M,,), Thompson (1984) (FI).
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There are also results about finite groups G with certain given simple composition factors (Matzat (1985)). In particular, if K is a finite extension of Qpab,then any embedding problem over K is solvable if its kernel satisfies certain conditions, which are verified for many groups. There is some hope to verify these conditions for all simple groups. By a theorem of Iwasawa (1953) this would prove the Shafarevich conjecture that G(a/K) is a free prolinite group with countable many generators.



Chapter 4 Abelian Fields (Main reference: Washington



(1982))



The finite abelian extensions of Q are called (absolute) abelian fields. So far they appeared as examples for more general theorems. In this chapter we consider further problems about number fields mostly restricted to abelian fields because the theory is much more complete in this restriction as in a more general setting. Every abelian field M is a subfield of a cyclotomic field (Chap. 2.1.1), i.e. of a field of the form Q(c,), where [, := exp(2rci/n). The smallest II with M c O(c,) is called the conductor of M. There is a canonical homomorphism dn of (Z/P$)~ onto G(M/Q) given by hmi)(i,)



= if



for a E (Z/nZ)’ .



The characters of (Z/nZ)’ are called Dirichlet characters mod n. The abelian field M is uniquely determined by the group X = X(M) of characters of (Z/nZ)’ which vanish on the kernel of #,,. If 121m, then every character x of (Z/nZ)’ induces a character x’ of (Z/mZ)’ by $(a + Z/mZ) := ~(a + Z/d).



One identifies x’ and x and calls n and m defining modules of 1. The smallest defining module of x is called the conductor f, of x. x considered as character of (Z/f,Z)” is called primitive character (compare Chap. 1.5.6-8 where we defined the same notions by means of the corresponding idele character). We denote also by x the corresponding character of G(M/Q). In this chapter we use the convention for the definition of Gaussian sums in the theory of abelian fields and define a



:= ~l,f(X) = ic~&z~x xb%;



for x E X(M),



where f denotes the (finite part of the) conductor of x. This is the complex conjugate of the Gaussian sum defined in Chap. 1.6.5 as product of local Gaussian sums (Example 39). Then the discriminant d, of M is given by



of an Abelian



Field



(Theorem 2.5, 2.27).
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(4.1)



We mentioned already in the introduction to Chapter 1 the fundamental work of Kummer in the middle of the last century about the arithmetic of cyclotomic fields. This work remained to be the main part of the theory of abelian fields until Leopoldt inspired by the work of Hasse, in particular by his book (1952), in the fifties of our century generalized many of the then existing results on cyclotomic fields to abelian fields and together with Kubota found the p-adic analogue to Dirichlet L-functions. In the same time Iwasawa introduced his theory of rextensions, i.e. normal extension with Galois group isomorphic to Z,, and interpreted p-adic L-functions in terms of r-extensions. This led him to his main conjecture which was proved in 1979 by Mazur and Wiles (4.7). A part of the theory can be established for abelian extensions of imaginaryquadratic number fields with the use of elliptic functions instead of the exponential function. The study of the class number formula in this setting was initiated by Meyer (1957). For the present state of the theory see Rubin (1987), 4 12. Chapter 4 is organized as follows. § 1 develops Leopoldt’s description of the ring of integers of an abelian field M by means of X(M). In $2 we show how to derive from the analytic class number formula (Theorem 2.25) a purely algebraic expression called the arithmetical class number formula and we consider some other results on class numbers connected with the arithmetical class number formula. § 3 is devoted to p-adic L-functions and 0 4 to Iwasawa theory.



5 1. The Integers of an Abelian Field (Main reference: Leopoldt



(1959))



If L/K is any finite normal extension of algebraic number fields and 0, 2 Z)K are the corresponding rings of integers, then one is interested in the structure of DL as an DO,[G(L/K)]-module. In the case of an abelian extension M/Q one has a beautiful description of this structure which we explain in the following. For the general case see Chap. 5. 1.1. The Coordinates. Let Q(x) be the extension of Q generated by the values of the character x and let Q(X) be the compositum of the fields O(x) for x E X. If G := G(M/Q) has exponent m, then O(X) = a([,). We introduce the following coordinates ~,(a, x) for CIE M:



These coordinates have the following properties: ~,(a, x) for a E Z which are prime to the order of x.
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Now we are able to formulate the theorems about the structure of DM:



) (x).



4. ~,(a, x) is Q-linear as function of a. 5. y&a, xl = xkdyw(~~ x) for g E G. 6. Let M’ be a subfield of M and x’ a character of M’. Then Y.& x’) = .h4rM,M+4 x’). 7. Let y(x), x E X, be a system of numbers with y(x) E Q(x) and y(x”) = a



Class Number



y(x) for a E Z prime to the order of x. Then there exists an a E M



i QWQ > such that y(x) = ~,(a, x) for x E X.



Theorem 4.1. 1. 0, = xZ[G] 1, where the sum runs over all classes 4 of similar characters. 2. ‘111is equivalent to DM considered as O,-module. q



Theorem 4.1 implies that there is a 0 E M such that 0, = O,e. Hence for an explicit description of the integers in M it suffices to find such an element 8. Theorem 4.2. Let 0 := 10, where the sum runs over all classes of similar characters. Then DM = O&l. IA



As a corollary to Theorem 4.2 one gets the following result.



1.2. The Galois Module Structure of the Ring of Integers of an Ahelian Field. c1E M belongs to D, if and only if the coordinates y,(cr, x) are in Do(,) and satisfy certain congruences mod [M : 0-J. Hence for a description of D, as



Theorem 4.3. DM is the direct sumof the Z[G]-modules l,O,. In particular D, has an integral normal basis, i.e. a basis of the form {gw, g E G} for some if and only if M/Q is tamely ramified. H oE.DY,



Z[G]-module it is sufficient to describe these congruences. This can be done as follows. Let 6’ be an element of M such that go, g E G, is a basis of M/Q. Then every u E D, can be written uniquely in the form CY= ~0, where w is an element of a certain subgroup ‘9B of Q[G] of Z-rang [M : Q]:



By means of Theorem 4.2 one finds the congruences which characterize the coordinates of the integers in M. Example 1. If M/Q is tamely ramified, normal basis. 0



then 8 = 8, generates an integral



Example 2. As an illustration of Theorem 4.3 we consider the case [M : Q] = 2. In this case the result is well known (Chap. 1.1.1, Example 2). The two characters x and x0 of G, where x0 denotes the unit-character, belong to the same class 4 of similar characters if and only if M/Q is tamely ramified. Furthermore



YB:= {wEQ[G]Iw~ED~)



The order of !lB and the class of 2B as O,-module are independent of the choice of 8. Any other element 8’ of M such that g@, g E G, is a basis of M/Q has the form e0 with e E Q [G] ‘. Therefore 2B’:= {~ECI![G]IW@EC~~}



=‘2Be.



We introduce some more notations about characters. Two characters x and x’ of M are called similar if they have the same wild ramification, i.e. if v,(f,) > 1 or v,(f,,) > 1, then v,(f,) = v,(&) for all primes p with p 1ICI. Let 4 be a class of similar characters, then



f, = d,, fxO = 1, 0, = 13JL



exO = 1



if M/Q is wildly ramified, i.e. d, z 0 (mod 4). f$d = d,,



8, = %(k 1 f J&l



if M/Q is tamely ramified, i.e. d, E 1 (mod 4).



6 2. The Arithmetical Class Number Formula We want to reformulate the analytical class number formula (Theorem 2.25) in the case of abelian fields as a purely algebraic expression.



is an idempotent



in Q[G].



Furthermore



we set



.f# := l.c.m.{f,lx



E d),



M, := fixed field of the group {g E Glx(g) = 1 for x E #},



2.1. The Arithmetical Class Number Formula for Complex Abelian Fields.



First we consider the relation between a complex abelian field M and its maximal real subfield M+. In the following proposition we consider more generally CM-fields, i.e. totally complex extensions K of Q which have a totally real subfield K’ with [K : K+] = 2. Proposition 4.4. Let K be a CM-field and K’ its maximal real subfield, let w be the number of roots of unity in K. Then the class number h(K+) divides h(K).
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where one has to take the main value of the logarithm, between the lines -y



= Q(MIM+)w



lOg( 1 - [‘“) = log 2sin 7 + rci



(as usually one puts Ii/(x) = 0 if x is not prime to fti). Proof. One compares the analytical class number formula for M and Mf. It is easy to see that the regulator R(M) is equal to 2”+-1R(Mf)Q(M/M+)-1 with n+ = [M+ : O]. Furthermore we compute L(l, x): Proposition



(4.5)



x(x, log(1 - [-“) + x(-x) runs over all odd



4.6. Let x be a Dirichlet character with conductor f. Then



- logI- Cf”l w xl=fz(x),r;f x(4



if x(-l)



= 1



(4.2)



(4.4)



log(1 - [“) = x(x) log1 1 - [“I2



for x( - 1) = 1 and



n (- tB,, t/J



where w is the number of roots of unity in M, the product characters II/ of M, i.e. $( - 1) = - 1, and B,, i is defined as



and y.



x(x) log(1 - i-“) + x(-x)



Theorem 4.5. Let M be an complex abelian field and M+ its maximal real subfield. Then WW(M+)



which in our case lies



Moreover



h- := h(K)/h(K+) is called the relative class number and the index Q(K) := [E(K) : p,,,E(K+)] is called the unit index. By Proposition 4.4 the unit index is



equal to 1 or 2, see Hasse (1952), Chap. 3, for its computation in the case of abelian fields,’ e.g. Q(O([,)) = 1 if and only if IZis a power of a prime.
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1 f-1 L(L x)= -7 ( xzledx(x))log(l- i-“)



The homomorphism cp: E + E, (P(E) = EE - -I, of the unit group E = E(K) of K has the image u,+ or ,u$.



Proof. h(K+)lh(K) follows from class field theory: since K/K+ is ramified at infinite places, the Hilbert class field of K+ does not contain K (Theorem 2.2, 2.112). Since 1(Pi = 1 the image of cpis contained in pL, (Chap. 1.1.3). Therefore the claim follows from [E(K) : E(K+)] > w/2. 0



Class Number



log(1 - [“) = - X(x)%ni 3; - k -(



1



for 1 < x < f - 1 and x(- 1) = - 1. (4.4) and (4.5) imply (4.2) and (4.3). 0 Now, inserting the expressions (4.2), (4.3) for the characters of M and M+ in the analytic class number formula for M and M+ (Theorem 2.25) and taking into account if M is real ,eQM) e) = i”12dti2 d‘32 if M is complex, n = [M : Ci!] i ((1.55), (2.28)), we get the desired formula of Theorem 4.5. 0 field and $ its b e an imaginary-quadratic Example 3. Let M # a(G) nontrivial character. In this case it is possible to simplify the formula of Theorem 4.5 (see e.g. Borevich, Shafarevich (1985) Chap. 5, $4):



and



h(M) = &p(X)~



.z(x)x&l s -x(x)x w xl = Zlf’ Proof. We put [ := cf. Then



if I( - 1) = - 1.



where the sum runs over all x E Z with 0 < x < d,/2 and (x, dM) = 1. 0 2.2. The Arithmetical



Class Number



Formula



for Real Quadratic



Fields. It



remains to study the case of a real abelian field. First as an example we consider with discriminant d and fundamental unit real quadratic fields M = Q(G) E > 1. Then the regulator of M is log E. Let x be the character corresponding to M. It has conductor d. The class number formula gives for s > 1. Hence by Abel’s continuity



h(M)log&



principle



Theorem



29 of Hasse (1952) is incorrect.



=;



i x



Moreover 2 Warning:



= G 2-L(1,50



log11 - [;I-X(*) 1
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implies h(M) log & = log



n



(& - &-x’“‘.



1 x2) = -Caere XI(a)X2( 1 - a) is called Jacobi sum of the characters x1
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and x2. If xl # 1, x2 # 1, and x1x2 # 1, then J(x1, xz) =



kM2M1~2)-~



6. Let m be prime to p and let a, be the automorphism ab([,) = cp, ab([,) = [k. If x has order m, then T(X)b/%$X) := T(x)“-“”



of Q(c,,,, i,) with



E Q(i,).



Let M be an abelian field with conductor f. We identify G(M/Q) with the corresponding quotient of (Z/f.?!)“. The element in G := G(M/Q) which corresponds to Z E (Z/f Z) ’ will be denoted by oO. The Stickelberger element 8 = O(M) is defined bv



e :=



E Q CGI,



where {x} denotes for a real number x, the unique real number x’ with 0 < x’ < 1 and x - x’ E Z. The Stickelberger ideal I = Z(M) is defined by I := Z[G]



n Z[G]@



It is an ideal in the group ring Z [Cl. Theorem 4.14 (Stickelberger’s theorem). Let ‘?I be a fractional ideal of M and 1s a principal ideal, i.e. the Stickelberger ideal annihilates the ideal /? E I. Then 21p class group of M. 0 The proof of Theorem 4.14 is based on the study of Gaussian sums introduced above. Let p be a prime which does not divide the conductor f of M. If h is the order of p (mod f ), we set q = ph. Let p,, (resp. p) be a prime ideal of Q([,) (resp. Cl?&-,)) with p JpOlp. Since Z[[,-l]/p is the finite field with q elements, there is = [,-i. Then the character an isomorphism w: IF,’ -+ ([,-i) satisfying w(&i) x = wwd with d = (q - 1)/f h as order f. Hence z(x) E Q(isp) (5 3.1.1). One shows Wf)



= PK



Therefore WB)



= Pa0



if p E Z[G],



fi0 E I.



Let 2I be a fractional ideal of M, prime to f. We represent VI as a product of prime ideals in Q(ir). Then % OS= (ya), where y is a product of Gauss sums T(X). Finally one shows yB E M. 0 Example 4. Let M be a real abelian field. Then a, = K, and B(M) =; where NM/o denotes trivial. q



g =cp(f)-NM,, c oE(Z/fa” a 2[M:Q]



the ideal norm. Therefore



’ in this case the theorem



is



Example 5. Let M be imaginary quadratic. Then f 0(M) = c aa;’ E Z [G] and f0(M) acts on the ideal class group as xax(a), where x is the quadratic
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character of M. Since the class number formula (52.1) implies that this is -fh(W (if f > 4), we have a weak form of the class number formula. 0 Now we confine to cyclotomic fields A4 = O(c,), n f 2 (mod 4). We denote the complex conjugation by z and set R := Z[G], R- := {x E R ( IX = -x} I- := InR-



= (1 - z)R,



= RenR-.



Theorem 4.15. Let g be the number of distinct prime divisors of n and let b = 0 if g = 1, b = 2g-2 - 1 if g > 2. Then [R- : I-]



= 2’h-(Q(Q).



(Sinnott (1980), for the case n = p” see Washington
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5 2. The Arithmetical Class Number Formula



IXI



(1982), $6.4)



The proof of Theorem 4.15 consists in a transformation of the class formula for h-(QK,)) (Th eorem 4.5). This can be done for the prime components of [R- : Z-1 separately. We show the principle of the proof in the easier case of primes q with q J2n. We put R, := R BE Z,, Z, := I Qz Z,, R; := R- gz Z,, I; := I- oz Z,.



Then 1; = R; 8 and the q-component of CR- : Z-1 is [R; : I;]. Consider the linear map A: R; + R; given by x + x0. By the theory of elementary divisors we know that CR, : Rio] is the q-part of det(A). We compute det(A) by working in the vector space R- Oz a4, which has the basis (&$I$ odd}, where



2.5. On the p-Component of the Class Group of Q(TPm) (Main reference:



Washington (1982), 0 10.3). Let p # 2 be a prime. In this section we study the p-component ,4(m) of the class group CL(Q(c,,)) as a Z,[G]-module. This is the starting point of Iwasawa theory (0 3). We keep the notations of 6 2.4. For any H,[G]-module X we put X+ := (1 + z)X, X- := (1 - 2)X. Moreover we put R(m) = Rp(Q([pm)), Z(m) = Zp(Q([pm)). By Theorem 2.112 the group A(m)+ is the p-component of CL(Q(cPm)+). First of all we consider the Stickelberger ideal Z(m) of the group ring R(m) = Z,[G]. We decompose G = (Z/p”Z)’ in its p-component and its p-prime-component H. The group H is cyclic of order p - 1. Let o be the character o: H + Zp” given by o(Z) = a (mod p), Z E H (for a E Z, (a, p) = 1, there is one and only one p - 1-th root of unity [ E Z; with [ E a (mod p)). o generates the character group of H. We denote by Ei E Z,[H] the idempotent corresponding to 0.9: Ei:=~~~~Oi(a)~~‘,i=O,l



,..., p-2.



Theorem 4.16. I(m) is a principal ideal in R(m) with generator p-1 2



e&i



+



(al+,



-



The proof of Theorem steps. First one shows



i -



P)eE1= e +



(G~+~- 2 -



P)e+



0



4.16 (Shafarevich (1969), Chap. 3.8) consists in two



I(m) =



z,pme +



@ Z,(O, - a)@ l 1 and H(l - n) = (27ci) BJ



- b) = (27ri)( - l)“p.B,(b) ,,



n!



n!



4.2. p-adic L-Functions. We use the following notations: p is an arbitrary prime. 1x1,x E CP, denotes the valuation of C3, with IpI = l/p. For convenience we put



‘I=



p



ifpZ2



4



ifp = 2.



Given a E Z,, p J a, there exists a unique q(q)-th root of unity o(a) E Z, such that a z o(a) (mod q). To w there corresponds a Dirichlet character mod q, called Teichmiiller character, which will be denoted also by o. Let



zeta function



ib, b) = f. (b + n)r



L-Functions



H(s, a, F) =



for Re(s) > 1,O < b < 1.



c m-’ = F-“[(s, m=a(F) m>O



a/F),



where s is a complex variable and a, F are integers with 0 < a < F.



Then



L(s, x) = jl x(a)f-"i(a, a/f).



(4.13)



Theorem 4.39. Suppose q/F and p Za. Then there exists a p-adic meromorphic function H,(s, a, F) on D := {s E cp 1ISI < qp-“@‘)}



Theorem 4.38. i(s, b) is a meromorphic function in the whole complex plane with a single simple pole at s = 1. Moreover



[(l - n, b) = -B,(b)/n



H,(l



for n > 1 and 0 < b d 1 In particular,



and therefore L(l - n, x) = -B,,,,ln



(see Appendix 4 for the definition



for n > 1



(4.14)



of B,(b) and B,,,).



Proof. One uses the method of Riemann’s



first proof for his functional equa-



tion for c(s) = [(s, 1) (Riemann (1859)): Let



te”-W’ m F(t) := ~e’ _ 1 = .zo Bn(l - b); and H(s) := j F(z)z”-2 path



such that



dz, where the integral is to be taken over the following



- n, a, F) = oP’(a)H(l



- n, a, F) for n 3 1.



if n = 0 (mod q(q)), then



H,(l



- n, a, F) = H(1 - n, a, F).



H, is analytic except for a simple pole at s = 1 with residue l/F. Remark. Since the function H,(s, a, F) has accumulation points in the set { 1 - nln = 0 (mod (p(q))}, it is already uniquely determined by its values in this set. Therefore the factor w-“(a) is not avoidable. Proof of Theorem 4.39. One puts
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and uses Theorem 1.71 to prove that HP is analytically has H,(l



- II, a, F) = -$&)“$O = oP(a)H(l



(:‘)LIj(Fj%j)



in D. For s = 1 - n one



Proof.



Theorem 4.43 (Kummer’s tive even integers. Then



= -‘“‘;%~(;)



congruences).



Let m = n + 0 (mod p - 1) be posi-



0



m



By means of (4.13) we go over to L(s, x):



More generally one has the congruence (4.12).



character



of conductor f and let F be a



Theorem 4.44. Let n be a positive odd integer, n f - 1 (mod p - 1). Then B l,on = s(mod



is a p-adic meromorphic function L,(l



- n, x) = -(l



on (s E CP 1IsI < qp-l’(p-l)} B



- ~wY(p)p~~~)~



with



= (1 - x0-“(p)p”-‘)L(l



- n, ~0~“)



for n > 1. L,(s, x) is analytic if x # 1 and has a single pole at s = 1 with residue (1 - l/p) if x = 1. q L,(s, x) is called p-adic L-function. Remark 1. (1 - xo-“(p)p”-I)-’



is connected with the Euler factor at p of



us3 xl = 1 X(W(V, 0 where the sum runs over the integral ideals of K which are prime to f. L(s, x) defines a meromorphic function in the complex plane with at most one simple pole at s = 1 (Chap. 1.6.4). We write L(s, x) in the form US? x) =



It is a general principle that to obtain p-adic analogues of complex functions, the p-part must be removed. Remark 2. If x is an odd character (x( - 1) = - l), then Bn,xom,, = 0. Therefore L,(s, x) is identically zero for odd characters:



4.3. Congruences for Bernoulli Numbers Theorem 4.41. Let x be a non trivial even character Then



of conductor f and pq 1f.



L,(s,~)=a,+a,(s-1)+a,(s-l)2+“’ with laOI d 1 and jai/ < 1 for i = 1,2, . . . . q Theorem 4.41 can be used to prove congruences



for Bernoulli



Theorem 4.42. Let x be as above and m, n E Z. Then L,(m, x) = L,(n, xl (mod P)



numbers:



p). Cl



4.4. Generalization to Totally Real Number Fields. Let K be a totally real number field and M a real abelian extension of K with conductor f. Moreover let x be a character of G(M/K), which we consider also as character of the ray class group mod f (Chap. 2.1). Then we have the L-series



L(s, xc!.-“) = n (1 - ~W-“(l)l-“)-l. 1



and both numbers are p-integral.
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to a,. 0



4n 4 -=n(modp).



- y1,a, F). Cl



Theorem 4.40. Let x be a Dirichlet multiple of q and f. Then



Both sides are congruent



L-Functions



where I,&,



c 0EG(M/K)



xk%AS,



4,



0) is the partial zeta function &,Js, a) :=



1 N(a)-“. cx&)=~



Here the sum runs over the integral ideals a of K with (a, f) = 1 and Klingen (1962) and Siegel (1969) have shown that cM(l - k, o) E Q for k E Z, k > 0. They use the fact that iM(l - k, a) appears as constant term of a Hilbert modular form with known higher Fourier coefficients (Eisenstein series). So one may ask whether L(l - k, x) has a p-adic interpolation generalizing Theorem 4.40. This was shown by Deligne, Ribet (1980) on the basis of a theory of p-adic Hilbert modular forms which is a consequence of a construction over Z of certain Hilbert-Blumenthal moduli schemes. On the other hand Barsky (1977) and Cassou-Nogues (1979) got the interpolation of L(l - k, x) on the basis of explicit formulas of Shintani. See Gras (1986) for a study of the values of the resulting p-adic L-function in the case that K satisfies the Leopoldt conjecture (9 4.5). 4.5. Thep-adic Class Number Formula. In this section we consider the p-adic analogue to the analytic class number formula (Theorem 2.17).
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First of all we need the notion of the p-adic regulator of an algebraic number field K. We fix an embedding of the normal closure L of K in C,. Let gl, . . . , g,., be the real embeddings and grl+l, $,+i, . . . , g,, S, the complex embeddings of K in L c C. Let li = 1 if gi is real and li = 2 if gi is complex. Moreover let sl, . . , E,-~ be a fundamental set of units of K (Chap. 1.1.3). Then Rp(E1,. . . >&r-l) = det(li lOgp(gi&j))i,j is up to a change in sign independent of the choice of Ed, . . . , E,-i and gl, . . . , gl. It is called the p-adic regulator of K and it is denoted by R,(K). In general the definition of R,(K) depends on the choice of the embedding of L in C,,. Example 7. Let K = Q(s). Then the three embeddings of K in C, give rise to three different regulators R,,(K). H (Washington (1982), Exercise 5.12). If K is totally real or a CM-field, then R,(K) is independent of the embedding of L in CP (Washington (1982), Exercise 5.13).



(4.15)



P



In (4.15) equality means that the signs of R,(K) chosen such that one has equality. 0 Remark.



and d(K) can be



is the direct product of its subgroups r, = G(K’“‘/K) and A = G(K’“‘/Q’“‘) 2 n = 0, 1, . . . . Let x be a Dirichlet character with conductor dpj for some j > 0. Regarding x as a character of G(K’“‘/Q), we see that there is a unique representation 1( = r$, where r is a character of A and + a character of r. We call r a character of the first kind and Ic/ a character of the second kind. II/ is always even since it corresponds to a real field. Let q,, := qp”d and let o be as in 5 2.5. Corresponding to the decomposition G(K’“‘/Q) g A x r, we write the Stickelberger element (4 2.4) of KC”) in the form @KC”‘) := i 1 ad(a)-l?,(a)-‘, ” 0



f L,(L xl = - ( 1- pX(P) >fz(x) gzl x(a)-’log,(l- c-y,,



where z(x) = EL=1 x(a)c; is the Gauss sum, and the study of cyclotomic analogy to 0 2. Leopoldt conjectured R,(K) # 0 for all algebraic number fields K.



%I(4 := (1 - (1 + 4ohn(l + 40)-1M4.



Let K&Q be the field extension generated by the values of the character r and let 0, be the ring of integers of K,. Then t,(z), q,(r) E K,[r,]. Proposition 4.48. 1. *q,,(r) E Dc[r’,]. 2. If T # 1, then &(z) E nT[r,]. 3. If m > n, then t,,,(~) is mapped onto t,,(2) by the projection from K,[r,] KCr,l. q



fort



n



# 0. H (Brumer (1967)) Kuz’min (198 1) proves Leopoldt’s conjecture in some non abelian cases. In Chap. 3.2.5 we have considered another form of Leopoldt’s conjecture, denoted by f?(K, p). # 0 if and only if L?(K, p). El



4.6. Iwasawa’s Construction of p-adic L-Functions (Main reference: Washington (1982), Chap. 7). In this section we want to connect the theory of r-extensions with p-adic L-functions. We consider the cyclotomic r-extension for the ground field K = Q(pLqd), where q = p for p # 2 and q = 4 for p = 2 and d is a natural number with d f 0 (mod p), d f 2 (mod 4). The Galois group G(K’“‘/Q)



to



generator of r. With T := y - 1 we get a



f(T, 9 = l@ LA4 units in



E A, da) E G,



&(z) := - $ C aw-‘(a)y,(a)-‘, n0



# 1



in QCCTII = QWII. For



7



= 1 we set



f(T 1) = &)l@



Theorem 4.46. Let K be an abelian field. Then R,(K)



Theorem 4.47. Let K be totally real. Then R,(K)



Q)



with ga = G(a)?,,(a), where the sum runs over all a with 0 < a < q, and (a, q,J = 1. We set r n .= ’ -&Kc’)) and



y := l@, y,(l + qO) is a topological power series



The proof of Theorem 4.45 is based on the formula
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G(K/Q),



Theorem 4.45. Let K be a totally real abelian field of degree n corresponding to a group X of Dirichlet characters. Let h(K) be the class number and d(K) the discriminant of K. Then



1 - ?!J? -l L P (1’ x). H



L-Functions



n



%8(l)



with h(T) := 1 - (1 + q,J(l + T)-‘.



Iwasawa’s construction Theorem $( 1 + q,,-l



of p-adic L-series is given by the following theorem.



4.49. Let x = r$ be an even Dirichlet = x(1 + q,,-l. Then



L,(s, x) =f(i&g



character



and let [$ :=



+ 40)" - 1, 7). El



Theorem 4.49 can be generalized: Let F be a totally real field, let K := F([,), and let KC”) be the cyclotomic r-extension. The characters of A := G(K/F) can
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be viewed as Dirichlet characters mod p. Let x an odd character of A. Barsky (1977) Cassou-Nogds (1979) and Deligne, Ribet (1980) have shown that there exists a power series f, E n such that L,(s, wx-l)



= f,(U



+ P)” - 1)



(§ 4.4). Comparing Theorem 4.49 with the class number formula of Theorem 4.5 one finds the following result: Theorem 4.50. Let hi := h(Q(&J)/h(O([,,)‘) vJh,lW



=



= h-(Q([,,)).



c c v,($(i I#1 i”Bp” reven [#I



- 1,3).



Then q



by Proposition 4T)



and Galois
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and



Here a, E G(Q([,)/Q) is identified with its image by the injection G(Q([,)/Q) + G(Kca)/Q) considered in $4.5. Moreover since ~1= 0, we have .siX E ~p[ [T]]/(gi(T)), where g,(T) is the distinguished polynomial of f( 7’, wlpi). Now we come back to the general situation considered at the end of $4.6, i.e. let F be a totally real field, let K := J’([,), and let K’“’ be the cyclotomic r-extension. We put for a character x of A.



By 4 3.4 we have EIX - q3 Al(Pk’) 0 0 Al(gf(T)). j



Let



4.482. Hence A(T) has the form



= P”P(T)U(T),



L-Functions



1



The last formula allows to give a new proof for the minus part of (4.9) in our special situation: We put 4T) := z;l km 3. I eYen Then A(T) E Z,[[T]]



5. Artin



(4.16)



where m 3 0, P(T) is a distinguished polynomial and U(T) is a unit in Zp[ [ r]] (Proposition 4.29). Let 1 be the degree of P(T). For a primitive p”-th root of unity and sufficiently large IZ one has



pLx:= T 6-2



g*(T) := p’r n gj”(T). j



Iwasawa announced the following Main conjecture. Let 2 # o be an odd character of A. Then f,(T) = gXUW,(T)



vpuv - 1)) = vp((i - 1)‘). with U,(T) E A ‘.



It follows %p.“W



l))=ln+c



for sufficiently large n and some constant c. Hence v,(h,) = v,(h,) + (p” - 1)m + In + c.



Comparison with (4.9) shows p- = m. This interpretation of the invariant pplays an important role in the proof of the theorem of Ferrero-Washington (Theorem 4.36). 4.7. The Main Conjecture. Let p be an odd prime. First we assume p k h(Q(6,)+) (Vandiver’s conjecture). Let K = O([,) and let K(“) be the cyclo-



tomic r-extension. It follows from Theorem 4.15 and from Iwasawa’s construction of p-adic L-series that



&ix z zp[[Tll/(f(T



for i = 3, 5, . . , p - 2,



o’-i))



where f( T, w1 -‘) is the power series satisfying f((l



+ p)” - 1, oi-i)



= L,(s, 01-q



The main conjecture



has been proved by Mazur-Wiles (1984) for F = Q, part of their proof consists in an extension of Ribet’s method to prove the converse of Herbrand’s theorem (4 2.5) by means of p-adic representations associated to certain modular forms. K. Rubin (1990) gave a very much simpler proof for the main conjecture using ideas of V.A. Kolyvagin. K = Q([,). The most important



Chapter 5 Artin L-Functions and Galois Module Structure In Chap. 2 we explained class field theory as a theory connecting the abelian extensions of an algebraic number field K with the closed subgroups of finite index of the idele class group of K. A direct generalization of class field theory should consist of a topological group B(K), generalizing the idele class group, defined in terms of K with functorial properties with respect to field homomorphisms K + L and a canonical homomorphism (PK:B(K) -+ G(jTIK) := G, such
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that (Pi respects functorial behavior of Q(K) and G, in the sense of Example 12 of Chap. 3 and such that U + cpK(U) is a one to one correspondence between closed subgroups of finite index in B(K) and closed subgroups of finite index in GK. This last property can also be expressed saying that the induced homomorphism OK of the total completion (Chap. 3.1.1) of Q(K) into G, is an isomorphism onto G,. Such a generalization of class field theory is unknown so far and perhaps doesn’t exist. But there is an obvious reformulation of class field theory in terms of characters, which Langlands (1970), partially relying on earlier research of Gelfand and his school and of Weil, recognized as part of a vaste theory of adelic representations of linear groups including the generalization of Artin’s reciprocity law (Chap. 2.1.6). This theory, called Langlands theory, consists mostly of conjectures so far. It postulates a correspondence between adelic representations of a fixed reductive group, e.g. the general linear group GL,, with certain properties and representations of GK with certain properties. This correspondence is based on a local correspondence for all completions of K. Adelic representations with certain conditions, called modular representations, can be considered as generalization of modular forms. This is the main motive for their intensive study by many mathematicians with mathematical background mainly in representation theory of Lie groups and functional analysis. Representations of Galois groups appear as classifying parameters. On the contrary for the purposes of algebraic number theory representations of reductive groups appear as classifying parameters for representations of Galois groups. In this introduction we want to explain the basic idea of Langlands’ generalization of class field theory and begin with the reformulation of class field theory in terms of characters of abelian groups: In the following we denote the character group of a compact abelian group G by X(G) (Appendix 3). Let A, be the class module of the local or global field K (Chap. 2.1.6) i.e. A, := K” if K is a local nonarchimedean field, A, := the idele class group C(K) if K is a global field. Furthermore let Xf(A,) be the group of finite characters x of A,, i.e. x is a continuous homomorphism of A, into C” with finite image. The norm symbol ( , K) (Example 3.12) induces an isomorphism & of the group X(G,) onto the group X&4,): k&x)(4



= x((s K))



for x E X(G,), CIE A,.



(Since GK is a profinite group, all characters of GK are finite (Chap. 3.1.2)). If K’ is a finite extension of K, then the injection I: A, + A,. induces a homomorphism I*: Xf(AK.) -+ Xf(AK) and the norm map ArKsin:A,. -+ A, induces a homomorphism N$,K. . X,-(A,) + Xs(AxT). For any automorphism g of K we have an action g: Xf(A,) + X,(gA,) defined by klxm)



:= XkP 4



for x E X/(A,),



ci E gA,.



Furthermore we have induced homomorphisms Ver*: X(G,.) --+X(G,) transfer from GK into GK, (Chap. 3, Example 12), rc*: X(G,) + X(G,,) inclusion K: GK, + G, and g: X(G,) -+ X(G,,) defined by



of the of the
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gx(h) = XWIW Corresponding to Example properties of &:
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for x E X(G,), h E GgK.



12 of Chap. 3 one has the following
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(x.



functorial



X&h) I



Ve1



(5.1) I



X(Gd 7



X,&h



X(W I



X&%J I



(x



(5.2)



X(Gd



7



9 I X(Gg,)



X&&J I



I BgK



9



(5.3)



Xf(A,d.



The first step in the generalization of class field theory by means of representations of GK was done by Artin (1923) who defined a new sort of L-functions attached to representations of the Galois group of normal extensions of algebraic number fields, which in the case of abelian groups led him to the conjecture of the reciprocity law of class field theory (Chap. 2.1.6). In general these Lfunctions play a similar role for the conjectural reciprocity law of Langlands (see Borel, Jacquet (1979)). Characters of GK, as considered above, are one-dimensional representations of GK. More general let p be a continuous n-dimensional irreducible representation of GK (5 1). The kernel of p is an open normal subgroup U of GK. Let K, be the fixed field of U. Then KJK is a finite normal extension. Let p be a prime ideal of K unramified in KJK and let ‘$I be a prime ideal of K above p. The conjugacy class of the Frobenius automorphism F, (Proposition 1.52.7) depends only on p. The function L&s, p) := det(1 - @&v(p)-“)-’



is therefore independent of the choice of !B. It is called the local L-function of p for p. Since p(F%) is semisimple, L&s, p) contains all information about the decomposition behavior of p in the extension K,/K: The order of p(Fs) equals the inertia degree of ‘$3over p. The product us, P) := n L$> PI P
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converges for Re s > 1 and has a meromorphic continuation to the whole complex plane. L(s, p) is called Artin L-function. If K = Q, the local L-functions are uniquely determined by L(s, p). Hence in this case the decomposition behavior of unramified primes is determined by L(s, p). In the case of one-dimensional representations p the correspondence & associates to p the character &xp E X,(&(K)) and L(s, p) is equal to the L-function L(s, &P) studied in Chap. 1.6. More exactly we have equality of the local L-functions L,(s, p) = L(s, &(p,)), where pP is the character of GK, induced by P. Generalizing this picture, the conjectural Langlands correspondence consists in its simplest form in a local correspondence associating to every n-dimensional representation pP of GK, a representation pb of GL,(K,) such that L-functions of pP and p; coincide and some other properties, partially generalizing the functorial properties (5.1)-(5.3) and a global correspondence associating to every n-dimensional representation p of G, the representation p’ of GL,(A,) which is the tensor product of the local representations corresponding to the localizations of p. The representation p’ should be a modular representation with associated L-function being a generalization of the L-function associated by Hecke to modular forms. The equality of the L-function of p and p’ is the desired generalization of the reciprocity law of class field theory. In Chapter 5 we restrict to the theory of Artin L-functions, their application to class number questions, and their connections with Galois module problems.



$1. Artin L-Functions We want to treat Artin L-functions in the spirit of Chapter 2, i.e. we want to avoid infinite field extensions. Hence we associate L-functions to representations of finite Galois groups G&/K) (4 1.2). This is almost the same as to consider representations of G,, since every continuous homomorphism of GK into G&(C) factors through a finite factor group of GK (compare Chap. 3.1.2). In 5 1.3-4 we consider abelian fields with small class number. The results are partially based on the Brauer-Siegel-theorem (Theorem 5.2), which is one of the most interesting applications of Artin L-functions. Q1.5 is mainly devoted to the study of the Artin conductor, which plays for representations of Galois groups a similar role as the conductor for a Hecke character. In 0 1.6 we consider the functional equation for Artin L-functions. Finally in 5 1.7 we consider Artin L-functions at s = 0. This is part of a general philosophy that the values or more general the leading term in the power series development at integral arguments of L-functions contain interesting informations about the objects for which the L-functions are defined (compare the introduction to Chap. 1.6). The most general conjecture in this context is the Beilinson conjecture. 1.1. Representations of Finite Groups (Main reference: Serre (1967aj). Let G be a finite group and let I/ be a vector space over @ of finite dimension n.
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A representation p = (p, V) of G on I/ of degree n is a homomorphism p: G -+ GL(V). The representation module of p is the G-module I/ defined by for g E G, u E V. P := Pm If p’ is a representation of G on a vector space V’, then p and p’ are called equiualent if the corresponding representation modules are isomorphic. The character x of p is the function x: G + C such that for g E G. x(s) = tr p(g) x depends only on the equivalence class of p and determines this class uniquely. x is also called a character of G. If I/ is one dimensional, then x is a homomorphism of G in C”, i.e. a character in the sense used in the previous chapters. Characters of degree one are also called linear characters. The unit representation 1 is the linear representation x with x(g) = 1 for g E G. A representation p is called irreducible if the corresponding representation module V(p) is simple, i.e. V(p) contains no submodule distinct from V(p) or (0). By the theorem of Maschke every representation module is the direct sum of simple modules. One transfers all notions about representations to the corresponding characters. So one speaks about irreducible characters and so on. Let H be a subgroup of G. A representation p of G is called induced if its representation module has the form Mg( V(o)), where r~ is a representation of H (Chap. 2.3.4). p is called monomial if there is a subgroup H of G and a representation 0 of H of degree 1 such that V(p) = Mg(V(a)). The following theorem of Brauer states that in general representations are not too far from monomial representations: Theorem 5.1. Every character of G is a linear combination cients of characters induced from cyclic subgroups of G. IXI



with integral coeffi-



For characters x and cp of G we define



x is irreducible if and only if (x, x) = 1. If x and x’ are irreducible and distinct, then (x, x’) = 0. The following formula is called Frobenius reciprocity: Let H be a subgroup of G, let cpbe a character of H and $ a character of G. We denote the restriction of $ to H by Res $ and the induced character of cpby ind cp.Then (cp, Res $)H = (ind cp,$jG. 0 If p is a representation of G, then det p with (det p)(g) = det(p(g)), g E G, is a linear character of G called the determinant character. Let I/ be the representation module of the representation p. Then I/* := Horn&l/, C) is defined as G-module by means of (gv*)(v) := v*(g-‘u)



for v* E I/*, v E V, g E G.
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The representation p* of V* is called the contragredient representation of p. The character x* of V* is the complex conjugate of the character x of V:



Let L/K be a finite normal extension of algebraic number fields and (p, V) a representation of G := G(L/K) with character x. For every prime ideal p of K we choose a prime divisor ‘$ in L. Let s9 be the decomposition group and 2 ‘p the inertia group of $J. Then V, := {u E Vlgu = u for g E 2,) is a s&Es-module. For almost all p we have V, = V (Theorem 1.46). Let al, be the Frobenius automorphism, i.e. the generator of 3,/T, which induces on the residue class field extension the automorphism 4 = I.O,/pl (Proposition



x E WP,



We denote the unit element of Aut(Vp) by 1. Then 1 - N(p)-“o, and L,(s, x)-i := de$(l - N(p)-“cJ~)



1.52). operates on V,



is a polynomial in N(p)-” which does not depend on the choice off@. The Artin L-function of x is defined by us, x) := n L,(s, xl, P where the product runs over all prime ideals of K. One writes also L(s, x) = L(s, p) = L(s, V). The product L(s, x) is convergent for Re s > 1 and represents for this halfplane a holomorphic function with the following basic properties: 1. Let x1 and xz be characters of G, then us>



Xl



+



x2)



=



Jx%



XlMS>
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x = niz idi Xi,



1.2. Artin L-Functions.



a p: x -+ x4,



By the theorem of Brauer (Theorem group G is of the form



for g E G.



x*(s) = x(s) = x(s-l)



L-Functions



x2).



2. Let H be a normal subgroup of G and x a character of G/H. We denote the lifting of x to G by x’. Then us, x’) = w, xi 3. Let H be a subgroup of G and x a character of H. We denote the induced character on G by indg 1. Then L(s, indg x) = L(s, x). 4. Assume that G is abelian. Let x be a character of G of degree 1 and let x* be the character of the idele class group corresponding to x by class field theory (Chap. 2.1.5). Then us, xl = us, x*1 (Chap. 1.6.3). Since L(s, x*) has a continuation to the whole complex plane as meromorphic function with at most a simple pole at s = 1, the same is true for L(s, x).



with cyclic subgroups Hi of G. Then by 1.3, and 4. L(s, x) = fi L(s, xf)“i. i=l



(5.4)



Therefore L(s, x) is a meromorphic function in the whole complex plane. Artin conjectured that L(s, x) is holomorphic in the whole complex plane if x does not contain the unit character. This is now called the Artin conjecture. From 3. and 4. it follows that the conjecture is true for characters which are induced from one dimensional characters. The Artin conjecture plays a prominent role in the Langlands correspondence. On the one hand the Artin conjecture follows from the Langlands conjecture and on the other hand in special cases the Artin conjecture implies the Langlands conjecture. Since



indrll 1 = 1 x(1)x X



where the sum runs over all irreducible



representations x of G, we have



IL(s) = L(s, indyl) 1) = n L(s, #‘) X



If H is a subgroup of G with fixed field M, the Artin conjecture implies that CM(s)/&(s) is holomorphic in the whole plane. In fact, we have CM(s) = L(s, indg lH) and indg 1, - 1, is a character of G which does not contain the unit character. The holomorphy of IM(s) in the whole complex plane was proved by representation theory of groups in the following cases: 1. M/K is normal. 2. G is a Frobenius group to H (i.e. H n gHg-l = {l} for g E G - H). 3. G is solvable. See van der Waall (1977) for proofs and further information about this question. For normal extensions L/K formula (5.4) implies



WYW)



= lim L(s)IMs) = fi W x?)“~, s+l



i=l



(5.5)



where xi* are non trivial characters of C(L) and K(L) (resp. K(K)) is the residue of IL(s) (resp. IK(s)) at s = 1. Let K = Q. The expression lc(L) =



2”(27c)‘2R(L)h(L) w&J
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in Proposition 1.99 together with estimations of the right side of (5.5) lead to the proof of the following theorem of Brauer and Siegel (Lang, (1970), Chap. 9). Theorem 5.2. 1. Let L,, L,, . . . be a sequence of normal extensions of Q such that lim CL, : Q]/logld,,,ol = 0,



n-+m



then lim log WNL) “-CC lO!zl~L,,Ql



= 1 2’



2. Let M,, M,, . . . be a sequence of extensions of Q of fixed degree, then lim log NMJhWn) n-tm 10gIhf,,*l



h(Q($))



field with discriminant



= co.



Hence there are only finitely many imaginary-quadratic fields with given class number. For more information about the class-number of imaginary-quadratic fields see 0 1.4. 0 1.3. Cyclotomic Fields with Class Number 1 (Main reference: Washington (1982) Chap. 11). Using the Brauer-Siegel theorem (Theorem 5.2) for Q([,) and a([,)’ one proves the following estimation for hi, which shows that h, grows rapidly with n: Theorem 5.3.



where cp(n) denotes Euler’s function.



log n) = 1,



IXI



It follows that there are only finitely many cyclotomic fields with restricted class number, but Theorem 5.3 is not effectivein the sense that it does not allow us to compute a constant n(h) such that hi > h if n > n(h). On the basis of the arithmetical class number formula for h; (Theorem 4.5) one proves an effective estimation: Theorem 5.4. Let n be a natural number with cp(n) 2 220. then



Zf n is a prime



log hi 2 ad,, - (1,08)(p(n).



1, 3, 4, 5, 7, 8, 9, 11, 12, 13, 15, 16, 17, 19, 20, 21, 24, 25, 27, (5.6)



For all these n one has hi = 1. This can be proved using the estimates of Odlyzko (Chap. 1.6.10) for the Hilbert class field of Q(5,)‘.



See Masley (1976) for further information class number.



lim log h(d) 1 (d,+mlogldl = 2’ It implies that there are only finitely many imaginary-quadratic fields with restricted class number. The estimation of h(d) can be made effectively (Baker (1966), Gross-Zagier (1986)): So far one has the complete list of imaginary-quadratic fields with h(d) = 1, 2 and 3. Theorem 5.6 (theorem of Baker (1966), (1971) and Stark (1967) (1975)). Let h(d) be the class number of the imaginary-quadratic number field with discriminant d. Then h(d) = 1 if and only if d = -3,



power,



-4,



-7,



-8,



-11, -19,



-43, -67,



-163.



h(d) = 2 if and only if



-20, -24,



-35,



-40, -51,



- 148, - 187, - 232, -235,



of Q(i,). El



about cyclotomic fields with small



1.4. Imaginary-Quadratic Fields with Small Class Number. Now let Q(Jd) be an imaginary-quadratic field with discriminant d and class number h(d). The Brauer-Siegel theorem (Theorem 5.2) has the form



d = -15,



If n is arbitrary, then



Here d, denotes the absolute value of the discriminant



Now we want to find all cyclotomic fields with class number one. From Theorem 5.4 it follows that hia > 1 if cp(p”) > 220. On the other hand h; is known at least for cp(n) < 256 (Schrutka von Rechtenstamm (1964), Washington (1982) Tables, 0 3). For a prime power pa one has hia = 1 if and only if a = 1, p < 19 or pa = 4, 8, 9, 16, 25, 27, 32. Since h, 1h, if ml n by Theorem 2.112 one has hi = 1 only if a p-component of n is of the form p” above. These are finitely many such cases which can be checked individually using Theorem 5.4. One finds the following numbers n + 2 (mod 4) with h; = 1:



Theorem 5.5 (Masley). Let n be a natural number with n + 2 (mod 4). Then a([,,) has class number one if and only if n is a number of the form (5.6). q



-d+m



lim log hi/(&(n) “+CX3
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28, 32, 33, 35, 36,40, 44, 45, 48, 60, 84.



= 1 q 2’



Example 1. Let Q($) be the imaginary-quadratic d < 0. Then R(Q($)) = 1 and Theorem 5.2 shows



lim



L-Functions



-267,



-52, -88, -91, -403,



-115,



-123,



-427. g%l



Example 2. Let d = 1 (mod 4) be the discriminant of an imaginary-quadratic number field. Then x2 - x + (1 - d)/4 is a prime number for x = 1, 2, . . . , -(d + 3)/4 if and only if O($) has class number one. 0
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In particular x2 - x + 41 is a prime for x = 1,2, . . . ,40 (Euler 1772). Heegner (1952) (see also Deuring (1968a) and Stark (1969) developed a method to connect the imaginary-quadratic fields of class number one with the solutions of a Diophantine equation. Let h(d) = 1. If 2 splits in Q(G), then it is easy to see that d = - 4, - 7 or - 8. Hence we assume that (2) is a prime ideal in Q(G). Then d = 1 (mod 4) and o := ($ + 1)/2, 1 is a basis over Z for the ring of integers of Q(s). Therefore j(o) generates the Hilbert class field of Q($) (Chap. 2.2.2), hence j(o) is a rational number and even an integer. On the other hand the value j(w) of the modular function j(z) determines o up to modular equivalence, hence determines the field Q(G). Beside j(z) one considers other functions in Q[ j(z)] and by means of the algebraic dependence of this functions one finds an equation F(x, y) = 0 with the property that to any imaginary quadratic field Q(G) with d $ { - 4, - 7, - 8> there corresponds one and only one integral solution of the equation. After some computations one ends up with the equation y2 = 2x(x3 + 1) which has the same property. The solution of this equation, which is well known in the arithmetical theory of elliptic curves, are the following:



Then the function a, is the character of a representation of G, called the Artin representation. El
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We have defined the Artin representation by means of its character. A direct construction of this representation is unknown so far. But it is known that the Artin representation is not rational in general (Serre (1960)). Therefore it is unlikely that a simple construction exists. The Artin representation plays a role in the theory of arithmetical algebraic curves (see Serre (1962) Chap. 6.4). For any character x of G we set



f(x) := IW’ gTGx(shM



= 
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