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Chapter 8 Integration of Nonlinear Initial Value Problems



8.1 General Concepts on Numerical Integration of Nonlinear Matrix Differential Equations Methods for solving differential equations numerically are one of the most valuable analysis tools now available. Inexpensive computer power and user friendly software are stimulating wider use of digital simulation methods. At the same time, intelligent use of numerically integrated solutions requires appreciation of inherent limitations of the techniques employed. The present chapter discusses the widely used Runge-Kutta method and applies it to some speciÞc examples. When physical systems are described by mathematical models, it is common that various system parameters are only known approximately. For example, to predict the response of a building undergoing earthquake excitation, simpliÞed formulations may be necessary to handle the elastic and frictional characteristics of the soil and the building. Our observation that simple models are used often to investigate behavior of complex systems does not necessarily amount to a rejection of such procedures. In fact, good engineering analysis depends critically on development of reliable models which can capture salient features of a process without employing unnecessary complexity. At the same time, analysts need to maintain proper caution regarding trustworthiness of answers produced with computer models. Nonlinear system response sometimes changes greatly when only small changes are made in the physical parameters. Scientists today realize that, in dealing with highly nonlinear phenomena such as weather prediction, it is simply impossible to make reliable long term forecasts [45] because of various unalterable factors. Among these are a) uncertainty about initial conditions, b) uncertainty about the adequacy of mathematical models describing relevant physical processes, c) uncertainty about error contributions arising from use of spatial and time discretizations in construction of approximate numerical solutions, and d) uncertainty about effects of arithmetic roundoff error. In light of the criticism and cautions being stated about the dangers of using numerical solutions, the thrust of the discussion is that idealized models must not be regarded as infallible, and no numerical solution should be accepted as credible without adequately investigating effects of parameter perturbation within uncertainty limits of the parameters. To illustrate how sensitive a system can be to initial conditions, we
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might consider a very simple model concerning motion of a pendulum of length  given an√initial velocity v 0 starting from a vertically downward position. If v 0 exceeds 2 g, the pendulum will √ reach a vertically upward position and will go over the top. If v0 is less than 2 g, the vertically upward position is never reached. Instead, the pendulum about the bottom position. Consequently, initial √ oscillates √ velocities of 1.999 g and 2.001 g produce quite different system behavior with only a tiny change in initial velocity. Other examples illustrating the difÞculties of computing the response of nonlinear systems are cited below. These examples are not chosen to discourage use of the powerful tools now available for numerical integration of differential equations. Instead, the intent is to encourage users of these methods to exercise proper caution so that conÞdence in the reliability of results is fully justiÞed. Many important physical processes are governed by differential equations. Typical cases include dynamics of rigid and ßexible bodies, heat conduction, and electrical current ßow. Solving a system of differential equations subject to known initial conditions allows us to predict the future behavior of the related physical system. Since very few important differential equations can be solved in closed form, approximations which are directly or indirectly founded on series expansion methods have been developed. The basic problem addressed is that of accurately computing Y (t + h) when Y (t) is known, along with a differential equation governing system behavior from time t to (t + h). Recursive application of a satisfactory numerical approximation procedure, with possible adjustment of step-size to maintain accuracy and stability, allows approximate prediction of system response subsequent to the starting time. Numerical methods for solving differential equations are important tools for analyzing engineering systems. Although valuable algorithms have been developed which facilitate construction of approximate solutions, all available methods are vulnerable to limitations inherent in the underlying approximation processes. The essence of the difÞculty lies in the fact that, as long as a Þnite integration step-size is used, integration error occurs at each time step. These errors sometimes have an accumulative effect which grows exponentially and eventually destroys solution validity. To some extent, accuracy problems can be limited by regulating step-size to keep local error within a desired tolerance. Typically, decreasing an integration tolerance increases the time span over which a numerical solution is valid. However, high costs for supercomputer time to analyze large and complex systems sometimes preclude generation of long time histories which may be more expensive than is practically justiÞable.
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8.2 Runge-Kutta Methods and the ODE45 Integrator Provided in MATLAB Formulation of one method to solve differential equations is discussed in this section. Suppose a function y(x) satisÞes a differential equation of the form y  (x) = f (x, y), subject to y(x0 ) = y0 , where f is a known differentiable function. We would like to compute an approximation of y(x 0 + h) which agrees with a Taylor’s series expansion up to a certain order of error. Hence, y(x0 + h) = y˜(x0 , h) + O(hn+1 ) where O(hn+1 ) denotes a quantity which decreases at least as fast as h n+1 for small h. Taylor’s theorem allows us to write 1 y(x0 + h) = y(x0 ) + y  (x0 )h + y  (x0 )h2 + O(h3 ) 2 1 = y0 + f (x0 , y0 )h + [fx (x0 , y0 ) + fy (x0 , y0 )f0 ]h2 + O(h3 ) 2 where f0 = f (x0 , y0 ). The last formula can be used to compute a second order approximation yˆ(x 0 +h), provided the partial derivatives f x and fy can be evaluated. However, this may be quite difÞcult since the function f (x, y) may not even be known explicitly. The idea leading to Runge-Kutta integration is to compute y(x 0 + h) by making several evaluations of function f instead of having to differentiate that function. Let us seek an approximation in the form y˜(x0 + h) = y0 + h[k0 f0 + k1 f (x0 + αh, y0 + βhf0 )]. We choose k0 , k1 , α, and β to make y˜(x 0 + h) match the series expansion of y(x) as well as possible. Since f (x0 + αh, y0 + βhf0 ) = f0 + [fx (x0 , y0 )α + fy (x0 , y0 )f0 β]h + O(h2 ), we must have y˜(x0 + h) = y0 + h[(k0 + k1 )f0 + k1 fx (x0 , y0 )α + fy (x0 , y0 )βf0 ]h + O(h2 ) = y0 + (k0 + k1 )f0 h + [fx (x0 , y0 )αk1 + fy (x0 , y0 )f0 βk1 ]h2 + O(h3 ). The last relation shows that y(x0 + h) = y˜(x0 + h) + O(h3 ) provided k0 + k1 = 1 , αk1 =
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1 1 , βk1 = . 2 2



This system of three equations in four unknowns has an inÞnite number of solutions; one of these is k0 = k1 = 12 , α = β = 1. This implies that 1 y(x0 + h) = y(x0 ) + [f0 + f (x0 + h, y0 + hf0 )]h + O(h3 ). 2 Neglecting the truncation error O(h 3 ) gives a difference approximation known as Heun’s method [61], which is classiÞed as a second order Runge-Kutta method. Reducing the step-size by h reduces the truncation error by about a factor of ( 12 )3 = 1 8 . Of course, the formula can be used recursively to compute approximations to y(x0 + h), y(x0 + 2h), y(x0 + 3h), . . .. In most instances, the solution accuracy decreases as the number of integration steps is increased and results eventually become unreliable. Decreasing h and taking more steps within a Þxed time span helps, but this also has practical limits governed by computational time and arithmetic roundoff error. The idea leading to Heun’s method can be extended further to develop higher order formulas. One of the best known is the fourth order Runge-Kutta method described as follows y(x0 + h) = y(x0 ) + h[k1 + 2k2 + 2k3 + k4 ]/6 where k1 = f (x0 , y0 ) , k2 = f (x0 + k3 = f (x0 +



h h , y0 + k1 ), 2 2



h h , y0 + k2 ) , k4 = f (x0 + h, y0 + k3 h). 2 2



The truncation error for this formula is order h 5 ; so, the error is reduced by about 1 when the step-size is halved. The development of the fourth order a factor of 32 Runge-Kutta method is algebraically quite complicated [43]. We note that accuracy of order four is achieved with four evaluations of f for each integration step. This situation does not extend to higher orders. For instance, an eighth order formula may require twelve evaluations per step. This price of more function evaluations may be worthwhile provided the resulting truncation error is small enough to permit much larger integration steps than could be achieved with formulas of lower order. MATLAB provides the function ode45 which uses variable step-size and employs formulas of order four and Þve. (Note: In MATLAB 6.x the integrators can output results for an arbitrary time vector using, for instance, even time increments.)



8.3 Step-size Limits Necessary to Maintain Numerical Stability It can be shown that, for many numerical integration methods, taking too large a step-size produces absurdly large results that increase exponentially with successive



© 2003 by CRC Press LLC



time steps. This phenomenon, known as numerical instability, can be illustrated with the simple differential equation y  (t) = f (t, y) = λy which has the solution y = ce λt . If the real part of λ is positive, the solution becomes unbounded with increasing time. However, a pure imaginary λ produces a bounded oscillatory solution, whereas the solution decays exponentially for real(λ) < 0. Applying Heun’s method [43] gives 



(λh)2 y(t + h) = y(t) 1 + (λh) + . 2 This shows that at each integration step the next value of y is obtained by multiplying the previous value by a factor p = 1 + (λh) +



(λh)2 , 2



which agrees with the Þrst three Taylor series terms of e λh . Clearly, the difference relation leads to y n = y 0 pn . As n increases, yn will approach inÞnity unless |p| ≤ 1. This stability condition can be interpreted geometrically by regarding λh as a complex variable z and solving for all values of z such that z2 = ζeıθ , |ζ| ≤ 1 , 0 ≤ θ ≤ 2π. 2 Taking ζ = 1 identiÞes the boundary of the stability region, which is normally a closed curve lying in the left half of the complex plane. Of course, h is assumed to be positive and the real part of λ is nonpositive. Otherwise, even the exact solution would grow exponentially. For a given λ, the step-size h must be taken small enough to make |λh| lie within the stability zone. The larger |λ| is, the smaller h must be to prevent numerical instability. The idea illustrated by Heun’s method can be easily extended to a Runge-Kutta method of arbitrary order. A Runge-Kutta method of order n reproduces the exact solution through terms of order n in the Taylor series expansion. The differential equation y  = λy implies y(t + h) = y(t)eλh 1+z+



and eλh =



n  (λh)k k=0



k!



+ O(hn+1 ).



Consequently, points on the boundary of the stability region for a Runge-Kutta method of order n are found by solving the polynomial 1 − eıθ +



n  zk =0 k! k=1
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for a dense set of θ-values ranging from 0 to 2π. Using MATLAB’s intrinsic function roots allows easy calculation of the polynomial roots which may be plotted to show the stability boundary. The following short program accomplishes the task. Program output for integrators of order four and six is shown in Figures 8.1 and 8.2. Note that the region for order 4 resembles a semicircle with radius close to 2.8. Using |λh| > 2.8, with Runge-Kutta of order 4, would give results which rapidly become unstable. The Þgures also show that the stability region for Runge-Kutta of order 6 extends farther out on the negative real axis than Runge-Kutta of order 4 does. The root Þnding process also introduces some meaningless stability zones in the right half plane which should be ignored.



Stability Zone for Explicit Integrator of Order 4 3
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Figure 8.1: Stability Zone for Explicit Integrator of Order 4
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Stability Zone for Explicit Integrator of Order 6 4
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Figure 8.2: Stability Zone for Explicit Integrator of Order 6
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MATLAB Example Program rkdestab



1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16: 17:



% % % % % % % % % % % % % % % % %



Example: rkdestab ~~~~~~~~~~~~~~~~~~ This program plots the boundary of the region of the complex plane governing the maximum step size which may be used for stability of a Runge-Kutta integrator of arbitrary order. npts



- a value determining the number of points computed on the stability boundary of an explicit Runge-Kutta integrator. xrang - controls the square window within which the diagram is drawn. [ -3, 3, -3, 3] is appropriate for the fourth order integrator. User m functions required: none



18: 19: 20: 21: 22: 23: 24: 25: 26: 27: 28: 29: 30: 31: 32: 33:



hold off; clf; close; fprintf(’\nSTABILITY REGION FOR AN ’); fprintf(’EXPLICIT RUNGE-KUTTA’); fprintf(’\n INTEGRATOR OF ARBITRARY ’); fprintf(’ORDER\n\n’); while 1 disp(’ ’) nordr=input(’Give the integrator order ? > ’); if isempty(nordr) | nordr==0, break; end % fprintf(’\nInput the number of points ’); % fprintf(’used to define\n’); % npts=input(’the boundary (100 is typical) ? > ’); npts=100; r=zeros(npts,nordr); v=1./gamma(nordr+1:-1:2); d=2*pi/(npts-1); i=sqrt(-1);



34: 35: 36: 37: 38: 39: 40:



% Generate polynomial roots to define the % stability boundary for j=1:npts % polynomial coefficients v(nordr+1)=1-exp(i*(j-1)*d); % complex roots
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41: 42:



t=roots(v); r(j,:)=t(:).’; end



43: 44: 45: 46: 47: 48: 49: 50: 51: 52: 53: 54: 55: 56:



% Plot the boundary rel=real(r(:)); img=imag(r(:)); w=1.1*max(abs([rel;img])); zoom on; plot(rel,img,’.’); axis([-w,w,-w,w]); axis(’square’); xlabel(’real part of h*\lambda’); ylabel(’imaginary part of h*\lambda’); ns=int2str(nordr); st=[’Stability Zone for Explicit ’ ... ’Integrator of Order ’,ns]; title(st); grid on; figure(gcf); % print -deps rkdestab end



57: 58:



disp(’ ’); disp(’All Done’);



8.4 Discussion of Procedures to Maintain Accuracy by Varying Integration Step-size When we solve a differential equation numerically, our Þrst inclination is to seek output at even increments of the independent variable. However, this is not the most natural form of output appropriate to maintain integration accuracy. Whenever solution components are changing rapidly, a small time step may be needed, whereas using a small time step might be quite inefÞcient at times where the solution remains smooth. Most modern ODE programs employ variable step-size algorithms which decrease the integration step-size whenever some local error tolerance is violated and conversely increase the step-size when the increase can be performed without loss of accuracy. If results at even time increments are needed, these can be determined by interpolation of the non-equidistant values. The differential equation integrators provide the capability to output results at an arbitrary vector of times over the integration interval. Although the derivation of algorithms to regulate step-size is an important topic, development of these methods is not presented here. Several references [43, 46, 51, 61] discuss this topic with adequate detail. The primary objective in regulating step-size is to gain computational efÞciency by taking as large a step-size as possible while maintaining accuracy and minimizing the number of function evaluations. Practical problems involving a single Þrst order differential equation are rarely encountered. More commonly, a system of second order equations occurs which is then transformed into a system involving twice as many Þrst order equations. Several hundred, or even several thousand dependent variables may be involved. Evaluating the necessary time derivatives at a single time step may require computationally in-
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tensive tasks such as matrix inversion. Furthermore, performing this fundamental calculation several thousand times may be necessary in order to construct time responses over time intervals of practical interest. Integrating large systems of nonlinear differential equations is one of the most important and most resource intensive aspects of scientiÞc computing. Instead of deriving the algorithms used for step-size control in ode45, we will outline brießy the ideas employed to integrate y  (t) = f (t, y) from t to (t + h). It is helpful to think of y as a vector. For a given time step and y value, the program makes six evaluations of f . These values allow evaluation of two Runge-Kutta formulas, each having different truncation errors. These formulas permit estimation of the actual truncation error and proper step-size adjustment to control accuracy. If the estimated error is too large, the step-size is decreased until the error tolerance is satisÞed or an error condition occurs because the necessary step-size has fallen below a set limit. If the estimated error is found to be smaller than necessary, the integration result is accepted and the step-size is increased for the next pass. Even though this type of process may not be extremely interesting to discuss, it is nevertheless an essential part of any well designed program for integrating differential equations numerically. Readers should become familiar with the error control features employed by ODE solvers. Printing and studying the code for ode45 is worthwhile. Studying the convergence tolerance used in connection with function odeset is also instructive. It should be remembered that solutions generated with tools such as ode45 are vulnerable to accumulated errors from roundoff and arithmetic truncation. Such errors usually render unreliable the results obtained sufÞciently far from the starting time. This chapter concludes with the analysis of several realistic nonlinear problems having certain properties of their exact solutions known. These known properties are compared with numerical results to assess error growth. The Þrst problem involves an inverted pendulum for which the loading function produces a simple exact displacement function. Examples concerning top dynamics, a projectile trajectory, and a falling chain are presented.



8.5 Example on Forced Oscillations of an Inverted Pendulum The inverted pendulum in Figure 8.3 involves a weightless rigid rod of length l which has a mass m attached to the end. Attached to the mass is a spring with stiffness constant k and an unstretched length of γl. The spring has length l when the pendulum is in the vertical position. Externally applied loads consist of a driv˙ The ing moment M (t), the particle weight, and a viscous damping moment cl 2 θ. differential equation governing the motion of this system is



θ¨ = −(c/m)θ˙ + (g/l) sin(θ) + M (t)/(ml2 ) − (2k/m) sin(θ)(1 − α/λ)
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mg θ c2 θ˙



Figure 8.3: Forced Vibration of an Inverted Pendulum
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where λ=



5 − 4 cos(θ).



This system can be changed to a more convenient form by introducing dimensionless variables. We let t = ( l/g)τ where τ is dimensionless time. Then θ¨ = −αθ˙ + sin(θ) + P (τ ) − β sin(θ)(1 − γ/λ) where α = (c/m) l/g = viscous damping factor, β = 2(k/m)/(g/l), λ = 5 − 4 cos(θ), γ = (unstretched spring length)/l, P (τ ) = M/(mgl) = dimensionless driving moment. It is interesting to test how well a numerical method can reconstruct a known exact solution for a nonlinear function. Let us assume that the driving moment M (τ ) produces a motion having the equation θe (τ ) = θ0 sin(ωτ ) for arbitrary θ 0 and ω. Then θ˙e (τ ) = ωθ0 cos(ωτ ) and



θ¨e (τ ) = −ω 2 θe .



Consequently, the necessary driving moment is   P (τ ) = −ω 2 θe − sin(θe ) + γωθ0 cos(ωτ ) + β sin(θe ) 1 − γ/ 5 − 4 cos(θe ) . Applying this forcing function, along with the initial conditions ˙ θ(0) = 0 , θ(0) = θ0 ω should return the solution θ = θ e (τ ). For a speciÞc numerical example we choose θ0 = π/8, ω = 0.5, and four different combinations of β, γ, and tol. The second ˙ This is expressed as a Þrst order differential equation has the form θ¨ = f (τ, θ, θ). ˙ order matrix system by letting y 1 = θ, y2 = θ, which gives y˙ 1 = y2 , y˙ 2 = f (τ, y1 , y2 ). A function describing the system for solution by ode45 is provided at the end of this section. Parameters θ0 , ω0 , α, ζ, and β are passed as global variables.
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We can examine how well the numerically integrated θ match θ e by using the error measure |θ(τ ) − θe (τ )|. Furthermore, the exact solution satisÞes θe2 + (θ˙e /ω)2 = θ02 . ˙ 0 ω) on a horizontal axis and θ/θ 0 on a vertical axis should produce a Plotting θ/(θ unit circle. Violation of that condition signals loss of solution accuracy. How certain physical parameters and numerical tolerances affect terms in this problem can be demonstrated by the following four data cases: 1. The spring is soft and initially unstretched. A liberal integration tolerance is used. 2. The spring is soft and initially unstretched. A stringent integration tolerance is used. 3. The spring is stiff and initially stretched. A liberal integration tolerance is used. 4. The spring is stiff and initially stretched. A stringent integration tolerance is used. The curves in Figure 8.4 show the following facts: 1. When the spring is unstretched initially, the numerical solution goes unstable quickly. 2. Stretching the spring initially and increasing the spring constant improves numerical stability of the solution. 3. Decreasing the integration tolerance increases the time period over which the solution is valid. An additional curve illustrating the numerical inaccuracy of results for Case 1 ap˙ )/ω should produce a circle. However, pears in Figure 8.5. A plot of θ(τ ) versus θ(τ solution points quickly depart from the desired locus.
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Error Growth in Numerical Solution
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Figure 8.4: Error Growth in Numerical Solution
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Figure 8.5: θ versus (θ  (τ )/ω) for Case One
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MATLAB Example Program prun



1: 2: 3: 4: 5: 6: 7:



function prun % Example: prun % ~~~~~~~~~~~~~ % Dynamics of an inverted pendulum integrated % by use of ode45. % % User m functions required: pinvert, mom



8: 9: 10:



global ncal th0=pi/8; w=.5; tmax=30; ncal=0;



11: 12: 13: 14: 15:



fprintf(’\nFORCED OSCILLATION OF AN ’); fprintf(’INVERTED PENDULUM\n’); fprintf(’\nNote: Generating four sets of\n’); fprintf(’numerical results takes a while.\n’);



16: 17: 18: 19: 20: 21: 22: 23: 24: 25:



% loose spring with liberal tolerance alp=0.1; bet=1.0; gam=1.0; tol=1.e-4; a1=num2str(alp); b1=num2str(bet); g1=num2str(gam); e1=num2str(tol); options=odeset(’RelTol’,tol); [t1,z1]= ... ode45(@pinvert,[0,tmax],[0;w*th0],... options,alp,bet,gam,th0,w); n1=ncal; ncal=0;



26: 27: 28: 29: 30: 31: 32: 33: 34: 35:



% loose spring with stringent tolerance alp=0.1; bet=1.0; gam=1.0; tol=1.e-10; a2=num2str(alp); b2=num2str(bet); g2=num2str(gam); e2=num2str(tol); options=odeset(’RelTol’,tol); [t2,z2]= ... ode45(@pinvert,[0,tmax],[0;w*th0],... options,alp,bet,gam,th0,w); n2=ncal; ncal=0;



36: 37: 38: 39: 40:



% tight spring with liberal tolerance alp=0.1; bet=4.0; gam=0.5; tol=1.e-4; a3=num2str(alp); b3=num2str(bet); g3=num2str(gam); e3=num2str(tol);
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INTEGRATION OF NONLINEAR INITIAL VALUE PROBLEMS 41: 42: 43: 44: 45:



options=odeset(’RelTol’,tol); [t3,z3]= ... ode45(@pinvert,[0,tmax],[0;w*th0],... options,alp,bet,gam,th0,w); n3=ncal; ncal=0;



46: 47: 48: 49: 50: 51: 52: 53: 54: 55:



% tight spring with stringent tolerance alp=0.1; bet=4.0; gam=0.5; tol=1.e-10; a4=num2str(alp); b4=num2str(bet); g4=num2str(gam); e4=num2str(tol); options=odeset(’RelTol’,tol); [t4,z4]= ... ode45(@pinvert,[0,tmax],[0;w*th0],... options,alp,bet,gam,th0,w); n4=ncal; ncal=0; save pinvert.mat;



56: 57: 58: 59: 60: 61: 62: 63: 64: 65: 66: 67: 68: 69: 70: 71: 72: 73: 74: 75: 76:



% Plot results clf; semilogy( ... t1,abs(z1(:,1)/th0-sin(w*t1)),’-r’,... t2,abs(z2(:,1)/th0-sin(w*t2)),’--g’,... t3,abs(z3(:,1)/th0-sin(w*t3)),’-.b’,... t4,abs(z4(:,1)/th0-sin(w*t4)),’:m’); title(’Error Growth in Numerical Solution’) xlabel(’dimensionless time’); ylabel(’error measure’); c1=[’Case 1: alp=’,a1,’, bet=’,b1,’, gam=’, ... g1,’, tol=’,e1]; c2=[’Case 2: alp=’,a2,’, bet=’,b2,’, gam=’, ... g2,’, tol=’,e2]; c3=[’Case 3: alp=’,a3,’, bet=’,b3,’, gam=’, ... g3,’, tol=’,e3]; c4=[’Case 4: alp=’,a4,’, bet=’,b4,’, gam=’, ... g4,’, tol=’,e4]; legend(c1,c2,c3,c4,4); shg dum=input(’\nPress [Enter] to continue\n’,’s’); %print -deps pinvert



77: 78: 79: 80: 81: 82: 83: 84: 85:



% plot a phase diagram for case 1 clf; plot(z1(:,2)/w,z1(:,1)); axis(’square’); axis([-1,1,-1,1]); xlabel(’\theta’’(\tau)/\omega’); ylabel(’\theta’); title([’\theta versus ( \theta’’(\tau) / ’ ... ’\omega ) for Case One’]); figure(gcf); %print -deps crclplt disp(’ ’); disp(’All Done’);
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276 ADVANCED MATH AND MECHANICS APPLICATIONS USING MATLAB 86: 87:



%=============================================



88: 89: 90: 91: 92: 93: 94: 95: 96: 97: 98: 99: 100: 101: 102: 103:



function zdot=pinvert(t,z,alp,bet,gam,th0,w) % % zdot=pinvert(t,z,alp,bet,gam,th0,w) % ~~~~~~~~~~~~~~~~~ % Equation of motion for the pendulum % % t - time value % z - vector [theta ; thetadot] % alp,bet,gam,th0,w % - physical parameters in the % differential equation % zdot - time derivative of z % % User m functions called: mom %----------------------------------------------



104: 105: 106: 107: 108: 109:



global ncal ncal=ncal+1; th=z(1); thd=z(2); c=cos(th); s=sin(th); lam=sqrt(5-4*c); zdot=[thd; mom(t,alp,bet,gam,th0,w)+... s-alp*thd-bet*s*(1-gam/lam)];



110: 111:



%=============================================



112: 113: 114: 115: 116: 117: 118: 119: 120: 121: 122: 123: 124: 125:



function me=mom(t,alp,bet,gam,th0,w) % % me=mom(t,alp,bet,gam,th0,w) % ~~~~~~~~~ % t - time % alp,bet,gam,th0,w % - physical parameters in the % differential equation % me - driving moment needed to produce % exact solution % % User m functions called: none. %----------------------------------------------



126: 127: 128: 129: 130:



th=th0*sin(w*t); thd=w*th0*cos(w*t); thdd=-th*w^2; s=sin(th); c=cos(th); lam=sqrt(5-4*c); me=thdd-s+alp*thd+bet*s*(1-gam/lam);
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8.6 Dynamics of a Spinning Top The dynamics of a symmetrical spinning top can be analyzed simply by computing the path followed by the gravity center in Cartesian coordinates. Consider a top spinning with its apex (or tip) constrained to remain at the origin. The gravity center lies at position r along the axis of symmetry and the only applied forces are the ˆ through the gravity center and the support reaction at the tip of the weight −mg k top. The inertial properties involve a moment of inertia J a about the symmetry axis and a transverse inertial moment J t relative to an axis normal to the symmetry axis and passing through the apex of the top. The velocity of the gravity center and the angular velocity Ω are related by 1 v = r˙ = Ω × r. This implies that Ω can be expressed in terms of radial and transverse components as Ω = −2 rv × v + −1 ωa r where  = |r| and ω a is the magnitude of the angular velocity component in the radial direction. The angular momentum with respect to the origin is therefore H = Jt −2 r × v + Ja −1 ωa r and the potential plus kinetic energy is given by K = mgz +



Jt −2 v · v + Ja ωa2 2



where z is the height of the gravity center above the origin. The equations of motion can be found using the principle that the moment of all applied forces about the origin must equal the time rate of change of the corresponding angular momentum. Hence M = Jt −2 r × a + Ja −1 [ωa v + ω˙ a r] where a = v˙ = r¨ is the total acceleration of the gravity center. The radial component of the last equation is obtainable by a dot product with r to give r · M = Ja ω˙ a where simpliÞcations result because r · (r × a) = 0 and r · v = 0. The remaining components of M for the transverse direction result by taking r × M and noting that r × (r × a) = (r · a)r − 2 a = −2 at 1 In



this section the quantities v, r, Ω, H, M , and a all represent vector quantities.
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278 ADVANCED MATH AND MECHANICS APPLICATIONS USING MATLAB where at is the vector component of total acceleration normal to the direction of r. This leads to r × M = −Jt at + Ja −1 ωa r × v. Since the gravity center moves on a spherical surface of radius  centered at the origin, the radial acceleration is given by ar = −v · v −2 r and the total acceleration equation becomes a=−



r×M Ja −1 ωa + r × v − v · v −2 r. Jt Jt



In the case studied here, only the body weight −mg kˆ causes a moment about the origin so ˆ , r·M =0 M = −mg r × k and



  ˆ . r × M = −mg zr − 2 k



The radial component of the moment equation simply gives ω˙ a = 0, so the axial component of angular velocity retains its initial value throughout the motion. Integrating the differential equations v˙ = a , r˙ = v numerically subject to appropriate initial conditions produces a trajectory of the gravity center motion. The simple formulation presented here treats x, y, and z as if they were independent variables even though x2 + y 2 + z 2 = 2 , xvx + yvy + zvz = 0 are implied. The type of analysis traditionally used in advanced dynamics books [48] would employ Euler angles, thereby assuring exact satisfaction of |r| = . The accuracy of the solution method proposed here can be checked by Þnding a) whether the total energy of the system remains constant and b) whether the component of angular momentum in the z-direction remains constant. However, even when constraint conditions are satisÞed exactly, reliability of numerical simulations of nonlinear systems over long time periods becomes questionable due to accumulated inaccuracies caused by arithmetic roundoff and the approximate nature of integration formulas. The program toprun integrates the equations of motion and interprets the results. This program reads data to specify properties of a conical top along with the initial position and the angular velocity. Intrinsic function ode45 is employed to integrate the motion equation deÞned in function topde. The path followed by the gravity center is plotted and error measures regarding conservation of energy and angular momentum are computed. Figures 8.6 and 8.7 show results for a top having properties given by the test case suggested in the interactive data input. A top which
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Path of the Top Gravity Center



0.1 0 −0.1



z axis



−0.2 −0.3 −0.4 −0.5 −0.6 −0.7 −0.8 1 0.5



1 0.5



0 0



−0.5 y axis



−0.5 −1



−1



x axis



Figure 8.6: Path of the Top Gravity Center



has its symmetry axis initially horizontal along the y-axis is given an angular velocity of [0, 10, 2]. Integrating the equation of motion with an error tolerance of 10 −8 leads to the response shown in the Figure 8.6. Error measures computed regarding the ßuctuation in predicted values of total energy and angular momentum about the z-axis (Figure 8.7) ßuctuate about one part in 100,000. It appears that the analysis employing Cartesian coordinates does produce good results.
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Percent Variation in Total Energy and z−axis Angular Momentum
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Figure 8.7: Variation in Total Energy and z-axis Angular Momentum
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Program Output and Code Program Toprun



1: 2: 3: 4: 5: 6: 7: 8: 9:



function toprun % Example: toprun % ~~~~~~~~~~~~~~~ % % Example that analyzes the response of a % spinning conical top. % % User m functions required: % topde, cubrange, inputv



10: 11: 12: 13: 14: 15: 16: 17: 18: 19: 20: 21: 22: 23: 24: 25: 26: 27: 28: 29: 30: 31: 32: 33: 34: 35: 36: 37: 38: 39: 40:



disp(’ ’); disp([’*** Dynamics of a Homogeneous ’, ... ’Conical Top ***’]); disp(’ ’); disp([’Input the gravity constant and the ’, ... ’body weight (try 32.2,5)’]); [grav,wt]=inputv(’? ’); mass=wt/grav; tmp=zeros(3,1); disp(’ ’); disp([’Input the height and base radius ’, ... ’(try 1,.5)’]); [ht,rb]=inputv(’? ’); len=.75*ht; jtrans=3*mass/20*(rb*rb+4*ht*ht); jaxial=3*mass*rb*rb/10; disp(’ ’); disp([’Input a vector along the initial ’, ... ’axis direction (try 0,1,0)’]); [tmp(1),tmp(2),tmp(3)]=inputv(’? ’); e3=tmp(:)/norm(tmp); r0=len*e3; disp(’ ’); disp([’Input the initial angular velocity ’, ... ’(try 0,10,2)’]); [tmp(1),tmp(2),tmp(3)]=inputv(’? ’); omega0=tmp; omegax=e3’*omega0(:); rdot0=cross(omega0,r0); z0=[r0(:);rdot0(:)]; uz=[0;0;1]; c1=wt*len^2/jtrans; c2=omegax*jaxial/jtrans; disp(’ ’); disp([’Input tfinal,and the integration ’, ... ’tolerance (try 4.2, 1e-8)’]); [tfinl,tol]=inputv(’? ’); disp(’ ’); fprintf( ...
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’Please wait for solution of equations.\n’);



42: 43: 44: 45: 46: 47: 48:



% Integrate the equations of motion odeoptn=odeset(’RelTol’,tol); [tout,zout]=ode45(@topde,[0,tfinl],z0,... odeoptn,uz,c1,c2); t=tout; x=zout(:,1); y=zout(:,2); z=zout(:,3); vx=zout(:,4); vy=zout(:,5); vz=zout(:,6);



49: 50: 51: 52: 53: 54:



% Compute total energy and angular momentum c3=jtrans/(len*len); taxial=jaxial/2*omegax^2; r=zout(:,1:3)’; v=zout(:,4:6)’; etotal=(wt*r(3,:)+taxial+c3/2*sum(v.*v))’; h=(jaxial*omegax/len*r+c3*cross(r,v))’;



55: 56: 57: 58: 59: 60: 61: 62: 63: 64: 65:



% Plot the path of the gravity center clf; axis(’equal’); axis(cubrange([x(:),y(:),z(:)])); plot3(x,y,z); title(’Path of the Top Gravity Center’); xlabel(’x axis’); ylabel(’y axis’); zlabel(’z axis’); grid on; figure(gcf); disp(’ ’); disp(... ’Press [Enter] to plot error measures’), pause % print -deps toppath n=2:length(t);



66: 67: 68: 69: 70: 71: 72: 73:



% Compute energy and angular momentum error % quantities and plot results et=etotal(1); enrger=abs(100*(etotal(n)-et)/et); hzs=abs(h(1,3)); angmzer=abs(100*(h(n,3)-hzs)/hzs); vec=[enrger(:);angmzer(:)]; minv=min(vec); maxv=max(vec);



74: 75: 76: 77: 78: 79: 80: 81: 82: 83: 84:



clf; semilogy(t(n),enrger,’-r’,t(n),angmzer,’:m’); axis(’normal’); xlabel(’time’); ylabel(’percent variation’); title([’Percent Variation in Total Energy ’, ... ’and z-axis Angular Momentum’]); legend(’ Energy (Upper Curve)’, ... ’ Ang. Mom. (Bottom Curve)’,4); figure(gcf), pause % print -deps topvar



85:
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disp(’ ’), disp(’All Done’)



87: 88:



%=============================================



89: 90: 91: 92: 93: 94: 95: 96: 97: 98: 99: 100: 101: 102: 103: 104: 105: 106: 107: 108: 109: 110:



function zdot=topde(t,z,uz,c1,c2) % % zdot=topde(t,z,uz,c1,c2) % ~~~~~~~~~~~~~~~ % % This function defines the equation of motion % for a symmetrical top. The vector z equals % [r(:);v(:)] which contains the Cartesian % components of the gravity center radius and % its velocity. % % t - the time variable % z - the vector [x; y; z; vx; vy; vz] % uz - the vector [0;0;1] % c1 - wt*len^2/jtrans % c2 - omegax*jaxial/jtrans % % zdot - the time derivative of z % % User m functions called: none %----------------------------------------------



111: 112:



z=z(:); r=z(1:3); len=norm(r); ur=r/len;



113: 114: 115: 116: 117: 118: 119:



% Make certain the input velocity is % perpendicular to r v=z(4:6); v=v-(ur’*v)*ur; vdot=-c1*(uz-ur*ur(3))+c2*cross(ur,v)- ... ((v’*v)/len)*ur; zdot=[v;vdot];



120: 121:



%=============================================



122: 123: 124:



% function varargout=inputv(prompt) % See Appendix B



125: 126:



% =============================================



127: 128: 129:



% function range=cubrange(xyz,ovrsiz) % See Appendix B



© 2003 by CRC Press LLC



283



284 ADVANCED MATH AND MECHANICS APPLICATIONS USING MATLAB



8.7 Motion of a Projectile The problem of aiming a projectile to strike a distant target involves integrating a system of differential equations governing the motion and adjusting the initial inclination angle to achieve the desired hit [101]. A reasonable model for the projectile motion assumes atmospheric drag proportional to the square of the velocity. Consequently, the equations of motion are v˙ x = −cvvx , v˙ y = −g − cvvy , x˙ = vx , y˙ = vy where g is the gravity constant and c is a ballistic coefÞcient depending on such physical properties as the projectile shape and air density. The natural independent variable in the equations of motion is time. However, horizontal position x is a more desirable independent variable, since the target will be located at some distant point (x f , yf ) relative to the initial position (0, 0) where the projectile is launched. We can formulate the differential equations in terms of x by using the relationship dx = vx dt or Then



1 dt = . dx vx



dy vy dvy dvy dvx dvx = = vx , = vx , , dx vx dt dx dt dx



and the equations of motion become dy vy dt 1 dvx dvy −(g + cvvy ) = = = −cv , = , , . dx vx dx vx dx dx vx Taking a vector z deÞned by z = [vx ; vy ; y; t] leads to a Þrst order matrix differential equation [−cvvx ; −(g + cvvy ); vy ; 1] dz = dx vx where v=



 vx2 + vy2 .



The reader should note that an ill-posed problem can occur if the initial velocity of the projectile is not large enough so that the maximum desired value of x is reached before vx is reduced to zero from atmospheric drag. Consequently, error checking is needed to handle such a circumstance. The functions traject and projcteq employ intrinsic function ode45 to compute the projectile trajectory. Graphical results
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Projectile Trajectory for Velocity Squared Drag
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Figure 8.8: Projectile Trajectory for v 2 Drag Condition



produced by the default data case appear in Figure 8.8. The function traject will be employed again in Chapter 12 for an optimization problem where a search procedure is used to compute the initial inclination angle needed to hit a target at some speciÞed distant position. In this section we simply provide the functions to integrate the equations of motion.



Program Output and Code Function traject



1: 2: 3: 4: 5: 6: 7: 8: 9: 10:



function [y,x,t]=traject ... (angle,vinit,gravty,cdrag,xfinl,noplot) % [y,x,t]=traject ... % (angle,vinit,gravty,cdrag,xfinl,noplot) % ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ % % This function integrates the dynamical % equations for a projectile subjected to % gravity loading and atmospheric drag % proportional to the square of the velocity.
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286 ADVANCED MATH AND MECHANICS APPLICATIONS USING MATLAB 11: 12: 13: 14: 15: 16: 17: 18: 19: 20: 21: 22: 23: 24: 25: 26: 27: 28: 29: 30: 31: 32: 33: 34: 35: 36: 37: 38: 39: 40: 41: 42: 43: 44: 45:



% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %



angle



- initial inclination of the projectile in degrees vinit - initial velocity of the projectile (muzzle velocity) gravty - the gravitational constant cdrag - drag coefficient specifying the drag force per unit mass which equals cdrag*velocity^2. xfinl - the projectile is fired toward the right from x=0. xfinl is the largest x value for which the solution is computed. The initial velocity must be large enough that atmospheric damping does not reduce the horizontal velocity to zero before xfinl is reached. Otherwise an error termination will occur. noplot - plotting of the trajectory is omitted when this parameter is given an input value y,x,t



- the y, x and time vectors produced by integrating the equations of motion



Global variables: grav, dragc vtol



- two constants replicating gravty and cdrag, for use in function projcteq - equal to vinit/1e6, used in projcteq to check whether the horizontal velocity has been reduced to zero



User m functions called: projcteq



46: 47:



global grav dragc vtol



48: 49: 50: 51: 52: 53:



% Default data case generated when input is null if nargin ==0 angle=45; vinit=600; gravty=32.2; cdrag=0.002; xfinl=1000; end;



54: 55:



% Assign global variables and evaluate
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% initial velocity grav=gravty; dragc=cdrag; ang=pi/180*angle; vtol=vinit/1e6; z0=[vinit*cos(ang); vinit*sin(ang); 0; 0];



60: 61: 62: 63: 64:



% Integrate the equations of motion defined % in function projcteq deoptn=odeset(’RelTol’,1e-6); [x,z]=ode45(@projcteq,[0,xfinl],z0,deoptn);



65: 66: 67:



y=z(:,3); t=z(:,4); n=length(x); xf=x(n); yf=y(n);



68: 69: 70: 71: 72: 73: 74: 75: 76: 77:



% Plot the trajectory curve if nargin < 6 plot(x,y,’-’,xf,yf,’o’); xlabel(’x axis’); ylabel(’y axis’); title([’Projectile Trajectory for ’, ... ’Velocity Squared Drag’]); axis(’equal’); grid on; figure(gcf); % print -deps trajplot end



78: 79:



%=============================================



80: 81: 82: 83: 84: 85: 86: 87: 88: 89: 90: 91: 92: 93: 94: 95: 96: 97: 98: 99: 100:



function zp=projcteq(x,z) % % zp=projcteq(x,z) % ~~~~~~~~~~~~~~~~ % % This function defines the equation of motion % for a projectile loaded by gravity and % atmospheric drag proportional to the square % of the velocity. % % x - the horizontal spatial variable % z - a vector containing [vx; vy; y; t]; % % zp - the derivative dz/dx which equals % [vx’(x); vy’(x); y’(x); t’(x)]; % % Global variables: % % grav - the gravity constant % dragc - the drag coefficient divided by
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% gravity % vtol - a global variable used to check % whether vx is zero % % User m functions called: none %----------------------------------------------



107: 108: 109:



global grav dragc vtol vx=z(1); vy=z(2); v=sqrt(vx^2+vy^2);



110: 111: 112: 113: 114: 115: 116: 117: 118: 119: 120: 121: 122: 123: 124: 125: 126:



% Check to see whether drag reduced the % horizontal velocity to zero before the % xfinl was reached. if abs(vx) < vtol disp(’ ’); disp(’*************************************’); disp(’ERROR in function projcteq. The ’); disp(’ initial velocity of the projectile’); disp(’ was not large enough for xfinal to’); disp(’ be reached.’); disp(’EXECUTION IS TERMINATED.’); disp(’*************************************’); disp(’ ’),error(’ ’); end zp=[-dragc*v; -(grav+dragc*v*vy)/vx; ... vy/vx; 1/vx];



8.8 Example on Dynamics of a Chain with SpeciÞed End Motion The dynamics of ßexible cables is often modeled using a chain of rigid links connected by frictionless joints. A chain having speciÞed end motions illustrates the behavior of a system governed by nonlinear equations of motion and auxiliary algebraic constraints. In particular, we will study a gravity loaded cable Þxed at both ends. The total cable length exceeds the distance between supports, so that the static deßection conÞguration resembles a catenary. A simple derivation of the equations of motion employing principles of rigid body dynamics is given next. Readers not versed in principles of rigid body dynamics [48] may nevertheless understand the subsequent programs by analyzing the equations of motion which have a concise mathematical form. The numerical solutions vividly illustrate some numerical difÞculties typically encountered in multibody dynamical studies. Such problems are both computationally intensive, as well as highly sensitive to accumulated effects of numerical error. The mathematical model of interest is the two-dimensional motion of a cable (or chain) having n rigid links connected by frictionless joints. A typical link ı has its
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Figure 8.9: Chain with SpeciÞed End Motion



mass mı concentrated at one end. The geometry is depicted in Figure 8.9. The chain ends undergo speciÞed motions R 0 (t) = [X0 (t) ; Y0 (t)] for the Þrst link and Rn (t) = [Xn (t) ; Yn (t)] for the last link. The direction vector along link ı is described by r ı = [xı ; yı ] = ı [cos(θı ) ; sin(θı )]. We assume that each joint ı is subjected to a force F ı = [fxı ; fyı ] where 0 ≤ ı ≤ n. Index values ı = 0 and ı = n denote unknown constraint forces which must act at the outer ends of the Þrst and last links to achieve the required end displacements. The forces applied at the interior joints are arbitrary. It is convenient to characterize the dynamics of each link in terms of its direction angle. Thus     r˙ ı = r ı θ˙ı , r¨ ı = r ı θ¨ı + rı θ˙ı2 = r ı θ¨ı − rı θ˙ı2



where primes and dots denote differentiation with respect to θ ı and t, respectively. Therefore yı ; xı ]θ¨ı − [xı ; yı ]θ˙ı2 . r˙ ı = [−yı ; xı ]θ˙ı , r¨ ı = [−¨ The global position vector of joint ı is Rı = R0 +



ı 



r  = R0 +



=1



n 



< ı −  > r



=1



where the symbol < k >= 1 for k ≥ 0, and 0 for k < 0. Consequently, the velocity and acceleration of joint ı are ˙0+ ˙ı=R R



n 







< ı −  > r θ˙ ,



=1



¨ı = R ¨0 + R



n  =1
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 < ı −  > r θ¨ −



n  =1



< ı −  > r θ˙2 .



290 ADVANCED MATH AND MECHANICS APPLICATIONS USING MATLAB The ends of the chain each have speciÞed motions; so not all of the inclination angles are independent. Consequently, n  =1 n 



r = Rn − R0 ,  ˙ n−R ˙ 0, r θ˙ = R



=1 n 



 r θ¨ −



=1



n 



¨n −R ¨ 0. r  θ˙2 = R



=1



Combining the last constraint equation with equations of motion written for masses m1 , · · · , mn yields a complete system of (n + 2) equations determining θ¨1 , · · · , θ¨n and the components of F n . The fact that all masses are concentrated at frictionless joints shows that link ı is a two-force member carrying an internal load directed along rı . Consequently, the D’Alembert principle [48] implies that the sum of all external and inertial loads from joints ı, ı + 1, · · · , n must give a resultant passing through  joint ı in the direction of r ı . Since r ı and r ı are perpendicular, requiring a vector to  be in the direction of r ı is equivalent to making it normal to r ı . Therefore  n      ¨ rı · <  − ı > F  − m R = 0 , 1 ≤ ı ≤ n. =1



The last n equations involve θ¨ı and two end force components f xn and fyn . Some algebraic rearrangement results in a matrix differential equation of concise form containing several auxiliary coefÞcients deÞned as follows: bı =



n 



mk , mı = mı = bı , 1 ≤ ı ≤ n , 1 ≤  ≤ ı,



k=ı



aı = mı (xı x + yı y ) , 1 ≤ ı ≤ n , 1 ≤  ≤ n bı = mı (xı y − x yı ) , 1 ≤ ı ≤ n , 1 ≤  ≤ n pxı =



n−1 



fxı , pyı =



=ı



n−1 



fyı , 1 ≤ ı ≤ n.



=ı



For ı = n, the last two sums mean p xn = pyn = 0. Furthermore, we denote the ac¨ 0 = [axo ; ay0 ] and R ¨ n = [axn ; ayn ]. celeration components of the chain ends as R Using the various quantities just deÞned, the equations of motion become n 



aı θ¨ + yı fxn − xı fyn =



=1



n 



bı θ˙2 + xı (pyı − bı ay0 ) − yı (pxı − bı ax0 )



=1



= eı , 1 ≤ ı ≤ n.
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The remaining two components of the constraint equations completing the system are n n   y θ¨ = − x θ˙2 − axn + ax0 = en+1 , 



=1 n 



x θ¨ =



=1



=1 n 



y θ˙2 + ayn − ay0



= en+2 .



=1



Consequently, we get the following symmetric matrix equation to solve for θ¨1 , · · · , θ¨n , fxn and fyn    A XY θ¨    X T 0 0   fxn  = E YT 0 0 −fyn where X, Y, E and θ are column matrices, and the matrix A = [a ı ] is symmetric. Because most numerical integrators for differential equations solve Þrst order sys˙ having 2n components. Then tems, it is convenient to employ the vector Z = [θ ; θ] ˙ the differential equation Z = H(t, Z) is completely deÞned when θ¨ has been computed for known Z. The system is integrated numerically to give θ and θ˙ as functions of time. These quantities can then be used to compute the global Cartesian coordinates of the link conÞgurations, thereby completely describing the time history of the chain. The general equations of motion simplify somewhat when the chain ends are Þxed and the external forces only involve gravity loads. Then p xı = 0 and pyı = −g(bı − bn ) which gives n 



mı (xı x + yı y )θ¨ − xı fyn + yı fxn =



=1



g(bı − bn ) +



n 



mı (xı y − x yı )θ˙2 , 1 ≤ ı ≤ n.



=1



The last two equations to complete the set are: n 



x θ¨ =



=1



n  =1



y θ˙2 ,



n  =1



y θ¨ = −



n 



x θ˙2 .



=1



A program was written to simulate motion of a cable Þxed at both ends and released from rest. The cable falls under the inßuence of gravity from an initially elevated position. Function ode45 is used to perform the numerical integration. The program consists of three functions cablenl, plotmotn, and equamo. Function cablenl creates the data, calls ode45 to perform the integration, and displays the output from the simulation. Function plotmotn plots the motion for speciÞed time limits. Results can be shown using animation or plots superimposing successive positions of the cable. Most of the analysis in the program is performed in function equamo which forms the equations of motion which are passed to ode45 for integration.
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292 ADVANCED MATH AND MECHANICS APPLICATIONS USING MATLAB A conÞguration with eight identical links was speciÞed. For simplicity, the total mass, total cable length, and gravity constant were all normalized to equal unity. The numerical integration error was controlled using a relative tolerance of 1e-6 and an absolute error tolerance of 1e-8. Results of the simulation appear below. Figure 8.10 shows cable positions during the early stages of motion when results of the numerical integration are reliable. However, the numerical solution eventually becomes worthless due to accumulated numerical inaccuracies yielding the motion predictions indicated in Figure 8.11. The nature of the error growth can be seen clearly in Figure 8.12 which plots the x-coordinate of the chain midpoint as a function of time. Since the chosen mass distribution and initial deßection is symmetrical about the middle, the subsequent motion will remain symmetrical unless the numerical solution becomes √ invalid. The x coordinate of the midpoint should remain at a constant value of 2 /4, but it appears to abruptly go unstable near t = 18. More careful examination indicates that this numerical instability does not actually occur suddenly. Instead, it grows exponentially from the outset of the simulation. The error is caused by the accumulation of truncation errors intrinsic to the numerical integration process allowing errors at each step which are regulated within a small but Þnite tolerance. A global measure of symmetry loss of the y deßection pattern is plotted on a semilog scale in Figure 8.13. Note that the error curve has a nearly linear slope until the solution degenerates completely near t = 18. The reader can verify that choosing less stringent error tolerances produces solutions which become inaccurate sooner than t = 18. It should also be observed that this dynamical model exhibits another important characteristic of highly nonlinear systems, namely, extreme sensitivity to physical properties. Note that shortening the last link by only one part in ten thousand makes the system deßection quickly lose all appearance of symmetry by t = 6. Hence, two systems having nearly identical physical parameters and initial conditions may behave very differently a short time after motion is initiated. The conclusion implied is that analysts should thoroughly explore how parameter variations affect response predictions in nonlinear models.
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MOTION OF A FALLING CABLE
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Figure 8.10: Motion During Initial Phase MOTION OF A FALLING CABLE 0.3
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Figure 8.11: Motion After Solution Degenerates
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Figure 8.12: Horizontal Position of the Cable Midpoint



Growing Loss of Symmetry in Vertical Deflection
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Figure 8.13: Growing Loss of Symmetry in Vertical Deßection
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Example on Nonlinear Cable Motion Program cablenl



1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16: 17: 18: 19: 20: 21:



function [t,x,y,theta,cptim]=cablenl % [t,x,y,theta,cptim]=cablenl % Example: cablenl % ~~~~~~~~~~~~~~~~ % Numerical integration of the matrix % differential equations for the nonlinear % dynamics of a cable of rigid links with % the outer ends of the cable fixed. % % t - time vector for the solution % x,y - matrices with nodal coordinates % stored in the columns. The time % history of point j is in x(:,j) % and y(:,j) % theta - matrix with inclination angles % stored in the columns % cptim - number of seconds to integrate % the equations of motion % % User m functions required: % plotmotn, equamo



22: 23:



clear all; close;



24: 25: 26: 27:



% Make variables global for use by % function equamo global first_ n_ m_ len_ grav_ b_ mas_ py_



28: 29: 30: 31: 32:



fprintf(’\nNONLINEAR DYNAMICS OF A ’) fprintf(’FALLING CABLE\n’) fprintf(... ’\nNote: The calculations take awhile\n’)



33: 34: 35: 36:



% Set up data for a cable of n_ links, % initially arranged in a triangular % deflection configuration.



37: 38: 39: 40:



% parameter controlling initialization of % auxiliary parameters used in function % equamo
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296 ADVANCED MATH AND MECHANICS APPLICATIONS USING MATLAB 41: 42: 43: 44: 45: 46: 47:



first_=1; % number of links in the cable n_=8; n=n_; nh=n_/2; % vector of lengths and gravity constant len_=1/n*ones(n,1); grav_=1; % vector of mass constants m_=ones(1,n_)/n_;



48: 49: 50: 51:



% initial position angles th0=pi/4*[ones(nh,1);-ones(nh,1)]; td0=zeros(size(th0)); z0=[th0;td0];



52: 53: 54: 55: 56: 57:



% time limits, integration tolerances, % and the number of solution points tmin=0; tmax=25; nt=201; t=linspace(0,tmax,nt)’; tolrel=1e-6; tolabs=1e-8; len=len_;



58: 59: 60: 61: 62: 63: 64:



% Perform the numerical integration using a % variable stepsize Runge-Kutta integrator tic; odetol=odeset(’RelTol’,tolrel,’AbsTol’,tolabs); [t,w]=ode45(@equamo,t,z0,odetol); theta=w(:,1:n); cptim=toc;



65: 66: 67: 68:



% Compute node point coordinates Z=[zeros(nt,1),repmat(len’,nt,1).*exp(i*theta)]; Z=cumsum(Z.’).’; x=real(Z); y=imag(Z);



69: 70: 71: 72: 73: 74: 75: 76:



% Plot the horizontal position of the midpoint clf; plot(t,x(:,1+n_ /2)); ylabel(’x coordinate’); xlabel(’time’) title([’Horizontal Position of the ’ ... ’Cable Midpoint’]) grid on; figure(gcf); % print -deps xmidl



77: 78: 79: 80:



disp(’ ’), disp(... ’Press [Enter] to see the error growth curve’); pause, close



81: 82: 83: 84: 85:



% % % %



Show error growth indicated by symmetry loss of the vertical deflection symmetry. An approximately linear trend on the semilog plot indicates exponential growth of the error.
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unsymer=sqrt(sum((y-y(:,end:-1:1)).^2,2)); hold off; axis(’normal’); clf; semilogy(t,unsymer); xlabel(’time’); ylabel(’asymmetry error’); title([’Growing Loss of Symmetry in ’ ... ’Vertical Deflection’]); grid on; figure(gcf); % print -deps unsymerr



94: 95: 96:



disp(’ ’), disp(... ’Press [Enter] to see the response animation’);



97: 98: 99: 100: 101: 102: 103:



% Show animation of the cable response disp(’ ’) disp(’The motion can be animated or a trace’) disp(’can be shown for successive positions’) disp([’between t = ’,num2str(tmin),... ’ and t = ’,num2str(tmax)])



104: 105: 106: 107: 108: 109: 110: 111: 112: 113: 114: 115: 116: 117: 118: 119: 120: 121: 122:



% Plot the position for different times limits titl=’CABLE MOTION FOR T = ’; while 1 disp(’ ’), disp(... [’Choose a plot option (1 animate, ’,... ’ 2 trace,’]) opt=input(’3 stop) > ? ’); if opt==3, break, end disp(’ ’), disp(... ’Give a time vector such as 0:.1:15’) Tp=input(’Time vector > ? ’,’s’); if isempty(Tp), break, end tp=eval(Tp); tp=tp(:); T=[titl,Tp]; xp=interp1q(t,x,tp); yp=interp1q(t,y,tp); if opt ==1, plotmotn(xp,yp,T) else, plotmotn(xp,yp,T,1), end end fprintf(’\nAll Done\n’)



123: 124:



%=============================================



125: 126: 127: 128: 129: 130:



function plotmotn(x,y,titl,isave) % % plotmotn(x,y,titl,isave) % ~~~~~~~~~~~~~~~~~~~~ % This function plots the cable time
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298 ADVANCED MATH AND MECHANICS APPLICATIONS USING MATLAB 131: 132: 133: 134: 135: 136: 137: 138: 139: 140: 141: 142: 143: 144: 145: 146: 147: 148:



% history described by coordinate values % stored in the rows of matrices x and y. % % x,y - matrices having successive rows % which describe position % configurations for the cable % titl - a title shown on the plots % isave - parameter controlling the form % of output. When isave is not input, % only one position at a time is shown % in rapid succession to animate the % motion. If isave is given a value, % then successive are all shown at % once to illustrate a kinematic % trace of the motion history. % % User m functions called: none %----------------------------------------------



149: 150: 151: 152: 153: 154: 155: 156: 157: 158: 159: 160: 161: 162: 163: 164: 165: 166: 167: 168: 169: 170: 171: 172: 173: 174: 175:



% Set a square window to contain all % possible positions [nt,n]=size(x); if nargin==4, save =1; else, save=0; end xmin=min(x(:)); xmax=max(x(:)); ymin=min(y(:)); ymax=max(y(:)); w=max(xmax-xmin,ymax-ymin)/2; xmd=(xmin+xmax)/2; ymd=(ymin+ymax)/2; hold off; clf; axis(’normal’); axis(’equal’); range=[xmd-w,xmd+w,ymd-w,ymd+w]; title(titl) xlabel(’x axis’); ylabel(’y axis’) if save==0 for j=1:nt xj=x(j,:); yj=y(j,:); plot(xj,yj,’-k’,xj,yj,’ok’); axis(range), axis off title(titl) figure(gcf), drawnow, pause(.1) end pause(2) else hold off; close for j=1:nt xj=x(j,:); yj=y(j,:); plot(xj,yj,’-k’,xj,yj,’ok’);
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axis(range), axis off, hold on end title(titl) figure(gcf), drawnow, hold off, pause(2) end



181: 182: 183:



% Save plot history for subsequent printing % print -deps plotmotn



184: 185:



%=============================================



186: 187: 188: 189: 190: 191: 192: 193: 194: 195: 196: 197: 198: 199: 200: 201: 202:



function zdot=equamo(t,z) % % zdot=equamo(t,z) % ~~~~~~~~~~~~~~~~ % Equation of motion for a cable fixed at % both ends and loaded by gravity forces only % % t current time value % z column vector defined by % [thet(t);theta’(t)] % zdot column vector defined by % the concatenation % z’(t) = [theta’(t);theta’’(t)] % % User m functions called: none. %----------------------------------------------



203: 204: 205:



% Values accessed as global variables global first_ n_ m_ len_ grav_ b_ mas_ py_



206: 207: 208: 209: 210: 211: 212: 213: 214: 215: 216:



% Initialize parameters first time % function is called if first_==1, first_=0; % mass parameters m_=m_(:); b_=flipud(cumsum(flipud(m_))); mas_=b_(:,ones(n_,1)); mas_=tril(mas_)+tril(mas_,-1)’; % load effects from gravity forces py_=-grav_*(b_-b_(n_)); end



217: 218: 219: 220:



% Solve for zdot = [theta’(t); theta’’(t)]; n=n_; len=len_; th=z(1:n); td=z(n+1:2*n); td2=td.*td;
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x=len.*cos(th); y=len.*sin(th);



222: 223: 224: 225: 226:



% Matrix of mass coefficients and % constraint conditions amat=[[mas_.*(x*x’+y*y’),x,y]; [x,y;zeros(2,2)]’];



227: 228: 229: 230:



% Right side vector involves applied forces % and inertial terms bmat=x*y’; bmat=mas_.*(bmat-bmat’);



231: 232: 233: 234:



% Solve for angular acceleration. % Most computation occurs here. soln=amat\[x.*py_+bmat*td2; y’*td2; -x’*td2];



235: 236: 237: 238:



% Final result needed for use by the % numerical integrator zdot=[td; soln(1:n)];



8.9 Dynamics of an Elastic Chain The preceding article analyzed a chain of rigid links requiring only one rotation angle per link. Next we study a similar model of an elastic chain involving several point masses connected by elastic springs which can only support tension. The equations of motion are easy to formulate in terms of the horizontal and vertical coordinates of each mass. The dimensionality needed to handle the elastic chain is twice that needed for a similar rigid link model. It is natural to utilize a three-dimensional model that easily simpliÞes for two dimensional motion. Consider a chain having n mass particles mj , 1 ≤ j ≤ n connected by n + 1 springs having unstretched lengths lj , 1 ≤ j ≤ n + 1. The position of particle m j is denoted by vector r j with r 0 (t) and r n+1 (t) signifying the outer end positions of the Þrst and last springs, which are assumed to be known functions of time. Furthermore, concentrated forces P j (t) are applied to the particles. The tensile force in spring number j is T j = kj (1 − lj /Lj ) (Lj > lj ) Rj where Rj = r j+1 − r j , Lj = | Rj |,
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and kj denotes a spring constant. Then the equations of motion are given by r˙ j (t) = v j , v˙ j (t) = (P j + T j − T j−1 − cj v j ) / mj , 1 ≤ j ≤ n where viscous drag forces deÞned by the particle velocities times damping coefÞcients cj are included. These equations are easy to form using array operations. Furthermore, the two-dimensional case can be simpliÞed further by using complex numbers to represent the particle positions. A program was written to compute the response of a chain released from at rest in a horizontal position with the springs unstretched. The chain is subjected to gravity loading and the ends of the chain are rotated at constant speed around circular paths. The left and right ends rotate counterclockwise and clockwise respectively. A special case where the right end of the chain is free is provided by setting the last spring constant to zero. Another case where the chain ends do not move occurs when the radii of the end path motions are set to zero. The following program called sprnchan computes the response of a chain with an arbitrary number of identical masses connected by identical springs. The radii and the rotation rate of the end motions, as well as the amount of viscous damping can be changed easily. Function sprnchan reads data from function chaindata and calls ode45 to integrate the equations of motion which are formed with functions spreqmof and endmo. Using the output from ode45, function plotmotn provides visual descriptions of the response. The motion can be presented using either animation or by superimposing plots of successive positions of the chain in chosen time intervals. To run a different problem, the sample data function chaindata can be saved using a different name; and the variables n, tmax, nt, Þxorfree, rend, omega, and cdamp can be changed appropriately. Furthermore, modifying the program to handle different variations of stiffness and mass, as well as different end conditions would be straightforward. Figures 8.14 and 8.15 show program results where 1) the left end of the chain was rotated and the right end was detached and 2) both ends of the chain were rotated simultaneously in opposite directions. The time response was computed for a maximum time value of 20, but the chosen time traces only show small subintervals chosen so that successive positions do not overlap excessively. Readers may Þnd it interesting to observe the animation responses resulting from different data choices.
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Figure 8.14: Chain with Left End Rotating and Right End Free [cdamp,omega] = [1 , 6 ] , 0 < t < 0.6



Figure 8.15: Chain with Both Ends Rotating
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Program for Elastic Chain Dynamics Program sprnchan



1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16: 17: 18: 19: 20: 21: 22: 23: 24: 25: 26: 27: 28: 29: 30: 31: 32: 33: 34: 35: 36: 37: 38: 39: 40:



function [t,z,cptim]=sprnchan % % [t,z,cptim]=sprnchan % ~~~~~~~~~~~~~~~~~~~~ % DYNAMIC SIMULATION OF AN ELASTIC CHAIN % This program simulates the dynamics of an elastic % chain modeled by a series of mass particles joined % by elastic springs. The outer springs at each end % are connected to foundations moving on circular % paths at constant speed. The system is released from % rest in a horizontal position. Forces on the system % include gravity, linear viscous drag, and foundation % motion. If the last spring in the chain is assigned % zero stiffness, then the last particle is freed from % the foundation and a swinging chain with the upper % end shaken is analyzed. The principal variables for % the problem are listed below. Different data choices % can be made by changing function chaindata. % % tlim - vector of time values at which the % solution is computed % m - vector of mass values for the particles % k - vector of stiffness values for springs % connecting the particles. If the last % spring constant is set to zero, then the % right end constraint is removed % L - vector of unstretched spring lengths % zend - complex position coordinate of the outer % end of the last spring (assuming the outer % end of the first spring is held at z=0) % zinit - vector of complex initial displacement % values for each mass particle. Initial % velocity values are zero. % fext - vector of constant complex force components % applied to the individual masses % c - vector of damping coefficients specifying % drag on each particle linearly proportional % to the particle velocity % tolrel - relative error tolerance for function ode45 % tolabs - absolute error tolerance for function ode45
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304 ADVANCED MATH AND MECHANICS APPLICATIONS USING MATLAB 41: 42: 43: 44: 45: 46: 47: 48: 49: 50: 51: 52: 53: 54: 55: 56: 57: 58: 59: 60:



% t - vector of times returned by ode45 % z - matrix of complex position and velocity % values returned by ode45. A typical row % z(j,:) gives the system position and % velocity for time t(j). The first half of % the row contains complex position values % and the last half contains velocity values % omega - frequency at which the ends of the chain % are shaken % yend - amplitude of the vertical motion of the % chain ends. If this is set to zero then % the chain ends do not move % endmo - the function defining the end motion of % the chain % spreqmof - the function defining the equation of % motion to be integrated using ode45 % % User m functions called: chaindata, spreqmof, % endmo, plotmotn %----------------------------------------------



61: 62:



global zend omega Rend



63: 64: 65: 66: 67: 68:



fprintf(’\nDYNAMICS OF A FALLING ELASTIC CHAIN\n\n’) disp(’Give a file name to define the data. Try’) datname=input(’chaindata as an example > ? ’,’s’); eval([’[n,tmax,nt,fixorfree,rend,omega,cdamp]=’,... datname,’;’]);



69: 70: 71:



% The following data values are scaled in terms of % the parameters returned by the data input function



72: 73: 74:



% Time vector for solution output tmin=0; tlim=linspace(tmin,tmax,nt)’;



75: 76: 77:



% Number of masses, gravity constant, mass vector g=32.2; len0=1; mas=1/g; m=mas*ones(n,1);



78: 79: 80: 81:



% Spring lengths and spring constants L=len0*ones(n+1,1); ksp=5*mas*g*(n+1)/(2*len0); k=ksp*ones(n+1,1);



82: 83: 84: 85:



% If the far end of the chain is free, then the % last spring constant is set equal to zero k(n+1)=fixorfree*k(n+1);



© 2003 by CRC Press LLC



INTEGRATION OF NONLINEAR INITIAL VALUE PROBLEMS 86: 87: 88:



% Viscous damping coefficients c=cdamp*sqrt(mas*ksp)/40*ones(n,1);



89: 90: 91: 92: 93: 94: 95:



% Chain end position and initial position of % each mass. Parameters concerning the end % positions are passed as global variables. % global zend omega Rend zend=len0*(n+1); zinit=cumsum(L(1:n)); Rend=rend*zend;



96: 97: 98:



% Function name giving end position of the chain re=@endmo;



99: 100: 101:



% Gravity forces and integration tolerance fext=-i*g*m; tolrel=1e-6; tolabs=1e-8;



102: 103: 104:



% Initial conditions for the ode45 integrator n=length(m); r0=[zinit;zeros(n,1)];



105: 106: 107: 108: 109: 110:



% Integrate equations of motion options = odeset(’reltol’,tolrel,’abstol’,tolabs); fprintf(’\nPlease Wait While the Equations\n’) fprintf(’of Motion Are Being Integrated\n’) pause(1), tic;



111: 112: 113:



[t,r]=ode45(@spreqmof,tlim,r0,options,... m,k,L,re,fext,c);



114: 115: 116: 117:



cptim=toc; cpt=num2str(fix(10*cptim)/10); fprintf(... [’\nComputation time was ’,cpt,’ seconds\n’])



118: 119: 120: 121: 122: 123:



% Extract displacement history and add % end positions R=endmo(t); z=[R(:,1),r(:,1:n)]; if k(n+1)~=0, z=[z,R(:,2)]; end X=real(z); Y=imag(z);



124: 125: 126: 127: 128: 129: 130:



% Show animation or motion trace of the response. % disp(’Press [Enter] to continue’), pause disp(’ ’) disp(’The motion can be animated or a trace’) disp(’can be shown for successive positions’) disp([’between t = ’,num2str(tmin),...
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’ and t = ’,num2str(tmax)]) titl=[’ELASTIC CHAIN MOTION FOR ’,... ’[cdamp,omega] = [’,num2str(cdamp),’ , ’,... num2str(omega),’ ] and T = ’];



135: 136: 137: 138: 139: 140: 141: 142: 143: 144: 145: 146: 147: 148: 149: 150: 151:



% Plot the position for different times limits while 1 disp(’ ’), disp(... [’Choose a plot option (1 animate, ’,... ’ 2 trace,’]) opt=input(’3 stop) > ? ’); if opt==3, break, end disp(’ ’), disp(... ’Give a time vector such as 0:.1:15’) Tp=input(’Time vector > ? ’,’s’); if isempty(Tp), break, end tp=eval(Tp); tp=tp(:); T=[titl,Tp]; xp=interp1q(t,X,tp); yp=interp1q(t,Y,tp); if opt ==1, plotmotn(xp,yp,T) else, plotmotn(xp,yp,T,1), end end



152: 153: 154:



% Save plot history for subsequent printing % print -deps plotmotn



155: 156:



fprintf(’\nAll Done\n’)



157: 158:



%=====================================



159: 160: 161: 162: 163: 164: 165: 166: 167: 168:



function [n,tmax,nt,fixorfree,rend,omega,... cdamp]=chaindata % % [n,tmax,nt,fixorfree,rend,omega,... % cdamp]=chaindata % ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ % This example function creates data defining % the chain. The function can be renamed and % modified to handle different problems.



169: 170: 171: 172: 173: 174: 175:



n=8; tmax=20; nt=401; fixorfree=0;



% % % % % %



Number or point masses Maximum time for the solution Number of time values from 0 to tmax Determines whether the right end position is controlled or free. Use zero for free or one for controlled.
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rend=0.05;



177: 178:



omega=6;



179: 180: 181: 182:



cdamp=1;



% % % % % % %



307



Amplitude factor for end motion. This can be zero if the ends are fixed. Frequency at which the ends are rotated. Coefficient regulating the amount of viscous damping. Reduce cdamp to give less damping.



183: 184:



%=====================================



185: 186: 187: 188: 189: 190: 191: 192: 193: 194: 195: 196: 197: 198: 199: 200: 201: 202: 203: 204: 205: 206: 207: 208: 209: 210: 211: 212: 213: 214:



function rdot=spreqmof(t,r,m,k,L,re,fext,c) % % rdot=spreqmof(t,r,m,k,L,re,fext,c) % ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ % This function forms the two-dimensional equation % of motion for a chain of spring-connected particles. % The positions of the ends of the chain may be time % dependent and are computed from a function named in % the input parameter re. The applied external loading % consists of constant loads on the particles and % linear viscous damping proportional to the particle % velocities. Data parameters for the problem are % defined in a function file specified by the user. % Function chaindata gives a typical example. % % t - current value of time % r - vector containing complex displacements in % the top half and complex velocity components % in the bottom half % m - vector of particle masses % k - vector of spring constant values % L - vector of unstretched spring lengths % re - name of a function which returns the time % dependent complex position coordinate for % the ends of the chain % fext - vector of constant force components applied % to the spring % c - vector of viscous damping coefficients for % the particles



215: 216: 217: 218: 219: 220:



N=length(r); n=N/2; z=r(1:n); v=r(n+1:N); R=feval(re,t); zdif=diff([R(1);z;R(2)]); len=abs(zdif); fsp=zdif./len.*((len-L).*(len-L>0)).*k; fdamp=-c.*v; accel=(fext+fdamp+fsp(2:n+1)-fsp(1:n))./m;
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rdot=[v;accel];



222: 223:



%=====================================



224: 225: 226: 227: 228: 229: 230: 231: 232: 233: 234:



function rends=endmo(t) % % rends=endmo(t) % ~~~~~~~~~~~~~ % This function specifies the varying end positions. % In this example the ends rotate at frequency omega % around circles of radius Rend. % % User m functions called: none %----------------------------------------------



235: 236:



global zend Rend omega



237: 238:



s=Rend*exp(i*omega*t); rends=[s,zend-conj(s)];



239: 240:



%=============================================



241: 242: 243:



% function plotmotn(x,y,titl,isave) % See Appendix B
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