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100



Consider a location model, y = β0 + x β + ε i.e.
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OLS Regression, `2 norm and Expected Value   n X    1 2 Let y ∈ Rd , y = argmin yi − m . It is the empirical version of | {z }  n m∈R  i=1



εi



       Z  2  E[Y ] = argmin y − m dF (y) = argmin E kY − mk`2 | {z } {z } |    m∈R  m∈R ε



ε



where Y is a random variable.     n  X   1 2 is the empirical version of E[Y |X = x]. Thus, argmin yi − m(xi ) m(·):Rk →R   i=1 n | {z }   εi



See Legendre (1805) Nouvelles méthodes pour la détermination des orbites des comètes and Gauβ (1809) Theoria motus corporum coelestium in sectionibus conicis solem ambientium. @freakonometrics
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OLS Regression, `2 norm and Expected Value d X Sketch of proof: (1) Let h(x) = (x − yi )2 , then
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i=1
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Z Z ∂ ∂ 0 2 h (x) = (x − y) f (y)dy = (x − y)2 f (y)dy ∂x R R ∂x Z Z i.e. x = xf (y)dy = yf (y)dy = E[Y ] R @freakonometrics
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1X and the FOC yields x = yi = y. n i=1 Z (2) If Y is continuous, let h(x) = (x − y)f (y)dy and



R
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Median Regression, `1 norm and Median   n X  1 yi − m . It is the empirical version of Let y ∈ Rd , median[y] ∈ argmin n | {z }  m∈R  i=1



εi



    Z      y − m dF (y) = argmin E kY − mk`1 median[Y ] ∈ argmin | {z } | {z }   m∈R  m∈R  ε



ε



1 1 where Y is a random variable, P[Y ≤ median[Y ]] ≥ and P[Y ≥ median[Y ]] ≥ . 2 2     n X  1 argmin yi − m(xi ) is the empirical version of median[Y |X = x]. m(·):Rk →R   i=1 n | {z }   εi



See Boscovich (1757) De Litteraria expeditione per pontificiam ditionem ad dimetiendos duos meridiani and Laplace (1793) Sur quelques points du système du monde. @freakonometrics
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(2) If F is absolutely continuous, dF (x) = f (x)dx, and the Z m 1 median m is solution of f (x)dx = . 2 −∞ Z +∞ Set h(y) = |x − y|f (x)dx −∞ Z y Z +∞ = (−x + y)f (x)dx + (x − y)f (x)dx −∞ y Z y Z +∞ Then h0 (y) = f (x)dx − f (x)dx, and FOC yields
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Median Regression, `1 norm and Median d X Sketch of proof: (1) Let h(x) = |x − yi |
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1 f (x)dx = 1 − f (x)dx = 2 −∞



8



Arthur CHARPENTIER, Advanced Econometrics Graduate Course



OLS vs. Median Regression (Least Absolute Deviation) Consider some linear model, yi = β0 + xT i β + εi ,and define ) ( n X 2 ols T ols b b yi − β0 − x β (β , β ) = argmin i



0



i=1



( n ) X lad b lad T b yi − β0 − xi β (β0 , β ) = argmin i=1



Assume that ε|X has a symmetric distribution, E[ε|X] = median[ε|X] = 0, then ols lad ols b lad b b b (β , β ) and (β , β ) are consistent estimators of (β0 , β). 0



0



Assume that ε|X does not have a symmetric distribution, but E[ε|X] = 0, then b ols and β b lad are consistent estimators of the slopes β. β If median[ε|X] = γ, then βb0lad converges to β0 + γ.
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OLS vs. Median Regression Median regression is stable by monotonic transformation. If log[yi ] = β0 + xT i β + εi with median[ε|X] = 0, then   T median[Y |X = x] = exp median[log(Y )|X = x] = exp β0 + xi β while   E[Y |X = x] 6= exp E[log(Y )|X = x] (= exp E[log(Y )|X = x] ·[exp(ε)|X = x] 1



> ols library ( quantreg )



3



> lad 0 i=1 εi



   1 − τ if  ≤ 0 2  e e where ωτ () = expectile: argmin ωτ (εi ) yi − qi | {z }   τ if  > 0  i=1  n X



εi



Expectiles are unique, not quantiles... Quantiles satisfy E[sign(Y − QY (τ ))] = 0     Expectiles satisfy τ E (Y − eY (τ ))+ = (1 − τ )E (Y − eY (τ ))− (those are actually the first order conditions of the optimization problem).
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Quantiles and M -Estimators There are connections with M -estimators, as introduced in Serfling (1980) Approximation Theorems of Mathematical Statistics, chapter 7. For any function h(·, ·), the M -functional is the solution β of Z h(y, β)dFY (y) = 0 , and the M -estimator is the solution of Z



n



X 1 h(y, β)dFbn (y) = h(yi , β) = 0 n i=1



Hence, if h(y, β) = y − β, β = E[Y ] and βb = y. And if h(y, β) = 1(y < β) − τ , with τ ∈ (0, 1), then β = FY−1 (τ ).
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Quantiles, Maximal Correlation and Hardy-Littlewood-Polya If x1 ≤ · · · ≤ xn and y1 ≤ · · · ≤ yn , then



n X



xi yi ≥



i=1



n X



xi yσ(i) , ∀σ ∈ Sn , and x



i=1



and y are said to be comonotonic. The continuous version is that X and Y are comonotonic if L E[XY ] ≥ E[X Y˜ ] where Y˜ = Y,



One can prove that  ˜ Y = QY (FX (X)) = argmax E[X Y ] Y˜ ∼FY



@freakonometrics



17



Arthur CHARPENTIER, Advanced Econometrics Graduate Course



Expectiles as Quantiles For every Y ∈ L1 , τ 7→ eY (τ ) is continuous, and striclty increasing if Y is absolutely continuous,



∂eY (τ ) E[|X − eY (τ )|] = ∂τ (1 − τ )FY (eY (τ )) + τ (1 − FY (eY (τ )))



if X ≤ Y , then eX (τ ) ≤ eY (τ ) ∀τ ∈ (0, 1) “Expectiles have properties that are similar to quantiles” Newey & Powell (1987) Asymmetric Least Squares Estimation and Testing. The reason is that expectiles of a distribution F are quantiles a distribution G which is related to F , see Jones (1994) Expectiles and M-quantiles are quantiles: let Z s P (t) − tF (t) G(t) = where P (s) = ydF (y). 2[P (t) − tF (t)] + t − µ −∞ The expectiles of F are the quantiles of G. 1



> x library ( expectreg )
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> e library ( quantreg )
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> fit which ( predict ( fit ) == cars $ dist )
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Distributional Aspects OLS are equivalent to MLE when Y − m(x) ∼ N (0, σ 2 ), with density   2 1  √ g() = exp − 2 2σ σ 2π Quantile regression is equivalent to Maximum Likelihood Estimation when Y − m(x) has an asymmetric Laplace distribution  √ 1(>0)  2 κ 2κ || g() = exp − 2 1( 0 and k = dim(β) (it is (n + k)k 2 for OLS, see wikipedia).
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Quantile Regression Estimators ols b OLS estimator β is solution of



b β



ols



n  o   2 = argmin E E[Y |X = x] − xT β



and Angrist, Chernozhukov & Fernandez-Val (2006) Quantile Regression under Misspecification proved that n  2 o T b = argmin E ωτ (β) Qτ [Y |X = x] − x β β τ (under weak conditions) where Z 1 ωτ (β) = (1 − u)fy|x (uxT β + (1 − u)Qτ [Y |X = x])du 0



b is the best weighted mean square approximation of the tru quantile function, β τ where the weights depend on an average of the conditional density of Y over xT β and the true quantile regression function. @freakonometrics
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Assumptions to get Consistency of Quantile Regression Estimators As always, we need some assumptions to have consistency of estimators. • observations (Yi , X i ) must (conditionnaly) i.id.   2 • regressors must have a bounded second moment, E kX i k < ∞ • error terms ε are continuously distributed given X i , centered in the sense that their median should be 0, Z



0



fε ()d = −∞



1 . 2



  T • “local identification” property : fε (0)XX is positive definite
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Quantile Regression Estimators b is asymptotically normal: Under those weak conditions, β τ √ L b −β )→ n(β N (0, τ (1 − τ )Dτ−1 Ωx Dτ−1 ), τ τ where    T  T Dτ = E fε (0)XX and Ωx = E X X . b is hence, the asymptotic variance of β   τ (1 − τ ) b = b Var β τ [fbε (0)]2



1 n



n X



!−1 xT i xi



i=1



where fbε (0) is estimated using (e.g.) an histogram, as suggested in Powell (1991) Estimation of monotonic regression models under quantile restrictions, since   n X 1(|ε| ≤ h) 1 b Dτ = lim E XX T ∼ 1(|εi | ≤ h)xi xT i = Dτ . h↓0 2h 2nh i=1
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Quantile Regression Estimators There is no first order condition, in the sense ∂Vn (β, τ )/∂β = 0 where Vn (β, τ ) =



n X



Rqτ (yi − xT i β)



i=1



There is an asymptotic first order condition, n



1 X √ xi ψτ (yi − xT i β) = O(1), as n → ∞, n i=1 where ψτ (·) = 1(· < 0) − τ , see Huber (1967) The behavior of maximum likelihood estimates under nonstandard conditions. One can also define a Wald test, a Likelihood Ratio test, etc.
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Quantile Regression Estimators Then the confidence interval of level 1 − α is then   q   b b β βbτ ± z1−α/2 Var τ An alternative is to use a boostrap strategy (see #2) (b)



(b)



(b) b βτ



n o (b) (b)T  q = argmin Rτ yi − xi β



• generate a sample (yi , xi ) from (yi , xi ) • estimate β (b) τ by



B X 2   (b) 1 ? b b b b βτ − βτ • set Var β τ = B b=1



For confidence intervals, we can either use Gaussian-type confidence intervals, or empirical quantiles from bootstrap estimates. @freakonometrics
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Quantile Regression Estimators If τ = (τ1 , · · · , τm ), one can prove that √



L



b − β ) → N (0, Στ ), n(β τ τ



where Στ is a block matrix, with Ωx Dτ−1 Στi ,τj = (min{τi , τj } − τi τj )Dτ−1 i j see Kocherginsky et al. (2005) Practical Confidence Intervals for Regression Quantiles for more details.
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Quantile Regression: Transformations Scale equivariance For any a > 0 and τ ∈ [0, 1] ˆ (aY, X) = aβ ˆ (Y, X) and β ˆ (−aY, X) = −aβ ˆ β τ τ τ 1−τ (Y, X) Equivariance to reparameterization of design Let A be any p × p nonsingular matrix and τ ∈ [0, 1] ˆ (Y, XA) = A−1 β ˆ (Y, X) β τ τ
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b Visualization, τ 7→ β τ See Abreveya (2001) The effects of demographics and maternal behavior...
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> base = read . table ( " http : / / f r ea ko no metrics . free . fr / natality2005 . txt " )
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b Visualization, τ 7→ β τ
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See Abreveya (2001) The effects of demographics and maternal behavior on the distribution of birth outcomes
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b Visualization, τ 7→ β τ See Abreveya (2001) The effects of demographics and maternal behavior...
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> base = read . table ( " http : / / f r ea ko no metrics . free . fr / BWeight . csv " )
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Quantile Regression, with Non-Linear Effects Rents in Munich, as a function of the area, from Fahrmeir et al. (2013) Regression: Models, Methods and Applications > base = read . table ( " http : / / f r ea ko no metrics . free . fr / rent98 _ 00. txt " )
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Quantile Regression, with Non-Linear Effects



1500 1000



75% 50% 25% 10%



0



0



90%



500



75% 50% 25% 10%



Rent (euros)



1000



90% 500



Rent (euros)



1500



Rents in Munich, as a function of the year of construction, from Fahrmeir et al. (2013) Regression: Models, Methods and Applications
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Quantile Regression, with Non-Linear Effects BMI as a function of the age, in New-Zealand, from Yee (2015) Vector Generalized Linear and Additive Models, for Women and Men
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> library ( VGAMdata ) ; data ( xs . nz )
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Quantile Regression, with Non-Linear Effects
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BMI as a function of the age, in New-Zealand, from Yee (2015) Vector Generalized Linear and Additive Models, for Women and Men
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Quantile Regression, with Non-Linear Effects One can consider some local polynomial quantile regression, e.g. ( n ) X  q T min ωi (x)Rτ yi − β0 − (xi − x) β 1 i=1



for some weights ωi (x) = H −1 K(H −1 (xi − x)), see Fan, Hu & Truong (1994) Robust Non-Parametric Function Estimation.
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Asymmetric Maximum Likelihood Estimation Introduced by Efron (1991) Regression percentiles using asymmetric squared error loss. Consider a linear model, yi = xT i β + εi . Let  n  2 if  ≤ 0 X ω T S(β) = Qω (yi − xi β), where Qω () = where w =  w2 if  > 0 1−ω i=1



zα where zα = Φ−1 (α). One might consider ωα = 1 + ϕ(zα ) + (1 − α)zα Efron (1992) Poisson overdispersion estimates based on the method of asymmetric maximum likelihood introduced asymmetric maximum likelihood (AML) estimation, considering  n  D(y , xT β) if y ≤ xT β X i i i i T S(β) = Qω (yi − xi β), where Qω () =  wD(yi , xT β) if yi > xT β i=1



i



i



where D(·, ·) is the deviance. Estimation is based on Newton-Raphson (gradient descent). @freakonometrics
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Noncrossing Solutions See Bondell et al. (2010) Non-crossing quantile regression curve estimation. Consider probabilities τ = (τ1 , · · · , τq ) with 0 < τ1 < · · · < τq < 1. Use parallelism : add constraints in the optimization problem, such that Tb b xT i β τj ≥ xi β τj−1



@freakonometrics



∀i ∈ {1, · · · , n}, j ∈ {2, · · · , q}.
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Quantile Regression on Panel Data In the context of panel data, consider some fixed effect, αi so that yi,t = xT i,t β τ + αi + εi,t where Qτ (εi,t |X i ) = 0 Canay (2011) A simple approach to quantile regression for panel data suggests an estimator in two steps, • use a standard OLS fixed-effect model yi,t = xT i,t β + αi + ui,t , i.e. consider a b within transformation, and derive the fixed effect estimate β T (yi,t − y i ) = xi,t − xi,t β + (ui,t − ui ) T  1X T b • estimate fixed effects as α bi = yi,t − xi,t β T t=1



• finally, run a standard quantile regression of yi,t − α bi on xi,t ’s. See rqpd package. @freakonometrics
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Quantile Regression with Fixed Effects (QRFE) In a panel linear regression model, yi,t = xT i,t β + ui + εi,t , where u is an unobserved individual specific effect. In a fixed effects models, u is treated as a parameter. Quantile Regression is   X  min Rqα (yi,t − [xT i,t β + ui ])  β,u  i,t



Consider Penalized QRFE, as in Koenker & Bilias (2001) Quantile regression for duration data,   X  X q T min ωk Rαk (yi,t − [xi,t β k + ui ]) + λ |ui |  β 1 ,··· ,β κ ,u  k,i,t



i



where ωk is a relative weight associated with quantile of level αk . @freakonometrics
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Quantile Regression with Random Effects (QRRE) Assume here that yi,t = xT i,t β + ui + εi,t . | {z } =ηi,t



Quantile Regression Random Effect (QRRE) yields solving   X  min Rqα (yi,t − xT i,t β)  β  i,t



which is a weighted asymmetric least square deviation estimator. Let Σ = [σs,t (α)] denote the matrix   α(1 − α) σts (α) =  E[1{εit (α) < 0, εis (α) < 0}] − α2



if t = s if t 6= s



If (nT )−1 X T {In ⊗ ΣT ×T (α)}X → D0 as n → ∞ and (nT )−1 X T Ωf X = D1 , then    √  Q L Q −1 −1 b (α) − β (α) − nT β → N 0, D1 D0 D1 . @freakonometrics
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Quantile Treatment Effects Doksum (1974) Empirical Probability Plots and Statistical Inference for Nonlinear Models introduced QTE - Quantile Treatement Effect - when a person might have two Y ’s : either Y0 (without treatment, D = 0) or Y1 (with treatement, D = 1), δτ = QY1 (τ ) − QY0 (τ )



  β + δd + εi : scaling effect



0.0



y = β0 +



xT i



0.2



y = β0 + δd + xT i β + εi : shifting effect



0.4



0.6



Run a quantile regression of y on (d, x),



0.8



1.0



which can be studied on the context of covariates.



−4
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Quantile Regression for Time Series Consider some GARCH(1,1) financial time series, yt = σt εt where σt = α0 + α1 · |yt−1 | + β1 σt−1 . The quantile function conditional on the past - Ft−1 = Y t−1 - is Qy|Ft−1 (τ ) = α0 Fε−1 (τ ) + α1 Fε−1 (τ ) ·|yt−1 | + β1 Qy|Ft−2 (τ ) | {z } | {z } α ˜0



α ˜1



i.e. the conditional quantile has a GARCH(1,1) form, see Conditional Autoregressive Value-at-Risk, see Manganelli & Engle (2004) CAViaR: Conditional Autoregressive Value at Risk by Regression Quantiles
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Quantile Regression for Spatial Data 1



> library ( McSpatial )



2



> data ( cookdata )



3



> fit library ( expectreg )



2



> fit fit 
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