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Abstract Self-excited combustion oscillations arise from a coupling between unsteady combustion and acoustic waves, and can cause structural damage to many combustion systems. Active control provides a way of extending their stable operating range by interrupting the damaging thermo-acoustic interaction. The active controller considered injects unsteadily some fuel into the burning region, thereby altering the heat release rate, in response to an input signal detecting the oscillation. Although the feasibility of such control configuration has been demonstrated on laboratory-scale experiments over 15 years ago, the triple challenge for full-scale applications is to adapt the controller response to varying operating conditions and guarantee that the controller will cause no harm while relying as little as possible on a particular combustion model. Several adaptive control designs which can meet some or all of these challenges are investigated theoretically and tested numerically and experimentally. The first control design considered consists of a FIR or IIR filter whose coefficients are updated according to the LMS algorithm. This adaptive controller is very attractive because it does not require any model of the combustion system which is learnt on-line via a system identification procedure using real-time measurements. Although effective control is achieved in the simulation, even under varying operating conditions and in the presence of a background noise, no guarantee of the long term stability and robustness of the LMS controller can be provided. This limitation is overcome in the second control design considered: a stable adaptive controller, denoted Self-Tuning Regulator (STR), is proposed for a general class of combustion systems satisfying some non-restrictive assumptions (reflected waves from combustor boundaries smaller than incoming waves, flame stable in itself, limited bandwidth flame response). A general open-loop transfer function W (s) from the controller output voltage driving the actuator to the pressure signal detecting the oscillation is derived: it is the product of a time delay tot and a transfer function W0 (s) shown to satisfy some general structural properties (stable zeros, small relative degree). Using root locus arguments, the minimum STR structure guaranteed to stabilise the general combustion system W (s) is shown to be a simple phase lead compensator if  tot = 0, and the same compensator associated with a Smith Controller if tot 6= 0. The adaptive rule for the STR parameters is derived based on a Lyapunov stability analysis, ensuring that they will converge to stabilizing values for the system. The STR design is extended to include an amplitude saturation of the control signal Vc , which is desirable in practical applications to limit the amount of fuel used for control purposes. The STR is very easy to implement in practice and promising results are obtained on a simulation based on a nonlinear ducted flame model and on an experimental set-up which consists of a laminar flame burning in a Rijke tube.
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Chapter 1 Introduction 1.1 Motivation for active adaptive control The occurrence of combustion instabilities has long been a subject of interest. This phenomena may occur whenever combustion takes place within a confined system. Therefore, burner units as diverse as rockets (Crocco 1965), ramjets (Hedge et al. 1987), aeroengines afterburners (Schadow et al. 1988), utility boilers and furnaces (Putnam 1971, Putnam & Dennis 1956), ground gas turbines (Seume et al. 1998), can experience combustion oscillations. Unstable combustion is unwanted because it is associated with high pressure fluctuations levels and an enhanced heat transfer to the combustor boundaries. Such conditions are detrimental to the performance of the combustor and, in the worst case, can cause structural damage. Many manufacturers are currently facing the damaging combustion instability phenomenon which leads to long and costly development and commissioning times. Further, in order to meet increasingly stringent emission requirements, the new Lean Premixed Prevapourised (LPP) technology has been developed, first for ground-based gas turbine combustors. Although NOx emissions are reduced,
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the LPP combustors are even more susceptible to combustion oscillations. This is because lean premixed flames are very sensitive to changes in flow fluctuations. The next generation of aeroengine combustors are also required to have low NOx levels and damaging self-excited oscillations are being experienced on development engines. Therefore, due to chemical emission constraints, the problem of combustion oscillations has become more and more crucial. Essentially, self-excited combustion oscillations result from a coupling between unsteady combustion and acoustic waves within the combustor. The unsteady rate of heat release is very sensitive to oncoming flow disturbances. Since unsteady combustion is an efficient acoustic source (Dowling & Ffowcs-Williams 1983), a self-excited oscillation is possible, where the unsteady combustion generates acoustic waves which are reflected at the combustor boundaries and come back to perturb the flame further. If the phase relationship between unsteady heat release and pressure is suitable (Rayleigh 1896), linear disturbances at discrete frequencies are unstable, and grow rapidly until limited by nonlinear effects. In practice, many other complex mechanisms can be involved and lead to unstable combustion, such as hydrodynamic instabilities (Sivasegaram & Whitelaw 1987, Schadow et al. 1985, Keller et al. 1982), intrinsic flame instabilities (Sivashinsky 1983) and shock waves instabilities (Rudinger 1958). These instability phenomena are reviewed by Barr`ere & Williams (1969) and McManus et al. (1993). In order to limit the damaging combustion instabilities and hence extend the stable operating range of combustion systems, passive control techniques, including ad hoc modifications of the fuel injection system and burner geometry (Hermann et al. 2000) and enhancement of passive acoustic damping (see (Culick 1988) for a review in application to liquid-fueled propulsion systems), have been first investigated and are currently used within the industry. However, passive dampers
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require substantial tuning and have a limited operational range in which they can stabilise the combustion system. Active control is an alternative way of interrupting the damaging interaction between acoustic waves and unsteady combustion. The concept of active control originates from early work of Tsien (1952), Marble & Cox (1953), Marble (1955) on rocket instabilities. Active means that a perturbation is introduced into the system (an external power supply is usually required), via an actuator. The actuator can either affect the acoustic field (loudspeaker or pulsed jet), or modify directly the unsteady heat release rate (modulation of fuel supply). Active control can be applied in an open-loop (McManus & Bowman 1990) or in a closed loop configuration. In the former, the control action does not depend on the combustor’s response to the control action, while in the latter, the controller drives the actuator in response to a sensor measurement as indicated in figure 1.1. The first demonstration of the effectiveness of closed-loop, also called feedback, control applied to combustion oscillations was reported over fifteen years ago. Dines (1984) used a loudspeaker, driven in response to a measurement of unsteady heat release, to stabilise a laminar flame burning in a duct. Since that pioneering work, there have been many other demonstrations (Heckl 1988, 1985, Lang et al. 1987, Poinsot et al. 1987) of loudspeakers being used as actuators in a feedback loop to stabilise a laboratory-scale combustor. However, at larger scales, it is far more practical to seek to cancel the unsteady heat release directly rather than modifying the acoustic field (Bloxsidge et al. 1988). This is essentially because for high amplitude instabilities, a fuel modulation requires much less ‘pumping’ mechanical energy than a loudspeaker to damp the oscillations, and also because a valve modulating the fuel supply is much easier to mount on a real size combustor than a loudspeaker. For example, Langhorne et al. (1990) stabilised a turbulent ducted flame by modulating the fuel supply: a pressure signal characteristic of the oscillation was mea-
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sured, amplified, time delayed, and sent back to drive a fuel injection system. A similar active control loop was applied over ten years ago to a full scale RB199 engine by Rolls-Royce, but the work was confidential until recently (Moran et al. 2000). During recent years, successful control on full-scale combustors, using a servo-valve for fuel modulation manufactured by MOOG-Germany, has been reported, for example on a Siemens heavy duty gas turbine (Seume et al. 1998) and on a liquid fuel LP combustor (Hibshman et al. 1999).



unstable combustion system sensor



actuator controller



Figure 1.1: Typical active feedback control configuration



However, to be useful in practice, an active controller needs to be effective across a large range of operating conditions. An efficient approach is to use an adaptive controller in which the controller parameters are continuously updated as the engine conditions changes. This can be effectively achieved only in the frame of feedback control.



1.2 Historic of active adaptive control applied to combustion instabilities A first implementation of an adaptive controller for combustion instabilities was reported by Billoud et al. (1992). The controller consisted of an Infinite Impulse Response (IIR) filter whose coefficients where updated using the well-known Least
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Mean Squares (LMS) algorithm (Widrow & Stearns 1985). The aim of the control algorithm was to minimize a measured error signal indicating the level of unstability in the combustion system. The LMS algorithm applied to an IIR filter has subsequently been used for combustion control by Kemal & Bowman (1996). The LMS-based adaptive controller is very attractive because no combustion model is required in the controller design: the process, considered as a ‘black-box’, is learnt during a System Identification (SI) procedure which requires only some real-time measurements (pressure, heat release rate). The LMS adaptive controller has been tested mostly experimentally, and obtained a limited success: sometimes the suppression of the primary pressure mode was accompanied by an excitation of secondary peaks. Other adaptive controllers for unstable combustion based also on a minimization scheme have been tested experimentally after the pioneering work of Billoud et al. (1992) on the LMS-based controller. For example, the downhill simplex algorithm has been implemented by Padmanabhan et al. (1996), and a neural network, which is a nonlinear version of the LMS algorithm, has been reported (Blonbou et al. 2000). However, all those minimization schemes, including the LMS algorithm, whose major advantage is to be model independent, are not designed based on an analysis of the closed-loop stability of the system. Further, they require a system identification procedure (SI) to obtain information about the system to be controlled, which can present a difficult task. Zinn & Neumeier (1999) developed an adaptive controller in which the SI is achieved by an observer that uses an iterative, Fourier like approach to determine the amplitudes, frequencies and phases of an unstable combustor in quasi real time. This information is sent to a controller where open-loop data are used to ‘manually’ adapt the control response, ie to determine the gain and phase shift that needs to be added to each unstable mode in order to achieve stabilisation. Such a controller, designed based on physical argu-
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ments such as the Rayleigh criterion (Rayleigh 1896), would be attractive and of general application if it did not require open-loop measurements. Completely opposite to the previously described model-independent adaptive controllers, have been developed some model-based controllers for combustion instabilities. These controllers are designed based on a stability analysis of the closed-loop system, and hence provide strong mathematical guarantees that the controller will not go unstable and cause harm. Further, since the model-based controller already ‘knows’ the system to be controlled, no SI is required and control can be achieved more quickly than using a model-independent controller. For example, in (Chu et al. 1998, 2000) is developed a H1 robust controller for a premixed ducted flame, and Hathout et al. (1998) used a robust linear quadratic regulator to control a laboratory scale laminar combustor. However, these controllers were designed for a fixed operating condition, at which the controller performance is guaranteed, but they could not adapt to significantly varying engine conditions (the robust controller needs then to be redesigned for a new operating point). To overcome this disadvantage, some model-based adaptive controllers have been recently developed for combustion instability: the controller is able to follow varying operating conditions, and a satisfactory performance of the controller is guaranteed if the combustion model used in the control design is accurate enough. Annaswamy et al. (1998) designed a model-based adaptive controller for unstable combustion by making use of a Lyapunov stability analysis for the adaptive control design. In their approach, the combustion model considered is based on a Galerkin expansion of the fluctuating pressure, combined with a kinematic description of the flame front. Krstic et al. (1999) developed an adaptive version of the Proportional Integral (PI) controller proposed by Fung & Yang (1992) for stabilisation of a two-term Galerkin expansion model of nonlinear acoustic oscilla-
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tions in combustion chambers. Note also that in a closely related research area, a model-based nonlinear adaptive controller for jet engine stall and surge is described by Krstic et al. (1995): the control design makes use of an extension of the Lyapunov function concept for a nonlinear system. All these model-based adaptive controllers still require an accurate combustion model in order to guarantee the controller performance and stability.



1.3 Active adaptive control challenges The previous discussions showed that active adaptive control of combustion instabilities presents a number of challenges, that can be classified in two categories: control concept challenges and performance challenges.



Control concept challenges.



1. Complex iteractions between acoustics and combustion are the driving mechanism of the instability: see (Candel 1992) for a review. Recently, physicallybased low-order models of simple systems have been developed (Fleifil et al. 1996, Dowling 1999), which make use of an early suggested description of the flame motion (Marble & Candel 1978). Models of full industrial systems are crude and cannot yet be used for reliable predictions. Therefore, the control design should rely as little as possible on a particular combustion model. 2. The frequency and amplitude of oscillations change significantly with the plant operating conditons, and some combustors become unstable during transients (when the engine is accelerating for instance). Therefore, the con-
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troller needs to be adaptive and to modify its response quickly at any operating conditions. 3. The application of active control to aeroengines places even stronger demands on safety-critical control design. Therefore, it is highly desirable that the controller provides some guarantees that it will not go unstable and cause harm.



Performance challenges.



1. LPP combustors, in particular, can have many modes of instability spanning a wide frequency range. The controller must therefore be able to control several modes at the same time, and actuators and sensors need to be effective also at high frequencies. 2. The combustion systems to be controlled have substantial time delays, due to fuel convection, acoustic wave propagation, etc. These delays affect the control action and should be taken into account in the control design. 3. The flow in real combustors is turbulent, resulting in a broad-band background noise level and some cycle-to-cycle variations. The controller should therefore be robust to background noise. 4. When an unstable operating point is reached, oscillations can grow rapidly from background noise to damaging levels in a few cycles, ie typically a few milliseconds. This means that the controller response needs to be very fast. 5. The control effort should be as small as necessary to achieve the required performances of the combustion system. A limitation on the control effort allowed needs to be investigated and included in the control design.
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6. For practical implementations, control algorithms should be as simple as possible and require only real-time measurements.



1.4 Objectives and summary of research programme The objective of the present work is to study how adaptive active control can address some of the challenges mentioned below. In particular,







In a first step, it is necessary to provide some insight into the combustion instability phenomenon and to give a general description of various concepts which are of interest for active adaptive control implementation. These concepts are for instance time delays, unstable modes description, effect of actuation. We will not attempt to provide a full description of all the complex interactions involved (this is not the subject of the present work), but rather provide some general background for the open-loop process which denotes the association of the unstable combustion system, sensor and actuator. This is the subject of chapter 2.







We want to investigate systematically the potential of a model-independent adaptive controller which has been often used on laboratory-scale combustors and not well studied theoretically: the LMS-based controller. Indeed, after the limited and not well understood experimental success of this attractive kind of controller, there is a need for a systematical and numerical study of the features of a LMS controller. So far, this has been hampered by the lack of reliable models of the unsteady combustion processes, even for very simple systems such as a ducted flame. Early work on ducted flames used empirically determined transfer functions (Langhorne et al. 1990). Reduced order models have been developed based on highly idealised models
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of the combustion processes (Yang et al. 1992), or on first or second order lag laws (Dowling 1997). These models still require empirical input, moreover they treat nonlinearity in an ad hoc way. However, a recently developed nonlinear kinematic model of a ducted flame (Dowling 1999) provides an ideal vehicle on which to investigate the features and requirements of an LMS-based adaptive controller. Indeed, this model includes the appropriate physics to account for the effects of nonlinearity and leads to realistic limit cycles. Also, the model has the advantage that, unlike an experiment, all parameters are known exactly and the level of noise can be strictly controlled. In a simulation based on this model, we will investigate the features of the LMS controller in terms of robustness to background noise, adaptability to varying operating conditions, speed of convergence, algorithm stability. In particular, the crucial System Identification (SI) issues will be addressed in detail. In the simulation, the performance of the LMS controller will be compared to those of the H1 robust controller developed by Chu et al. (1998) and whose design is based on the nonlinear ducted flame model from Dowling (1999). This is the subject of chapter 3.







Since the adaptive control design should satisfy the two contradictory concept challenges of relying as little as possible on a particular combustion model and of giving some guarantees on the system closed-loop stability, we will attempt to develop a novel stable adaptive controller, called Self-Tuning Regulator (STR), which only requires little information on the structure of the combustion system to be controlled, but nevertheless ensures the global stability of the closed-loop process. The essential idea is that, rather than provide a solution for a particular combustion system, we will determine the general features of self-excited combustion systems, and then exploit them to design an adaptive controller that is guaranteed to stabilise the system. In
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particular, the control design will take into account some possible significant time delays in the open-loop process, and will include if necessary an amplitude limitation on the control effort allowed. These crucial and novel control design procedures are dealt with in chapters 4 and 5: chapter 4 focuses on the STR design for combustion systems without time delays, while chapter 5 describes the STR design in the more realistic case of combustion systems with time delays. Other control concepts such as the Smith controller (Smith 1959) are introduced for the time delay case. The STR, for systems without and with time delays, will be tested on the same simulation as the LMS controller for comparison. This is done at the end of chapters 4 and 5, for the case of ‘no time delay’ and ‘time delay’, respectively. The STR robustness to noise, varying operating conditions, time delays, control effort limitation, will be validated in the simulation.







For the sake of completeness, the various adaptive controllers studied and developed previously (LMS-based and STR) on a simulation, need to be tested experimentally. These adaptive algorithms are implemented on a DSP (Digital Signal Processing) board to control a laminar flame in a Rijke tube. Comparison of the controllers performance is described. This is the subject of chapter 6.







The dissertation is concluded in chapter 7. The achievements of the present research are summarised and some possibilities for future research work are suggested.



Chapter 2 General features of self-excited combustion systems with actuation 2.1 The Rayleigh criterion Rayleigh (1896) considered the interaction between sound waves and unsteady heat input, and explained physically why self-excited combustion oscillations occur. Essentially, Rayleigh states that the amplitude of a sound wave will increase when heat is added in phase with its pressure, while the addition of heat out of phase with the pressure reduces the amplitude of the sound wave. This argument can be illustrated in the following simple example. Consider a gaseous reacting medium contained in a volume V , bounded by a surface S . It is assumed also that the reactants and products behave as perfect gases, and that there is no molecular weight change during the chemical reaction (Williams 1965). When the gaseous medium is linearly disturbed from rest with no mean heat release, the conservation of mass, momentum, energy and species leads to the following balance of acoustic energy (details on the derivation and more general expressions can be found in (Culick 1988) and (Laverdant et al. 1986) for instance):
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(2.1)



where



p02 u2 + 2c2 2 0 F = pu



E
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(2.2)



are the instantaneous acoustic energy and acoustic energy flux, respectively. p, ,



c, u, q denote the pressure, density, speed of sound, velocity and heat release rate per unit volume. The overbar denotes a mean value, 0 indicates a fluctuation and vectors are denoted in bold characters. Equation (2.1) yields after integration over the volume V
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The first term on the right hand side of equation (2.3) describes the exchange of energy between the combustion and the acoustic waves. As noted by Rayleigh (1896), the acoustic energy tends to be increased when p0 and q are in phase. The surface term in equation (2.3) accounts for the loss of energy across the bounding surface S . Viscous dissipation has been neglected. Equation (2.3) shows that disturbances grow if their net energy gain from the combustion is greater than their energy losses across the boundary. In other words, an acoustic mode grows in amplitude if (Dowling 2000) Z
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where< : > denotes an average over one period of oscillation. Equation (2.4) represents the Rayleigh criterion: when satisfied, linear waves increase in amplitude until limited by nonlinear effects.
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2.2 Preliminary remarks on acoustic field description Consider the simple system described in section 2.1. In the presence of unsteady heat input, the time evolution of the pressure perturbation p0 in the combustor of volume V is described by the linearised inhomogeneous wave equation (Dowling 1995)



1 @ 2 p0 c2 @t2
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1 0
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(2.5)



Thermoacoustic instability analysis, ie the determination of the possible unstable modes of the self-excited combustion system, can be carried out once a relationship between q 0 and the unsteady flow is specified and coupled to equation (2.5) and to the combustor boundary conditions. Two major approaches have been used to describe the pressure perturbation



p0 in a combustor and develop the thermoacoustic instability analysis mentioned above:







The Galerkin method has been used very often to solve equation (2.5) and develop models for self-excited combustion instabilities: see for example (Culick 1976, 1988, Zinn & Lores 1972). For a one-dimensional combustion system with longitudinal axis x, it involves expanding the pressure perturbation as a Galerkin series (Myint-u & Debnath 1987):



p0 (x; t) = p where



n (x),



1 X n=1



n (x)n (t);



(2.6)



n = 1:::1 are the eigensolutions of the linearised homoge-



neous wave equation
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(2.7)



Substitution of (2.6) into (2.5) leads to a couple set of ODEs for the evolution of the modal amplitude n (t).







An alternative approach is to use a wave expansion of the pressure perturbation p0 , rather than the mode expansion proposed by the Galerkin method. In that case, all plane acoustic waves in a one-dimensional combustion system can be determined from two unknowns which are the waves strength upstream and downstream the combustion zone. This remains true in the presence of a mean flow.



In this thesis, we will use the wave expansion to describe the acoustic waves within a combustion system, for the following reasons:







In the wave expansion approach, only two unknowns need to be solved to obtain the complete plane acoustic wave field in a combustion system, while an infinity of unknowns (the n (t) of equation (2.6)) are required to be solved using the Galerkin approach.







The choice of a specific flame model, ie a relationship between q 0 and the unsteady flow to be coupled with equation (2.5), affects the frequencies and mode shapes of the combustion system (Dowling 1995). In the Galerkin approach, this change in frequency and mode shape due to the form of the coupling between q 0 and the unsteady flow is linearised (typically the approximation �n (t) '



!n2 n (t) is used) in order to solve equation (2.5), while



no approximation is made using the wave expansion approach.
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In many combustion instability models based on a Galerkin method, the number of pressure modes considered in the Galerkin series (2.6) is



n=1



or 2 in order to make the thermoacoustic analysis more tractable (see for example the model of Fung & Yang (1992)). This can lead to significant errors in the predicted unstable frequencies (Dowling 1995, Annaswamy et al. 1997a), essentially because the expansion (2.6) is in terms of modes for no unsteady heat input, which means that these modes are coupled in the self-excited combustion system, and therefore more modes (n > 2) should be considered to represent accurately the combustion system.



2.3 Self-excited combustion systems without actuation A wide class of combustion systems, including lean premixed prevapourised (LPP) combustors and aeroengine afterburners, can be modelled as a combustion section embedded within a network of pipes, as shown in figure 2.1. We will investigate linear low frequency perturbations to the flow in such a pipework system. The flow at inlet to the combustor is assumed to be isentropic, and the frequencies of interest are low. This ensures that the combustion zone is short compared with the wavelength. Moreover, since only plane waves transport acoustic energy, it is sufficient to consider one-dimensional disturbances. The pressure and velocity upstream the flame can therefore be written as a linear combination of the waves



g and f , and downstream the flame as a linear combination of the waves h and j : in



xu < x < 0, 















x x p(x; t) = p1 + f t +g t+ c1 + u1 c1 u1      1 x x u(x; t) = u1 + f t g t+ 1 c1 c1 + u1 c1 u1



(2.8)
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Figure 2.1: Open-loop self-excited combustion process with actuation



in 0 < x < xd , 















x x p(x; t) = p2 + h t +j t+ c2 + u2 c2 u2      x x 1 h t j t+ u(x; t) = u2 + 2 c2 c2 + u2 c2 u2



(2.9)



The suffices 1 and 2 denote flow quantities just upstream and downstream of the combustion zone. The distances xu and xd are the lengths upstream and downstream of the combustion zone. The boundary conditions of the combustor are characterized by upstream and downstream pressure reflection coefficients



Ru and Rd respectively. Since this



boundary condition neglects the conversion of combustion generated entropy waves into sound at any downstream nozzle, we expect it to be a good approximation when the time taken for entropy waves to convect through the straight duct, u2 =xd ,
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exceeds their diffusion time. We consider linear disturbances with time dependence est , where s



= i! is the Laplace variable. For general boundary conditions



of the combustor, Ru and Rd are frequency dependent, and therefore the reflected waves f and j are easily obtained from g and h using the following relationships:



f (t) = Ru (s)[g (t u )] j (t) = Rd (s)[h(t d )]



at x = xu at x = xd ;



(2.10)



= 2xu =c1 (1 M1 2 ) and d = 2xd =c2 (1 M2 2 ) are respectively the upstream  is the mean flow Mach number, and and downstream propagation time delays, M where u



Ru (s)[:] denotes an operator of the variable s = dtd . The equations of conservation of mass, momentum and energy across the short flame zone at



x = 0 can be written in a form that is independent of downstream



density and temperature (Dowling 1997):
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Q is the instantaneous rate of heat release, Acomb is the combustor cross-sectional area and 



is the ratio of specific heat capacities. Substitution from (2.8), (2.9)



and (2.10) into (2.11), making use of the isentropic condition p1 = 1 , and linearising in the flow perturbations give the time evolution of the outgoing waves



g and h



generated by the unsteady heat release Q(t): 
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where Xij and Yij are constant coefficients depending on the mean flow only, and are given in appendix A.  For instance, x(t) = 1 [y (t)] means that s+1



dx (t) + x(t) = y (t). dt
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After taking the Laplace transformy of the system (2.12) and using (2.8) and the boundary condition (2.10), one obtains the transfer function



u (s) (R Y e sd X12 )(Ru e su G(s) = 1 = d 12 Q(s) Acomb 1 c21 det(S )
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(2.13)
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sd  sd



(2.14)



G(s) describes the generation of unsteady velocity u1 (t) at the flame, due to the unsteady heat release Q(t). Since the self-excited oscillation results from a coupling between unsteady heat release and acoustic waves, the forcing of unsteady heat release due to incoming flow disturbances at the flame must be also described. In many applications, the combustion responds most strongly to velocity fluctuations. This is because in



 1 larger than the acoustic waves the fractional change in flow velocity is order M fractional change in pressure, ie a large factor at the low Mach numbers at which combustion can be sustained. This dependence on flow velocity can either be seen directly through its influence on flame kinematics and shape (Fleifil et al. 1996, Dowling 1999), or indirectly through its influence on fuel-air ratio and hence on the rate of combustion in premixed systems (Richard & Janus 1998, Venkataraman et al. 1999, Lieuwen et al. 1998). A transfer function



H (s) =



Q(s) u1 (s)



(2.15)



is introduced to describe this combustion response. In many circumstances, H (s) will include substantial time delays. Models for the flame transfer function y The



H (s)



same notation is used for a temporal signal and its Laplace transform, for instance and u(s).



u(t)
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have been published in the literature for different combustors. However, the subject of the present work is not to study the flame dynamics in details. Therefore, we will keep the general form H (s) in this chapter.



H(s) flame dynamics
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G(s) acoustic waves
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Figure 2.2: Schematic representation of a self-excited combustion system



The eigenfrequencies of the self-excited combustion system which is represented schematically in figure 2.2, can be determined by combining equations (2.13) and (2.15). They satisfy



1



G(s)H (s) = 0:



(2.16)



When a combustor is unstable, there are roots of equation (2.16) with Real(s) > 0: linear perturbations grow exponentially in time, until limited by nonlinear effects. The classical Rayleigh criterion for the onset of combustion instability presented in section 2.1 relates the heat release to pressure, whereas in our approach, which corresponds to many practical combustors, the heat release is related to the velocity fluctuations. In any case, combustion instability is a genuinely coupled problem between acoustics and unsteady combustion, and it is the form of the coupling which affects the frequency of oscillation and the susceptibility to unstable oscillation. The objective of the present work is to study how an adaptive active controller
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can stabilise the coupled system described in figure 2.2.



2.4 Role of actuation In order to apply active control to the self-excited combustion system represented in figure 2.2, an actuator is used to inject a perturbation and hence interrupt the damaging coupling between unsteady combustion and acoustic waves. The two most commonly used active control inputs are loudspeaker forcing and fuel forcing. Effectiveness of the fuel injection technique has been extensively shown experimentally (Langhorne et al. 1990, Sivasegaram et al. 1995, Wilson et al. 1995, Banaszuk et al. 1999, Paschereit et al. 1999), and fuel forcing has been used in most full-scale demontrations of active combustion control (Hantschk et al. 1996, Moran et al. 2000, Seume et al. 1998). Therefore we will concentrate on fuel forcing which is the most relevant for practical applications. An actuator is driven to provide extra fuel (and sometimes air) which in turn produces additional heat release. In order to describe the impact of this input on the combustion system characteristics, we study the relationship between Vc , a voltage sent to the actuator, and Pref , the fluctuating pressure measured at a location xref (see figure 2.1). That is, our goal is to characterize the transfer function



W ( s) =



Pref (s) ; Vc(s)



(2.17)



which represents the actuated open-loop combustion process, and which is represented shematically in figure 2.3. We derive this transfer function in the following. We assume that the fuel injection is arranged so that the external voltage Vc results in an additional fluctuating heat release Qc through the following transfer function
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Figure 2.3: Schematic representation of the open-loop process (solid line), which can be controlled by a feedback controller (dashed line)



Qc (s) = Wac (s)e Vc(s) where



sac ;



(2.18)



Wac (s) represents the actuator dynamics. Typically the actuator will be a



valve with the characteristics of a mass-spring-damper system, whose dynamics are described by the transfer function



Wac (s). If the fuel-air mixture is injected



directly into the combustion zone, the combustion response will be instantaneous (ac



= 0). However, if only fuel is added, there will be a small mixing time delay



before it is burnt (ac



> 0). Often it is hazardous to inject fuel directly into the



flame. If the additional fuel is introduced some distance upstream of the combus-
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tion zone, there will be a convection time delay ac between injection and combustion. In a LPP system, it is convenient to modulate the main fuel supplied in the premix ducts, in which case ac may be a significant proportion of the period of the self-excited oscillations. Notice that ac is independent of the flame radial position, which means that we assume the same time delay between all fuel injection and its combustion. When the combustion zone is short this is trivially satisfied. If the combustion zone is extensive, it may be necessary just to inject fuel in a localised region to meet this constraint. There will be additional unsteady heat release driven by the flow fluctuations. We will denote this naturally occurring unsteady rate of heat release by



Qn . It is



related to the velocity fluctuations by the flame model in (2.15):



H (s) =



Qn (s) : u1(s)



(2.19)



For linear fluctuations, we can superimpose the fluctuating heat release due to external actuation



Qc and the naturally occuring heat release Qn to give the total



fluctuating rate of heat release Q:



Q(s) = Qc (s) + Qn (s):



(2.20)



The acoustic waves generated by Q(s) are described by (2.13), ie



u (s) G(s) = 1 : Q(s)



(2.21)



From equations (2.18)-(2.20), one obtains that:



u1 (s) G(s)Wac (s)e sac = : Vc(s) 1 G(s)H (s)



(2.22)
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< 0), then



Pref is a linear combination of the upstream waves f and g . Using (2.8) and the boundary condition (2.10) at x =



xu , one easily obtains: 2s(xu +xref )



sxref 1 + Ru e c1 (1 M 12 ) csx1 refu1 Pref (s) c1 u 1 = 1 c1 e = F ( s ) e u1 (s) Ru e su 1



(2.23)



Therefore, it follows from equations (2.22) and (2.23) that the open-loop transfer function of the actuated system given in (2.17) can be written in the form:



W (s) =



Pref (s) = W0 (s)e Vc (s)



stot ;



(2.24)



where



tot = det + ac



(2.25)



is the total time delay in the actuated system, ac is the time delay due to the actuation, det



= xref =(c1



u1 ) is the detection time delay due to the pressure



measurement location, and



W0 (s) =



F (s)G(s)Wac(s) ; 1 G(s)H (s)



(2.26)



with G(s), H (s) and F (s) given in equations (2.13), (2.15) and (2.23) respectively.



If



Pref is measured downstream the flame (xref > 0), then Pref is a linear com-



bination of the downstream waves h and j . A simple calculation, using the wave structure in equations (2.8) and (2.9) and the continuity condition across the combustion zone in equation (2.11)a, shows that the transfer function Pref (s)=Vc (s) again has the form given in equation (2.24), but this time we have
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(2.27)



ref = cx2 + u2 , and



W0 (s) =



F (s)Pdu (s)G(s)Wac (s) 1 G(s)H (s)



(2.28)



where



2s xd xref X11 + Ru Y11 e su 1+ Rde c2 (1 M 22 ) Pdu (s) = X12 Rd Y12 e sD 2s cx1u(1+xMref  2) 1 1+ R e



(2.29)



u



2.5 Remark on the choice of the sensor In the analysis above, the sensor chosen is a pressure transducer which measures the fluctuating pressure Pref . This is the most commonly used sensor for active instability control, since it is available with the required bandwith and is reasonably robust. However, in some demonstrations of active instability control, the light emitted by C2 or rate of combustion



OH radicals in a flame, characteristic of the instantaneous



Q, is measured by a photomultiplier and used as input to the



controller (see for example (Dines 1984)). In a large scale system, access to radicals light emissions can be provided by optical fibres (Hermann et al. 1999), but getting a wide enough field of view is difficult. If only a limited portion of the combustion zone is seen, the signal can be very noisy, dominated by small scale events and not representative of the large scale coherent unsteadiness that is relevant for combustion instability. Pressure has the advantage that it is a global quantity giving a measure of the integrated effects of unsteady heat release, which
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justifies the choice of a pressure transducer as sensor in the present work. Note that hot wires have also been used to measure fluctuating velocities in laboratory scale experiments, but are not sufficiently robust in a practical combustion system. A robust and reliable instantaneous measurement of velocity could be provided in the future (the Micro-Electronic Mechanical Systems are a promising technique), and used as input signal to the controller: in the block diagramme 2.3, the transfer function F (s) defined in equation (2.23) would need to be replaced by unity, leading to similar structural properties for the open-loop transfer function



W (s) = Pref (s)=Vc (s) (see section 4.2 for details).



2.6 Conclusions A general description of actuated self-excited combustion systems has been proposed, which gives some insight into the physical coupling unsteady combustion/acoustic waves, and highlights each interacting element of the system. These elements have been described in terms of transfer functions, ie:



 H (s) describes the flame dynamics  G(s) and F (s) describe the acoustic waves  Wac(s) describes the actuator dynamics, the actuator being a fuel injection system.



Finally, from this analysis an open-loop transfer function



W (s) = Pref (s)=Vc (s)



has been derived, which represents the self-excited combustion system with actuator and sensor. In particular, in W (s) appears a global time delay term



e



stot .



This time delay tot has two contributions: the time delay det which is due to the
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acoustic propagation from the flame to the sensor, and the time delay ac which occurs between the fuel injection and its combustion. The design of a STR will be proposed in chapter 4 and 5, aiming at eliminating the combustion oscillations for any combustion system fitting the framework of chapter 2z , where the cases



 tot = 0 (dealt in chapter 4)  tot 6= 0 (dealt in chapter 5) will be distinguished. From the control design point of view, another advantage of using the wave expansion approach rather than a Galerkin mode expansion approach to describe the acoustic field is evident now: with the wave expansion,



W (s) has a simple algebraic form where the total time delay tot appears explicitely, whereas a Galerkin approach would lead to a rational expression of W (s), whose order increases rapidly when more terms in the Galerkin expansion are retained, and in which the total time delay is spread out among the coefficients of W (s).



z Some



further non-restrictive assumptions will be made on the physical system, see details in section 4.1



Chapter 3 LMS controller As mentioned in chapter 1, the LMS controller has been often implemented on laboratory-scale experiments to adaptively control combustion instabilities (Billoud et al. 1992, Kemal & Bowman 1996). The reported results were limited: sometimes new unstable modes are excited during the control procedure. The LMS controller is very attractive because no combustion model is required in the control design. Therefore, in this chapter we want to study systematically the potential and requirements of a LMS-based controller. For this purpose, we will make use of a recently published nonlinear flame model of a premixed ducted flame (Dowling 1999) to develop and test a LMS-based controller on a simulation. The model presents many advantages for the study of control strategies:







physical nonlinear effects are included and realistic limit cycles are obtained.







all parameters are known exactly and the level of noise is strictly controlled.







the calculation time is very short.



We will first give the essential features of this model used in our simulation, then describe the LMS control strategy and its implementation with an emphasis on the system identification issues, and finally present some simulation results. 28
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3.1 Nonlinear premixed flame model used in the simulation Flame model. The theory used to describe the non-linear oscillations of a flame burning in a duct, involves extension of the constant flame speed model of Fleifil et al. (1996) to include a flame holder at the centre of the duct and non-linear effects, and has been developed by Dowling (1999). The essential features of the flame modelling are reproduced here. (a)



ξ (r,t)



rB rA



x r



u1



uG 1



2



(b)



x=0



x=-xu



x=xd h + entropy



f



fluctuations



j



g 1 2 Choked end Q(t)



Open end



Figure 3.1: (a) Geometry in the kinematic flame model, (b) Acoustic waves in the duct



Essentially, it is assumed that the flow is axisymmetric and that combustion begins on a surface whose axial position at radius r is given by x =  (r; t) as shown in figure 3.1. The flame initiation surface is therefore described by



G (x; r; t) = 0
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where



G (x; r; t) = x  (r; t):



(3.1)



The surface is assumed to propagate normal to itself into the unburnt fluid at constant speed Su , leading to the equation



@G + u  rG = Su j rG j : @t



(3.2)



An equation of this sort has been used extensively (see for example (Subbaiah 1983, Yang & Culick 1986, Poinsot & Candel 1988)), and generally requires a numerical solution. However, when the density change across the surface G (x; r; t) =



0 is negligible , the particle velocity is given by that in the incoming flow (uG ; 0) (the suffix G refers to flow conditions at the flame holder or ‘gutter’, ie at x



= 0),



and an analytical solution for equation (3.2) can be derived. For the sake of simplicity, the velocity distribution uG at the gutter is assumed to be uniform between the duct walls and the flame-holder: this facilitates the calculation of



 but does



not modify essentially the modelling nor the control results. Hence, equation (3.2) simplifies:



@ = uG @t



Su



 !1=2 @ 2 1+ : @r 



(3.3)



The perturbations that occur in the self-excited oscillations of a ducted flame are sufficiently intense that the flow reverses during part of the cycle and the flame front moves upstream of the flame holder (Langhorne 1988). This leads to the following non-linear boundary condition at r



= rA , where rA is the flame holder



radius:  this



assumption is made because combustion extends far downstream the flameholder, implying that the surface G (x; r; t) = 0 should be viewed as an initiation front with negligible density changes across it (Dowling 1999)
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 @ = u2G (t) Su2 1=2 for uG (t)  Su and  (rA; t) = 0; @r @ if uG (t)  Su or  (rA ; t) < 0: = 0 @r



Essentially, the boundary condition (3.4) means that the flame front at



(3.4)



r = rA



remains perpendicular to the centre body all the time it is detached from the end of the flame holder (see details in Dowling (1999)).  (r; t) is obtained by integration of equation (3.3) using the boundary condition (3.4). Then the instantaneous flame surface area A(t) can be readily calculated since



A(t) =



ZrB rA



 !1=2 @ 2 dr 2r 1 + @r 



(3.5)



where rB is the duct radius. In the region near the flame-holder, the model is of a premixed flame of constant fuel-air ratio and flamespeed. Since the calorific value of the fuel-air mixture and the rate of consumption of premixed gas/unit flame area are constant, Dowling (1999) takes the heat release rate per unit length in this flame initiation region to be proportional to the instantaneous flame area:



q (xG ; t) / A(t)



(3.6)



Furthermore, in the experiment of Bloxsidge et al. (1988), combustion was found to extend a significant distance downstream of the flame holder, and the fractional change in heat release rate per unit length at an axial position x was approximately equal to the change at the gutter at an earlier time, ie



q (x; t) q (0; t x=uG ) = q(x) q(0)



(3.7)



G in equation (3.7) is replaced As it was done in (Dowling 1997), the time delay x=u by an averaged empirical value
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H = 0:42xd =uG :



(3.8)



Finally, equations (3.6) and (3.7) lead to



Q(t) / A(t H ); where



(3.9)



Q(t) denotes the total instantaneous rate of heat release. Equations (3.3)



to (3.9) lead to a nonlinear relationship between Q(t) and uG (t) which is consistent with experimental data (Dowling 1999). For linear perturbations with time dependence est , the corresponding linearized flame transfer function is given by (Dowling 1999) 



Q(s) 2 He sH H (s)= = r r e uG(s) sf c21 (rB + rA ) A B where



sf + rB



rA (1 e



sf



 sf)



(3.10)



 is the combustion efficiency, H the heat release per unit mass of pre-



mixed gas burnt, and p Su 1 Su2 =u2G f = rB rA



(3.11)



Acoustic waves model. The duct geometry shown in figure 3.1b fits the general case described in chapter 2, and the same notation for the acoustic waves strengths is used. In this model, the two boundary conditions are :







a choked end at x =



xu , leading to
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f (t) = where u



1 M1 g (t u ) 1 + M1



(3.12)



= c (12xuM 2 ) is the upstream propagation time delay. We deduce by 1 1



comparison with equation (2.10) that the upstream pressure reflection coefficient is real and is given by



Ru =







1 M1 1 + M1



(3.13)



an open end at x = xd , leading to



j (t) = h(t d ) where d



(3.14)



= c (12xdM 2 ) is the downstream propagation time delay. The down2 2



stream pressure reflection coefficient is therefore



Rd = 1



(3.15)



The time evolution of the waves f and g is obtained by solving the system (2.12), where Q(t) is calculated from equation (3.9) . The response of our model to noise can easily be investigated by assuming an incoming pressure



i(t) at x = 0. This leads to an additional term on the right



hand side of the equations (3.12) and (2.12) (see (Dowling 1997) for details) but thereafter the solution proceeds as without noise input.



Open-loop simulation results.



A fourth order Runge Kutta scheme is used for



the numerical integration of equation (3.3), with 25 points on the flame surface
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and an adequate time step of



3:10 4 s to ensure numerical stability. The main



_ air and parameters characterizing the combustor operation are the air flow rate m the fuel flow rate m _ fuel . The global equivalence ratio is  







m_ m_ fuel = fuel = m_ air m_ air







(3.16)



stoichiometric



With our model, for upstream mean Mach number M 1



= 0:08, equivalence ratio



 = 0:7 and absolute temperature T 1 = 287:6 K, an initial perturbation leads to finite-amplitude limit cycles for the fluctuating pressure Pref at an axial location



xref in the duct, as shown in figure 3.2. The amplitude and frequency of the limit cycles obtained in the simulation are in reasonable agreement with the experimental data of Langhorne (1988). 0.3 0.2



Pref
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1 Figure 3.2: Self-excited flame ( = 0:7, M
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= 0:08, T1 = 287:6 K)
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Figure 3.3: Control configuration



3.2 Control strategy 3.2.1 Control configuration In the feedback control configuration shown in figure 3.3, a sensor delivers a signal



Pref (t) = p(xref ; t)



p1 , which is the fluctuating pressure upstream the flame at



position xref , to the controller. Then the output signal of the controller, the voltage



Vc (t), is fed back into an actuator which adds fuel unsteadily into the burning region. This modifies the system by an additional fluctuating heat release rate



Qc (t). In our simulation, Qc (t) is calculated form Vc(t) as follows: 



where



 1 d2 2 d + + 1 Qc (t) / Vc(t !c2 dt2 !c dt



ac )



(3.17)



!c and  are respectively the resonance frequency and damping of the



control injection system. This is a realistic actuator model if the control injection system used in practice is a servo-valve for example. If a fuel-air mixture is injected directly into the combustion zone, the combustion response will be instantaneous
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= 0). However, if only fuel is added, there will be a small mixing time delay



before it is burnt (ac



> 0). If the additional fuel is introduced some distance



upstream the gutter, there will be a convection time delay ac between injection and combustion. When control is OFF, the fluctuating heat release rate Q(t) arises from fluctuations in the velocity uG at the gutter, hence



Q = Qn , where Qn is proportional to the



fluctuations in the flame surface area (Qn is obtained from equation (3.9)) and



n



stands for ‘natural oscillation’. When control is ON, an additional fluctuating heat release Qc directly due to the fuel added by the controller occurs, and we write



Q = Qn + Qc ; where



(3.18)



Qn and Qc are obtained from (3.9) and (3.17) respectively. Qn is also af-



fected by the control action, but this occurs after a large time delay and in an ‘indirect way’:



Qc modifies the acoustic waves (equation (2.12)), hence uG , which



in turn affects the area A (equations (3.3) and (3.5)), and finally Qn after a time delay H which is of the order of half a cycle of acoustic oscillation (equation (3.9)). Therefore, physically, in the decomposition (3.18), of control, while



Qc represents the direct effect



Qn reflects the natural oscillations combined with past control



inputs, ie the indirect and delayed control effect. The principle of the LMS-controller is to minimise an error signal



e(t), measured



at axial location xs , which is fed back into the controller as shown in figure 3.3. In practice, e(t) is either an unsteady heat release rate measurement (case a) or a fluctuating pressure measurement (case b). Both cases are studied in our simulation, and for simplicity we choose xs ment), and xs



= xref in case b (ie only one pressure measure-



= 0 in case a (ie heat release rate measured at the flame). When e(t)



tends to zero, control of the self-excited oscillations is achieved. The output signal of the LMS-controller is given by
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X1



nc Vc (t) =



i=0



X mc



ai (t)Pref (t



idt) +



j =1



bj (t)Vc (t



j dt);



(3.19)



ie the control signal Vc is a linear combination of previous inputs Pref and outputs Vc . Equation (3.19) is characteristic of an Infinite Impulse Response (IIR) filter (Widrow & Stearns 1985), whose ‘length’ is nc + mc . If all the ‘feedback’ coefficients bj are set to zero, then equation (3.19) describes a Finite Impulse Filter (FIR). Note that all signals are normalised, which means that the controller parameters



ai and bj are nondimensional. A relevant question is the following: which filter structure, FIR or IIR, should be more adequate for active combustion control? FIR and IIR filter have first been widely used in active control of sound (Nelson & Elliot 1992, Kuo & Morgan 1996, 1999). In active noise cancellation, the error signal e(t) is minimized when its two components, the constant primary noise to be cancelled and denoted en , and the secondary noise produced by the controller and denoted ec , are in opposite phase (see (Ffowcs Williams 1984) for a review on anti-sound). Nelson & Elliot (1992) explains that if the input to the LMS-controller, often called the ‘reference signal’, is not affected by actuation, then a FIR structure is enough to stabilise the system. A typical example is the experiment of Dines (1984) in which the reference signal is the light emitted by a turbulent flame, which is not affected by the loudspeaker used as actuator. However, if the reference signal is affected by actuation, then an IIR structure is required, in which the feedback coefficients of the IIR filter cancel out the ‘acoustic feedback’ from the actuator to the reference signal (Nelson & Elliot 1992, Eriksson & Greiner 1987, Kuo & Morgan 1999). However, contrary to the case of active control of sound, in active combustion control the ‘primary noise’



en is affected by actuation, and typically control is achieved (ie the error signal e is minimized) when both the ‘primary noise’ en and the secondary noise ec tend
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to zero. Therefore, the reasons why a FIR or an IIR structure should be used are not as obvious as in active control of sound. Since the reference signal (typically the pressure signal Pref ) is modified by the control action in active combustion control, Billoud et al. (1992) and Kemal & Bowman (1996) suggested to use an IIR filter rather than a FIR filter by analogy with an active control of sound problem. For the sake of completeness, both FIR and IIR structures are considered in this chapter: equations are written considering an IIR structure, but the case of a FIR can be deduced in a straightforward way by setting the feedback coefficients bj to zero.



3.2.2 Control optimisation by the LMS algorithm The LMS algorithm gives an adaptive rule for the controller parameters ai and bj , aiming at minimizing the mean square error of the error signal e(t) (Widrow 1970). As explained by Billoud et al. (1992), and following the principle of active noise cancellation, e(t) will be minimized at each time t by destructive interferences: for instance, if



e(t) is the measured fluctuating heat release Q(t) (case a), then equa-



tion (3.18) gives



e(t) = Qn (t) + Qc (t); and



(3.20)



e(t) is minimized when Qn (t) and Qc (t) are in opposite phase. Note that



since Q is decomposed as Qn + Qc (equation (3.18)), the linearity of equation (2.12) implies that Pref can be expressed in a similar way, ie Pref



= Pc + Pn , where Pc



and Pn are the fractional fluctuating pressures due to Qc and Qn only, respectively. Hence, if e(t) is the measured fluctuating pressure Pref (t) (case b), then



e(t) = Pc (t) + Pn (t);



(3.21)
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e(t) is minimized by destructive interferences between Pc(t) and Pn (t). For



simplicity, we will discuss cases a and b simultaneously by writing



e(t) = en (t) + ec (t):



(3.22)



An important remark is that when control is achieved, ec and en are very close to zero. As mentioned in the previous section, this differs essentially from a classical active noise cancellation problem in which ec and en keep large amplitudes but have opposite phase once cancellation is obtained.



en Pref



controller



Vc



adaptation algorithm



D



+



ec +



error: e=ec+en



Figure 3.4: LMS control optimisation



The main difficulty in using the LMS algorithm for control of combustion instabilities arises from the fact that interference is not effective immediately at the controller output Vc , but takes place after a path



D including the actuator and



combustion process, as indicated in figure 3.4. Hence, the well-known ‘filtered’ LMS algorithm must be applied, and the filtered adaptive rule for the controller coefficients follows (Widrow & Stearns 1985):



ai (t + dt) = ai (t) e(t)Æi (t) for 0  i  nc



1
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bj (t + j dt) = bj (t) e(t) j (t) for 1  j  mc



(3.23)



where



Æi (t) = y (t idt) +



mc X



bk (t)Æi (t kdt)



k=1 mc X 



j (t) = w(t j dt) +



k=1



bk (t) j (t kdt):



(3.24)



y = DPref and w = DVc are respectively the filtered input and output of the controller, and the auxiliary path is



D = ec =Vc. For completeness, derivation of



equations (3.23) and (3.24) is given in appendix B. Therefore, it appears clearly that a System Identification (SI) procedure is required to get information on the auxiliary path



D and use it in the control algo-



rithm given in (3.25) and (3.19). This the subject of section 3.3. However, note that in our model,



D is known exactly, and hence in a first stage,



it is possible to test the adaptive control algorithm given in equations (3.23),(3.24) and (3.19) using this exact knowledge of D . The FIR structure gives very satisfactory results, as illustrated in figure 3.5(a). For the IIR structure, in a first step, as it was done by Feintuch (1976) and later on by Billoud et al. (1992) and Kemal & Bowman (1996), we simplify the algorithm (3.23)-(3.24) by neglecting the series on the right hand side of (3.24) as follows:



ai (t + dt) = ai (t) e(t)y (t idt) bj (t + dt) = bj (t) e(t)w(t j dt)



for for



0  i  nc 1 1  j  mc



(3.25)



Note that this simplification has no mathematical justification at all, it just makes the algorithm quicker and easier to implement. Our simulation shows that, for
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some operating conditions, the simplified algorithm given in (3.25) does not lead to control, while the exact algorithm given in (3.23)-(3.24) does (see figures 3.5). We observed also that whenever the simplified algorithm is successful at eliminating the combustion instabilities, the exact algorithm is, not surprisingly, successful as well. Therefore, we argue that the exact LMS algorithm given in (3.23)-(3.24) needs to be applied.



3.3 On-line system identification 3.3.1 On-line system identification issues As already mentioned, we need to know the transfer function



D between Vc and



ec in order to apply the control scheme described in section 3.2. Although D is known in our model, we assume that, as if we were performing an experiment, this transfer function needs to be determined. Therefore, a system identification (SI) procedure is implemented to estimate D on-line, ie at the same time as control is applied. Since the path



D will certainly vary over the range of operating con-



ditions for which control is required, the obtention of an on-line estimate of



D is



essential. An on-line SI using a FIR or IIR filter would be very easy to perform if ec was known, and the corresponding scheme is described in appendix C. In our simulation, ec is accessible, therefore the SI procedure detailed in appendix C can be implemented and leads very quickly to an accurate estimate of



D = ec =Vc,



as illustrated in figure 3.6. However, experimentally, only the global error signal



e = ec + en would be measurable, and various attempts to overcome this difficulty can be found in the literature. In Billoud’s experiment (Billoud et al. 1992), an off-line SI of the auxiliary path



D using a FIR filter is performed, at a stable
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(c) IIR structure using exact algorithm (equations (3.23)and (3.24))



Figure 3.5: Test of LMS-controller based on a FIR or an IIR structure, when the  1 = 0:08,  = 0:7, control ON at t = 0:15 s) path D is known (case b, M operating condition (in that case, en



= 0 and e = ec ). The major drawback of



an off-line SI is that the transfer function



D obtained is valid only at the specific



operating condition at which the SI has been done. Therefore, over the range of
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Figure 3.6: Accuracy of the on-line SI scheme described in appendix C and feasible if ec is known (case a: Qc =Vc is identified) operating conditions for which control is required, the estimate of D will be very poor and consequently limit the control performances as shown in (Evesque & Dowling 1998). Mohanraj & Zinn (1998) studied numerically an LMS-controller based on an IIR filter to control combustion instabilities. However, no SI was performed since the unknown path



D was replaced by a time delay determined by



trial and error. In (Kemal & Bowman 1996), an on-line SI of e=Vc using an IIR filter is implemented. However, since



e=Vc is different form D = ec=Vc , an estimator



had to be used to deduce ec from e (Kemal, Private Communication): hence a real on-line SI of



D could not be performed. In (Evesque & Dowling 1998), the algo-



rithm described in appendix C was implemented to identify e=Vc , and the transfer function so obtained was used in the LMS-controller algorithm. Although effective control was obtained with such a SI procedure, in subsequent, more detailed work, we have found that this procedure cannot be relied upon. It does give a very accurate estimate of e=Vc as shown in figure 3.7, but this is a very poor estimate of the required transfer function D



= ec =Vc .



Therefore, our goal is to define an on-line SI technique, based on the LMS algorithm, which uses only real time global quantities available in an experiment (for
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Figure 3.7: On-line SI of e=Vc (case a: Qc =Vc is identified) started at t = 0:15 s. ee =Vc is a good estimate of e=Vc but a poor estimate of ec =Vc



instance



Q(t) or Pref (t)), and which provides an accurate estimate of the transfer



function



D required in the control procedure. This is the subject of the next sec-



tion.



3.3.2 ‘2-Degrees-of-Freedom’ LMS for on-line system identification Gustavsson et al. (1977) explained that system identification in a closed loop system, such as our self-excited combustion system, is possible when an extra input signal is applied. Following this idea, a random noise VNoise (t) is superposed onto the controller output Vc (t), as shown in figure 3.8. In the simulation, VNoise (t) is a series of random values related by linear interpolation, which typically represents the signal produced by a random noise generator that could be used in an experiment. The adequate amplitude of VNoise to be used is discussed in section 3.4.4. The implementation of VNoise is very simple: equation (3.17) is replaced by
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error: e = (D*Vnoise) + (D*Vc+en) + e= ε ε 1



2



Figure 3.8: LMS control configuration using an on-line ‘2 degrees’ SI procedure







 1 d2 2 d + 1 Qc (t) / Vc(t + !c2 dt2 !c dt



ac ) + VNoise(t):



(3.26)



The basic idea of the ‘2-degrees’ SI method is to split out the measured error signal



e(t) into two terms : e(t) = 1 (t) + 2 (t)



(3.27)



where



1 = DVNoise 2 = en + DVc:



(3.28) (3.29)



1 contains all frequencies whereas 2 is dominated by the resonant frequencies of the self-excited flame. Then, a ‘2-degrees LMS’ algorithm is used to obtain the estimates 1e (t) and 2e (t) of 1 (t) and 2 (t) respectively. Essentially, the error signal minimized in this on-line SI procedure is es (t) = e(t)



1e (t)



2e (t)
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where 1e (t) is related to the signal VNoise (t) through an IIR filter whose coefficients are hi (t);



0  i  ns1



1, and lj (t); 1  j  ms1 :



1e (t) =



X1



ns1



i=0



X ms1



hi (t)VNoise (t



idt) +



j =1



lj (t)1e (t



j dt)



(3.30)



2e represents the portion of the measured error signal e which is dominated by the resonant frequencies of the self-excited oscillations. Therefore, 2e can be related through a second IIR filter to any global fluctuating quantity dominated also by the same frequencies, for instance Pref or Vc . Furthermore, in figure 3.7, a very accurate estimate of



e=Vc = en =Vc + D could be obtained, so we have some good



reasons to think that it will be possible to identify 2 =Vc . Therefore, 2e is related to Vc through another IIR filter whose coefficients are fi (t);



gj (t); 1  j  ms2 : 2e (t) =



nX s2 1 i=0



fi (t)Vc (t idt) +



ms2 X j =1



0



 i  ns2



gj (t)2e (t j dt):



1, and



(3.31)



Note that in equations (3.30) and (3.31), a FIR structure can be used by setting the coefficients lj and gj to zero. The IIR filter coefficients are updated in order to minimize the mean square error of es (t), hence



hi (t + dt) lj (t + dt) fi (t + dt) gj (t + dt)



= = = =



hi (t) + s es (t)VNoise (t idt) lj (t) + ses (t)1e (t j dt) fi (t) + s es (t)Vc(t idt) gj (t) + s es (t)2e (t j dt)



for for for for



0  i  ns1 1 1  j  ms1 0  i  ns2 1 1  j  ms2 (3.32)



where s is a convergence coefficient. In equation (3.32)y , the coefficients hi (t) y In



equation (3.32), the approximated LMS algorithm first suggested by Feintuch (1976) is used because in our very numerous simulations, an accurate SI was always obtained with the simplified algorithm (3.32).
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and lj (t) represent an instantaneous estimate of D



= ec =Vc , which are used in the



control procedure to calculate the filtered control input y and output w as follows:



X1 =0 X1



ns1 y (t)



=



w(t)



=



i ns1



i=0



X =1 X ms1



hi (t)Pref (t



idt) +



j



lj (t)y (t



j dt)



ms1



hi (t)Vc (t



idt) +



j =1



lj (t)w(t



j dt)



(3.33)



The global ‘2 degrees’ SI procedure is summed up in figure 3.9. For case a, figure 3.10(a) shows that the transfer function D is estimated rather accurately by this procedure: note how well the signals 1e (=Q1e in case a) and 1 (=Q1 in case a) match, in particular their phase. A relative large filter length is required (typically ns1



= ms1 = 20) for a satisfactory SI. The fact that this new SI works



fine validates the decomposition of



e into 1 and 2 described in equation (3.27).



Furthermore, with a ‘2-degrees’ SI procedure, control results are very satisfactory for both case a and case b, as shown in figure 3.10(b-c): the pressure oscillations are reduced to a residual random pressure fluctuation, which is due to the presence of



VNoise in the system. Note however that for case b, SI is not as accurate as for case a.



3.4 Simulation results The on-line SI scheme described in section 3.3.2 has been used in all the simulation results presented in this section.



3.4.1 Adaptation rate, filter length and filter convergence coefficient General remarks can be derived from our very numerous simulations:







the faster the adaptation rate, the better the control.
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adaptation algorithm



e ε 1e



Vnoise IIR or FIR



+



es = e - ε



IIR or FIR



Vc



ε 2e



error : 1e



- ε



2e



-



adaptation algorithm Figure 3.9: On-line ‘2 degrees’ SI procedure







Control is obtained by using very few filter coefficients : typically, in equation (3.19), nc



= mc = 2 for an IIR structure and nc = 10 for a FIR structure.



In general, a lower number of filter coefficients is required for an IIR than for a FIR.







The convergence coefficient



 has to be chosen between 0 and a maximum



value max in order to ensure convergence of the filter. Typically, the value of max decreases as the filter length increases, in agreement with the observations of Kuo & Morgan (1999). Furthermore, over the range [0; max ], there is an optimal value of



 for which the fastest control is obtained. However,



note that an IIR structure must be used with care since convergence will occur only if the IIR filter remains stable during adaptation (see the next section on the IIR instability).
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Figure 3.10: Success of ‘2-degrees’ on-line SI ( are switched ON at t=0.15s)



= 0:7, M 1 = 0:08, control and SI



3.4.2 IIR instability Theoretical aspects and simulation results



An IIR filter can be represented as a function of z after taking the Z-transform (Paraskevopoulos 1996) of equation (3.19):
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nP c 1



ai z i Vc = K (z ) = i=0P mc Pref 1 bj z j j =1



(3.34)



Contrary to the FIR filter, the IIR filter can become unstable if the poles of the function K (z ) are driven outside the unit circle (ie satisfy jz j > 1) during the LMS procedure (Widrow & Stearns 1985). It has been observed that for some choices of initial values for the controller coefficients, control is reached rapidly, whereas for some other choices, the IIR filter is driven towards instability and pressure oscillations start to diverge. In other words, as soon as a pole goes outside the stability domain, the gain of the controller transfer function K



= Vc =Pref becomes



very large and Vc diverges. This instability phenomenon can occur because, as explained by Widrow & Stearns (1985), the error surface (obtained when the mean square value of e(t) is plotted against any pair of filter coefficients) of an IIR filter is not quadratic, and therefore, while converging to a possible secondary minimum of this surface, the filter coefficients may be updated in such a way that some poles of



K (z ) (equation (3.34)) become unstable. Furthermore, it has been pointed out



by Mayyas & Aboulnasr (1998) that the transient error surface (ie at the beginning of adaptation) plays a crucial role and may hamper the convergence to the global minimum. Therefore, an IIR filter updated by the LMS algorithm can be attractive for practical implementations of active combustion control only if the IIR filter susceptibility to instability is overcome: it is the subject of the next section.



An efficient method to overcome the IIR instability The idea is to track the poles of K (z ) (equation (3.34)) during the adaptation procedure, and if a pole goes outside the stability domain (which is within the unit
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circle in the z -plane), then an action has to be taken to drive back the IIR poles into the stability domain: we chose a safe solution which consists of resetting the coefficients bj to zero. Similarly to the experiment of Kemal & Bowman (1996), the Laguerre’s method is implemented to calculate the poles of the IIR filter at each time step. Some practical aspects need to be pointed out. First of all, if we wait until a pole, on the route to instability, reaches the unit circle, then the output of the controller Vc may become very large. Therefore, in order to avoid a large control effort, it is necessary to switch the coefficients bj to zero earlier, when for instance the pole reaches the circle or radius



, with 0 <  < 1. Such resetting might



1



delay the control, but it is a very efficient way to avoid a large and brutal addition of fuel by the controller. Furthermore, it has been observed that control is faster if the phase of the controller transfer function



K (z ) is kept the same when the bj



are switched to zero. This can be easily achieved by changing at the same time the values of the other filter coefficients. Typically, if



K (z ) =



Vc (z ) Pref (z )



=



1 b1 z 1 b2 z 2



a0 + a1 z 1



then, whenever a pole becomes unstable, the following algorithm is performed:



a1 = a0 b1 + a1 b1 = 0 b2 = 0



(3.35)



Our simulation demonstrates that the LMS controller associated with the algorithm (3.35) performed when an IIR pole is found on the route to instability, remains stable and is efficient at achieving control, as illustrated in figure 3.11. This method of ‘tracking and resetting’ has been used in the simulation results shown in figures 3.10, 3.12 and 3.13.
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Figure 3.11: Efficiency of IIR poles tracking and resetting to prevent an IIR insta 1 = 0:08, control and SI are switched ON at t = 0:15s) bility ( = 0:7, M



3.4.3 Control under varying operating conditions The LMS controller developed in this chapter may have an interest for industrial applications only if it works properly for varying operating conditions. The adaptability of the controller is thus tested by varying the equivalence ratio  or the upstream mean Mach number M 1 . The change in  or M 1 is done after the controller has already reduced the pressure oscillations, in order to test how quickly the controller readapts and regains control. A change in  from the value 0.7 to the value
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0.5 increases the limit cycle amplitude of 30% (figures 3.12(a-b)), while a variation in



M 1 also modifies the frequency of the limit cycle: when M 1 is increased



from 0.08 to 0.095 (figures 3.12(c-d)), the unstable mode is shifted from 58 Hz to 63 Hz. Changes in M 1 or in  are well handled by the controller, as illustrated in figure 3.12 for case b. Similar control performances are obtained for case a. Note that simulation results shown in figure 3.12 correspond to a time delay ac



=



0 in equation (3.17). Control is also achieved for a delay ac of a few ms, but then the control effort Vc is increased.



3.4.4 Control in a noisy environment To simulate an additional fluctuating pressure of n% of the mean pressure, an incoming pressure i(t) at x



= 0 is assumed. This leads to an additional term on the



right hand side of equations (3.12) and (2.12) (see (Dowling 1997) for details). By choosing i(t) to be a series of random values whose maximum normalised amplitude is



n=100, we simulate a white noise with broadband frequencies. Since the



series of random values depends upon the initial value given to start the series, a statistical study can be carried out. For a given noise i, control is applied and from the temporal signal



Pref (t), the pressure power density Pwi (dB) = 10 log(jPwi j2 )



(where Pwi is the FFT of Pref ) is calculated with MATLAB. This operation is repeated N times with N different noise sequences corresponding to a random starting value and the same maximum amplitude. The mean of the N pressure power densities is then calculated :



Pwav



1 = N



N X i=1



!



Pwi



In the presence of an additional fluctuating pressure of



(3.36)



n = 10%, the controller



manages to reduce significantly the fundamental frequency of oscillations and its
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harmonics for cases a and b (see figures 3.13(a) and 3.13(b)). However, it has to be noticed that when the controller noise VNoise introduced for SI is increased excessively, the global level of noise in the system can become substantial. Therefore, a trade-off on the level of VNoise has to be found in order to both ensure an accurate on-line ‘2-degrees’ SI and maintain the quality of control :



n=2 seems to be an



optimal value for the normalised amplitude of VNoise and has been used in all the simulation results presented in this chapter.



3.4.5 Comparison with a robust controller A robust controller, designed based on the modern



H1 loop-shaping technique



(McFarlane & Glover 1990, 1992), has been developed by Chu et al. (1998), using the model of Dowling (1999) that we are implementing in our simulation. It appears then very relevant to compare the performances of the LMS controller (which is model independent) with those of the robust controller (which is model dependent) on the same simulation. Figure 3.14 illustrates simulation results obtained with the



H1 controller for



the same test cases as in figure 3.12. Control of combustion oscillations is achieved after 0.1 or 0.2 s, which is nearly 10 times faster than with the LMS algorithm. This result is not surprising since the LMS controller needs to ‘learn’ first about the system it is trying to control, while the robust controller can act directly since all the information on the system was provided already during the model-based control design. Figure 3.14 shows also that small changes in the operating conditions are very well tolerated by the robust controller which has been designed for the particular operating point ( % in



= 0:7, M 1 = 0:08). However, a change of more than 15



M 1 for instance prevents the robust controller from successfully controlling



the instability. On the contrary, the LMS controller is able to maintain control for
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Figure 3.13: Control in the presence of a background noise : Pwav before and after control as a function of frequency



repeated changes in the operating conditions. Note that in the results presented in figures 3.12 and 3.14, the amplitude of the control signal Vc has been limited to a maximum value of 0.15, which corresponds to the use of 15% of extra fuel for control purposes. This is in an ad-hoc method for limiting the control effort, that we decided to implement because, in practice, a limitation on the amount of fuel used for control is desirable for obvious economic
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reasons and to avoid flame extinction. Introducing an amplitude saturation on Vc increases the settling time, since Vc saturates for a while before decreasing once control is achieved (compare figures 3.11 and 3.12 for instance).



3.5 Discussion and conclusions Several theoretical results have been obtained which can help understanding the difficulties encountered in the reported experimental implementations of a LMS controller to control combustion instabilities (Billoud et al. 1992, Kemal & Bowman 1996). First, it was highlighted that a term in the adaptive rule for the IIR filter coefficients had been neglected by Billoud et al. (1992) and Kemal & Bowman (1996) without mathematical justification, and that such a simplification can mislead the gradient search algorithm. Second, an accurate on-line estimate of the path



D has been obtained via a novel 2-parameters SI procedure: this is a major



improvement over the reported experiments where no proper on-line SI procedure could be achieved. Finally, an efficient algorithm to overcome the IIR instability has been implemented. Once these theoretical difficulties had been solved, our LMS-controller, based either on a FIR or an IIR filter, could successfully control combustion oscillations in a simulation based on a nonlinear model of a ducted flame (Dowling 1999), both in the presence of a background noise and under varying operating conditions. However, the LMS algorithm applied to a FIR or IIR filter and described in appendix B relies on several assumptions whose validity is questionable, which means that no guarantee on the long-term stability of the LMS controller can be provided. First, a ‘filtered’-LMS algorithm must be applied because the controller output voltage Vc does not interfere directly with the combustion system, but only
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D. However, the conceptual swap between the con-



troller transfer function and



D made in the derivation of the adaptive rule for



the controller parameters (see equation (B.1)) is valid only if the controller coefficients and D are varying ‘slowly’ (Widrow & Stearns 1985), which is certainly not true especially at the beginning of control. Secondly, contrary to a classical active control of sound configuration for which LMS-based controllers were first developed (Nelson & Elliot 1992), the ‘primary noise’ en is influenced by the control action and is therefore not constant: in particular, for an unstable combustion system



en = 6 0, and once control is achieved en = 0. Therefore, the assumption made in the derivation of the LMS algorithm described in appendix B that @en (t)  @ec (t) @ai



@ai



can be questionable. Thirdly, in the case of several filters adapted at the same time (for control and system identification), divergence of the coefficients can occur, especially when the input signal of each filter is not decorrelated (Widrow & Stearns 1985). Finally, and this is the essential limitation in the LMS controller, the number of coefficients required to achieve control and the convergence coefficients used in the adaptive rule are obtained by trial and error: no closed-loop stability analysis is made to justify which control structure is guaranteed to stabilise the system in the long term. Therefore, using a LMS controller based either on an IIR filter or on a FIR filter, no guarantee on the long term closed-loop stability of the system can be provided. Therefore, in the two following chapters, a new adaptive control design is proposed which overcomes this essential limitation of the LMS controller for full-scale implementations.



Chapter 4 Self Tuning Regulator for systems without time delay The aim of this chapter is to develop a stable adaptive controller guaranteed to control the general class of self-excited combustion systems described in chapter 2, for the particular case of open-loop systems without time delay (tot



= 0). First,



general remarkable structural properties of the combustion system to be controlled will be derived, which are valid under four non-restrictive assumptions. Then, the minimum fixed controller structure guaranteed to stabilise the combustion system will be presented, followed by a description of an adaptive version, called STR, of this fixed controller. Finally, some specific extensions of the control design will be described: introduction of an amplitude saturation on the control signal Vc , and particular case of a high relative degree plant. The chapter is concluded with simulation results.
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4.1 Non-restrictive assumptions on self-excited combustion systems We consider the general one dimensional open-loop combustion system described in chapter 2. Four general, non-restrictive assumptions on the physical system are made:



(I) We assume that the pressure reflection coefficients



Ru (s) and Rd (s) at the up-



stream and downstream boundaries of the combustor satisfy the following relationship in the half plane Real(s)  0:



jRu(s)j < 1 jRd(s)j < 1:



(4.1)



Physically, this means that the amplitude of the reflected wave at a combustor boundary is smaller than the amplitude of the incoming wave, and may include some time delay. Simple duct terminations like open and choked ends trivially satisfy this condition, provided appropriate energy loss mechanisms are included. In appendix D, we show that condition (4.1) is also satisfied by reflection from general pipework configurations with negligible mean flow.



(II) The flame is stable when there is no driving velocity u1 , which means that the poles of the flame transfer function



H (s), defined in equation (2.15), are ‘sta-



ble’ (ie, are in the half plane Real(s) < 0 and so lead to eigenmodes with negative growth rate). (III) The flame response has a limited bandwidth, ie H (s) ! 0 when s ! 1.
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Wac (s) has no unstable zeros. This is the case of a



simple valve modulating the fuel supply.



The assumptions (II) and (III) on the structure of the flame transfer function H (s) fit many flame models given in the literature, including premixed flames (Fleifil et al. 1996, Dowling 1999) and LPP systems (Schuermans et al. 1999, Lieuwen & Zinn 1998, Peracchio & Proscia 1998, Hubbard & Dowling 1998).



4.2 General structural properties of the open-loop system 0( ) useful for control design



Ws



From the wave description of linear perturbations given in chapter 2, we have obtained that the general one dimensional open-loop actuated combustion sysP



(s)



tem represented in figure 2.1 is characterised by a transfer function W (s) = Vref c (s) which can be written in a particularly convenient form:



W (s) = e



stot W



0 (s);



ie the product of a pure time delay and the transfer function



(4.2)



W0 (s) defined in



equations (2.26) or (2.28) for a pressure measurement Pref made upstream or downstream the flame, respectively. We will now show that, under the assumptions (I)-(IV), a finite dimensional approximation of



W0 (s) has some general structural



properties that are useful for the control design proposed later in this chapter. For the sake of clarity, only the case of an upstream pressure measurement is considered here (ie we will study the expression of



W0 (s) given in equation (2.26)), but



similar results can be derived for a downstream pressure measurement, using the expression of Pdu (s) given in (2.29).
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4.2.1 Finite dimensional approximation of W0 (s) The control design proposed in this chapter assumes a linear finite dimensional expression of the open-loop transfer function



W0 (s). Therefore, the ‘infinite di-



mensional’ expression of W0 (s) given in equation (2.26) and which contains many time delays needs to be expanded into a rational form. This is achieved by applying the Pad´e approximation technique (Baker & Graves-Morris 1996) for each exponential term of W0 (s). This technique has been widely used in handling sys







L tems with time delays. We will use the notation M f (s) to denote the



(L; M )th



order Pad´e approximant of a function f (s), which is a rational function whose numerator has order



L and denominator order M . This rational function is chosen



such that the first L + M



+ 1 terms in its power series will match those of f (s), ie 







L f (s) = + O(sL+M +1): M f (s)



(4.3)



Equation (4.3) shows that the frequency range over which the Pad´e approximation is valid increases with the value of



L and M . In sections 4.2.2 to 4.2.4, we



demonstrate that a rational approximation of W0 (s) (with L and M possibly very large for an accurate approximation over a large frequency range) satisfies some remarkable structural properties. Note however, that the properties derived in sections 4.2.2 and 4.2.4 are valid even before the Pad´e expansion is made. It is only the property of section 4.2.3 regarding the relative degree of W0 (s) which assumes a rational form for W0 (s).
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4.2.2 The zeros of W0 (s) are stable (ie are situated in the s-halfplane Real(s) < 0): W0(s) is said to be ‘minimum phase’ First, it is evident from equation (2.26) that the poles of the flame transfer function



H (s) become zeros of W0 (s). As noted in assumption (II), the condition that the flame is stable when there is no driving velocity u1 ensures that these zeros are all in Real(s) < 0. Therefore H (s) does not introduce unstable zeros for W0 . Secondly,



G(s) appears at the numerator and the denominator of W0 (s), therefore its poles do not influence the zeros of W0 (s). Thirdly, Wac (s) has no unstable zeros (assumption (IV)). Fourthly, the numerator of W0 includes G(s) defined in equation (2.13) and



F (s) defined in equation (2.23), and therefore is the product of terms of the form K1 (s) + K2 (s)e



s , where



 is a time delay, and jK1 (s)=K2 (s)j > 1 for Real(s)  0



(because the reflection coefficients



Ru (s) and Rd (s) have modulus strictly smaller



than 1 for Real(s)  0, and also because jX12 j > jY12 j). These factors have no zeros



in Real(s)  0: indeed, at a zero we have



e



s



K1 ( s) ; K2 (s)



=



(4.4)



which cannot be satisfied in the half-plane Real(s)



 0, because there je s j  1,



while jK1 (s)=K2 (s)j



> 1. We need to check that this remains true after a suitable



e



s . After the Pad´e approximation is made, one has to solve



Pad´e expansion of



equations of the type 



L M



 e



s



=



K1 (s) ; K2 (s)



(4.5)



W0 . Baker & Graves-Morris (1996) introduce the concept of A-acceptability for rational functions: a rational function R(z ) in order to find the remaining zeros of



is A-acceptable if



jR(z)j < 1 for Real(z) < 0.



They go on to prove that the Pad´e
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[L=M ]ez is A-acceptable provided that



M = L, L + 1 or L + 2. Therefore, with such a choice of L and M , we obtain that



j [L=M ]e j < 1 s



However, in



jK1(s)=K2(s)j >



for



1 for Real(s)



Real( s ) < 0:







(4.6)



0, so equation (4.5) has no roots



Real(s) > 0. On Real(s) = 0, the numerator and denominator of the Pad´e



approximant



[L=M ]e



s



are complex conjugate when



L = M , which means that



j [M=M ]e j = 1 in Real(s) = 0. Hence, since jK1(s)=K2(s)j > 1 for Real(s) = 0, s



equation (4.5) has no roots on Real(s) = 0, when L = M . Therefore, it has been proved that all the zeros of W0 are stable, provided that the (L; M )th order of each Pad´e approximant is chosen so that M



= L, for any M .



4.2.3 The relative degree of W0(s) is equal to the relative degree of the actuator transfer function An essential feature required for the STR design is the relative degree n of denoted n (W0 ), which is the degree of the denominator of



W0 ,



W0 minus the degree



of its numerator. n (W0 ) is the sum of the relative degrees of the various factors of



W0 (s). Again working from the definition from the definition of W0 in (2.26):



 n (G(s)) = 0 when the (L; M )th order Pad´e approximant for each exponential term e s and e s which appear in equation (2.13) satisfies L  M (we asu



d



sume that Ru (s) and Rd (s) have a relative degree equal to zero, as described in appendix D).







similarly, n (F (s)) =



0 when the (L; M )th order Pad´e approximants for each



exponential term in F (s) satisfies L  M .
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 n (H (s))  0 since the flame has a limited bandwidth response (assumption (III)). Therefore, H (s) does not affect the relative degree of W0 . Finally, it appears that the relative degree of W0 is equal to the relative degree of the actuator transfer function Wac , when each Pad´e approximant [L=M ] satisfies



L  M. 4.2.4 The high frequency gain of W0 (s) is positive The STR design requires information on the sign of the high frequency gain k0 of



W0 , which is defined as follows (Narendra & Annaswamy 1989): Z (s) W0 (s) = k0 0 ; R0 (s)



(4.7)



where k0 is a constant, and Z0 (s) and R0 (s) are two monic polynomials. To find



sign(k0 ), we simply need to find equivalent expressions at large s for each factor in the finite dimensional approximation to



W0 (s). As noted in assumption (III),



H ! 0 for s ! 1. Furthermore, n (G) = 0, so that 1 G(s)H (s)  1



for



s ! 1:



(4.8)



W0 are terms of the form 1 + R(s)e s , where  is a time delay. Make a Pad´e approximation: e s = [L=M ], with L = M . Hence the high The other factors of



frequency gain of [M=M ] is ( gain h of



1)M . In appendix D is shown that the high frequency



R(s) satisfies jhj < 1. Therefore, the high frequency gain 1 + h( 1)M of



the term 1 + R(s)e s has the same sign as 1. Finally, at high frequencies, the gain of W0 is easily found to be positive when each Pad´e approximant [L=M ] in W0 (s) satisfies L = M . a



monic polynomial denotes a polynomial whose leading coefficient is unity
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4.2.5 Remarks on the structural properties of W 0(s) There is a straightforward reason why



Pref =Vc = W0 (s)e For



Real(s)







W0 (s), in the open-loop transfer function



stot , has the simple properties outlined in sections 4.2.2 and 4.2.3.



0, the amplitudes of the oscillations do not decrease with time



and assumption (I) regarding the combustor boundary conditions ensure that the largest contribution to Pref is from the acoustic wave leaving the combustion zone, rather than the waves subsequently reflected from the boundaries. Under these circumstances, the main structure of inated by the properties of



W0 (s) in equations (2.26) and (2.29) is dom-



Wac (s), the actuator dynamics, the other multiplying



factors do not introduce unstable zeros nor affect the relative degree. It is interesting to note that this argument remains true if the form of actuation is a loudspeaker, provided the loudspeaker is located within the combustion zone. However, this situation is more complicated when the loudspeaker is at a general axial position in the combustor. Then, since the combustion zone is an active component, it can reflect a wave of greater amplitude than the incident wave: if



Rf denotes the reflection coefficient at the flame, jRf j > 1 is possible even in



Real(s)







0 (Poinsot et al. 1986). Under these circumstances, Pref =Vc can have



unstable zeros for some positions xref . The property derived in section 4.2.2 is therefore not true for general loudspeaker axial positions. This is consistent with the observations of Annaswamy et al. (1997b) who calculated Pref =Vc for a particular idealised combustor with loudspeaker actuation. They found that no simple relationship could be derived between the locations of the sensor, actuator and flame, and the zeros stability. For instance, for the particular case of sensor and actuator collocated at the flame, their open-loop plant Pref =Vc had no unstable zeros. However, for the particular case of fuel forcing, the open-loop transfer function satisfies the properties derived in sections 4.2.2 to 4.2.4, which greatly help in the
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control design, as shown in the following sections.



n



4.3 Fixed regulator design for 



2



We have shown that for fuel actuation the open-loop transfer function



W (s) =



Pref (s)=Vc(s) is the product of a pure time delay tot and a transfer function W0 (s), which is rational after a Pad´e expansion is made, and which satisfies some remarkable structural properties derived in section 4.2. In this chapter, we are interested in the particular case tot



= 0, and propose an adaptive controller design



in two steps: first a fixed controller structure is proposed, based on root-locus ideas, which is the minimum structure guaranteed to stabilise the open-loop process



W0 (s). This is the subject of the current section. In a second step, the fixed



controller is made adaptive, and this will be done in section 4.4. It is clear from equation (2.25) that tot injected and burnt with no time delay (ac measured in the combustion zone (xref



= 0 requires that the control fuel is



= 0), and that the reference pressure is



= 0).



After W0 (s) has been made rational, the general open-loop combustion process to be controlled is described by



W0 (s) =



Pref (s) Z (s) = k0 0 Vc(s) R0 (s)



(4.9)



where k0 is a positive constant (this is the result of section 4.2.4), and Z0 and are two monic polynomials. Furthermore, Z0 and



R0



R0 are ‘coprime’ polynomials,



which means that they have no common factors. From section 4.2.2, we also know that Z0 is a stable polynomial (ie it has only zeros in Real(s)



< 0), whereas R0 (s)



has unstable zeros since our system exhibits self-excited oscillations. Finally, if R0
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has degree n (note that n increases with the Pad´e expansion order, therefore n can



n where



be very large), Z0 has degree n



n = n (Wac (s))



(4.10)



Equation (4.10) is the result of section 4.2.3. Further, most practical fuel injection systems have a relative degree of 1 or 2 (see for instance equation (3.17)). Therefore we have



1  n  2:



(4.11)



To the open-loop system (4.9), we will apply an active feedback loop



Vc = K (s): Pref



(4.12)



The aim of the regulator K (s) is to stabilize the system, ie to make all the closedloop poles stable. Combining equations (4.9) and (4.12) shows that these poles are the zeros of



Rcl (s) = R0 (s) + K (s)k0 Z0 (s): The regulator transfer function



(4.13)



K (s) is to be determined using roots locus argu-



ments (Dorf & Bishop 1995).



If n (W0 ) = 1, consider the controller transfer function



K (s) = kc;



(4.14)
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where kc is a constant. Then the closed-loop poles are the zeros of the



Rcl (s) = R0 (s) + k0 kc Z0 (s): For jkc j ‘large’, n



1 zeros of Rcl (s) will be moved towards the n



of k0 Z0 (s). Investigation of the large



(4.15)



1 stable zeros



jsj asymptotic form of Rcl (s) shows that the



nth zero of Rcl (s) is also stabilised if sign(kc) = sign(k0 ). Therefore, a finite value kcmin > 0 exists such that



jkcj > kc ; sign(kc) = sign(k0) min



(4.16)



is a necessary and sufficient condition to stabilize our minimum phase plant of relative degree 1.



If n (W0 )



= 2, and the regulator K (s) defined in equation (4.14) is used, then a



large jkc j will guarantee that n



2 zeros of Rcl (s) will be moved towards the stable



zeros of k0 Z0 (s). The two remaining complex conjugate roots of Rcl (s) = 0 will be moved towards the stable half plane Real(s) < 0 only if



X



(zeros of R0 )



X



sign(kc) = sign(k0 ) (zeros of Z0 ) < 0:



(4.17)



As explained by Dorf & Bishop (1995), equation (4.17)b guarantees that the asymptote centroid of the root locus is situated in the left half plane Real(s)



< 0. How-



ever, since (4.17)b is not true in general, a better strategy is to use the following regulator:



K (s) = kc



s + zc ; s + pc



(4.18)
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where pc and zc are some positive constants such that pc



> zc . K (s) defined in



equation (4.18) corresponds to a phase-lead compensator, which adds phase, ie damping, in a frequency range [zc ; pc ]. Then the closed-loop poles are the zeros of



Rcl (s) = (s + pc)R0 (s) + k0 kc(s + zc )Z0 (s): For a ‘large kc ’ and an adequate choice of zc and pc , the



(4.19)



n zeros of Rcl (s) can be



moved towards the left half plane. More precisely, a finite value kcmin



> 0 and



some positive constants pc and zc exist such that



jkcj > kc



min



sign(kc) = sign(k0 ) (zeros of Z0 ) < pc zc



X



X



(zeros of R0 )



(4.20)



is a necessary and sufficient condition to stabilize a minimum phase plant of relative degree 2 with the regulator



K (s) defined in equation (4.18). Notice that the



phase-lead compensator (4.18) is also guaranteed to stabilize a minimum phase plant of relative degree 1. In the rest of the chapter, the first order compensator



K (s) given in equa-



tion (4.18) will be implemented as shown in figure 4.1. The feedback transfer function for this system is given by



Vc =



k 2 Vc s + zc



k1 Pref



(4.21)



k1 (s + zc ) Vc = : Pref s + zc + k2



(4.22)



ie
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It is clear from equations (4.22) and (4.18) that k1 represents the gain kc and k2 determines the phase lag pc in K (s).



i



+



Pref



Vc ko(Zo/Ro)



-



k2/(s+zc) k1



Figure 4.1: Fixed low-order controller structure for tot



= 0, n   2



However, the major drawback of the fixed phase lead compensator



K (s) de-



fined in equation (4.18) is that a cautious choice of pc is necessary if the inequality (4.20)c is to be guaranteed without detailed knowledge of the plant. This in turn can mean that the gain kc required to achieve control is large, especially to ensure stabilization under varying operating conditions, ie under uncertainties in the unstable frequencies !u . A large kc means a large control effort, which is to be avoided. Therefore, to improve the response of our first order compensator



K (s) (equation (4.18)) under varying operating conditions, one can choose a fixed zc > 0, and make the other control parameters kc and pc (ie k1 and k2 ) adaptive. This is the topic of section 4.4.



n



4.4 Adaptive regulator design for  It was shown in section 4.3 that a first order regulator



2



K (s) = kc(s + zc )=(s + pc)



is enough to stabilize our combustion process which is minimum phase and of relative degree less or equal to 2. The adaptive version of this regulator, called Self-Tuning Regulator (STR), is given in figure 4.2, where the arrow crossing a



Chapter 4: Self Tuning Regulator for systems without time delay



73



circle indicates an adaptive control parameter.



i



+



Pref



Vc ko(Zo/Ro)



-



1/(s+zc) k1 k2



Figure 4.2: Low order adaptive controller for tot



= 0, n  2



With this controller structure, the closed-loop transfer function between some input noise i and Pref is



Pref (s) k (s + zc )Z0 (s) = Wcl (s) = 0 ; i(s) Rcl (s)



(4.23)



and the closed-loop poles are the roots of



Rcl (s) = (s + zc + k2 )R0 (s) + k1 k0 (s + zc )Z0 (s); where zc



(4.24)



> 0 is fixed, and two controller parameters, k1 (t) and k2 (t), are tuned. It



is clear from equations (4.24) and (4.19) that k1 represents the gain kc of the fixed regulator K2 (s), while k2 is used to tune pc . In the following, vectors are denoted in bold characters and T denotes the transpose of a vector. We introduce:







the unknown controller parameter vector k(t)T =[



~=k ror parameter vector k



k1 (t); k2 (t)], and the er-



k, where  denotes a value for which closed-loop stability is achieved. The existence of k has been proved in section (4.3): we
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showed there that the two parameters k1 and k2 of a simple first order compensator could be chosen to ensure the closed-loop stability of our combustion system. The closed-loop transfer function, defined in equation (4.23), and corresponding to the choice k = k , is denoted Wcl (s).







d(t)T = [Pref (t); V (t)], where V (t) = s+1zc [Vc(t)] and zc is a positive constant. In an experiment, d can be determined at each t from the the data vector



measurement Pref and known Vc .



The aim of this section is to find an updating rule for the control parameter vector



k that is guaranteed to converge to a value k



which stabilises the self-



excited combustion system.



Case (i) :



n (W0 ) = 1. This corresponds to a case for which Narendra & An-



naswamy (1989) have developed a STR. However, we will repeat the main points of their argument because they provide the background to our novel STR for the case with time delay which is presented in chapter 5. When n (W0 ) = 1, the closedloop transfer function



Wcl (s) has also a relative degree equal to 1 and is ‘Strictly



Positive Real’ (SPR): this property essentially means that the poles and zeros of



Wcl (s) are all stable, that its poles are ‘close’ to its zeros and that its high frequency gain is positive. The strictly positive realness of Wcl (s) results from the fixed control design in section 4.3, and is the essential property required to develop a global stability analysis based on Lyapunov’s direct method (Narendra & Annaswamy 1989). Such a method aims at finding adaptive laws for



k which are guaranteed



to converge to a value k which stabilises the self-excited combustion process. Essentially, the strictly positive realness of



Wcl (s) implies that it is possible to find



a quadratic positive function Vl , that decays in time when k is updated correctly. Such a function Vl is referred to as a ‘Lyapunov function’, and can be viewed as an
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energy function: if this function decreases, it implies that the system is stabilised. To summarize the results of Narendra & Annaswamy (1989), when



W0 has a rel-



ative degree equal to 1, the STR which guarantees the stability of the system is described by:



Vc (t) = kT (t):d(t) k_ (t) = Pref (t)d(t):



(4.25)



To better understand the Lyapunov’s stability direct method, the essential steps of the proof (lemma 5.1 and 2.12 of Narendra & Annaswamy (1989)) leading to the derivation of equation (4.25) are reproduced in the following. The closed-loop adaptive system considered (and shown in figure 4.2) can be represented in an abstract manner as indicated in figure 4.3, where the product of the error parameter



~ with the data vector d plays the role of a disturbance to the system which vector k is described by the SPR transfer function



Wcl (s). Consequently, the so-called un-



derlying error model is written as



Pref (t) = Wcl (s)[k~T (t):d(t)]:



(4.26)



A time domain representation, also called state space representation, of equation (4.26) follows: 



x_ = Ax(t) + b k~T (t):d(t) Pref (t) = hT :x(t);







(4.27) (4.28)



(A; b; h) is the state representation of Wcl (s) (which means that Wcl (s) = hT (sI A) 1 b where I is the identity matrix) and x is called the state vector. Physwhere



ically, the



n components of the state vector characterize the dynamic behaviour
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Wcl*(s) Vc



i



~



k2/(s+zc)



+



+



-



-



Pref



Vc ko(Zo/Ro)



Pref



~



k1



1/(s+zc) k1* k2*



~T



k.d



Figure 4.3: Abstract representation of adaptive system shown in figure 4.2



of the system. Since



Wcl (s) is SPR, lemma 2.4 in (Narendra & Annaswamy 1989)



states that given a matrix Qm symmetric strictly positive, there exists a matrix Pm symmetric strictly positive, such that



AT Pm + PmT A = Qm Pm b = h:



(4.29)



The Lyapunov function candidate is



Vl = xT Pm x + k~ T k~



(4.30)



which is positive definite. Using equations (4.27), (4.28) and (4.29), the time derivative of Vl is obtained:



V_l =







xT Qm x + 2k~  Pref d + k~_



Choosing the adaptive rule for



k







(4.31)



as indicated in equation (4.25) ensures that



V_l = xT Qm x and therefore is negative. This proves that k~ and x are bounded. Then equation (4.27) implies that x_ is bounded. Finally, lemma 2.12 (Narendra &
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Annaswamy 1989) shows that x, hence Pref , is guaranteed to converge asymptotically to zero.



Case (ii) :



n (W0 ) = 2. In this case Wcl has all the properties required to be a



SPR transfer function, except that it has relative degree 2y . However, the approach of Annaswamy et al. (1998) shows that modifying the control signal Vc as indicated in figure 4.4 effectively makes the closed-loop transfer function have relative degree 1, and consequently allows an analysis similar to case (i). Following the approach of Annaswamy et al. (1998), we write



Vc (t) = (s + a)[kT (t):da (t)]



(4.32)



where da (t) = s+1 a [d(t)]. After some simple algebra, Vc can be written as



Vc (t) = kT (t):d(t) + k_ T (t):da (t):



(4.33)



Now the underlying error model is given by



Pref (t) = Wcl (s)(s + a)[k~T (t):da (t)] = Wm (s)[k~T (t):da (t)]; where



(4.34)



Wm (s) = (s + a)Wcl (s) is the modified closed-loop transfer function of



our system, which has relative degree 1 and is SPR. Similarity of equations (4.34) and (4.26) shows by inspection that lemmas 5.1 and 2.12 (Narendra & Annaswamy 1989) can be applied and that the STR that will guarantee the stability of the system is given by:



Vc(t) = kT (t):d(t) + k_ (t)T :da (t) k_ (t) = Pref (t)da(t): ya



SPR transfer function has a relative degree equal to 0,1 or -1



(4.35) (4.36)
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Vc



k



1/(s+a)



d



s+a



da Figure 4.4: Modification of the control input Vc



An important remark is that the STR described for the case n (W0 ) = 2 will also work if n (W0 )



= 1, which means that even if the actuator dynamics is not very



well known in practice, the STR design given in equation (4.36) is guaranteed to give satisfactory results. Also note that for the case of a plant with a negative high frequency gain k0 , the sign of the adaptive rule for k needs to be changed, which means that a more general expression of equation (4.36) is



Vc(t) = kT (t):d(t) + k_ (t)T :da (t) k_ (t) = sign(k0 )Pref (t)da(t):



(4.37)



4.5 Amplitude saturation of the control signal 4.5.1 Motivation and principles of amplitude saturation of V



c



Active control by fuel modulation aims at reducing the combustion oscillations occurring in a self-excited combustion system. For obvious economic reasons, the extra fuel added in the system for control purposes should be as small as necessary. Further, large unsteady fuel fluctuations could extinguish the flame or lead to unacceptable chemical emission levels. In other words, it would be desirable to achieve and maintain control while the maximum amplitude of



Qc remains a



small percentage of the maximum amplitude of the global fluctuating heat release
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Q. In practice, a saturation limit on the amplitude of the control signal Vc could easily be implemented, ensuring that Qc is not ‘too large’. However, such a saturation procedure, illustrated in figure 4.5, significantly compromises the stability and convergence properties of the adaptive closed-loop system. In sections 4.5.2 and 4.5.3, we will show how an amplitude saturation on the control effort Vc can be included in the control design, so that the STR still guarantees the stability of the closed-loop system, ie is still guaranteed to achieve and maintain control of the combustion instability.



i



+ -



Vunsat



-



Pref



Vc



saturation block



ko(Zo/Ro)



1/(s+zc)



k1



k2



Figure 4.5: Low order adaptive controller for tot saturation on the control input Vc



= 0, n 







2 and amplitude



It has been shown in the previous section that without amplitude saturation on Vc , the STR guaranteed to stabilise the self-excited combustion system (4.9) is defined by



Vc(t) = kT (t):d(t) + k_ (t)T :da (t) k_ (t) = Pref (t)da(t):



(4.38) (4.39)



When an amplitude saturation on Vc is added, the unsaturated control signal, denoted Vunsat , is still obtained using equation (4.38), ie



Vunsat (t) = kT (t):d(t) + k_ (t)T :da (t)



(4.40)
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d and da are based on the saturated signal Vc, ie d = [Pref ; V ] with V = 1 1 s+zc [Vc ], and da = s+a [d]. However, the actual signal sent to the fuel injection where



system is the saturated signal Vc , which is defined as follows:



Vc(t) =







Vunsat (t) if sign(Vunsat ):Vlim if



jVunsat(t)j < Vlim jVunsat(t)j  Vlim



(4.41)



where Vlim is a constant positive value chosen to limit as required the amount of fuel used for control. In the following, we show using a Lyapunov stability analysis how the adaptive law (4.39) for the controller parameters must be modified to guarantee the stability of the closed-loop system in the presence of the amplitude saturation on



Vc . 4.5.2 Closed loop plant W



m



s



( )



known



We have seen in section 4.4 that without amplitude saturation on Vc , the so-called underlying error model of our system is given by



Pref (t) = Wm (s)[k~T (t):da (t)]



(4.42)



where Wm (s) = (s + a)Wcl (s) is SPR, and Wcl (s) is defined in equation (4.23) with the choice k = k . In the presence of magnitude saturation of the control input, we define



 = Vc



Vunsat



(4.43)



where Vunsat and Vc are respectively the input and output of the saturation block. Then the underlying error model becomes
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Pref (t) = Wm (s)[k~T (t):da (t) + a ]



(4.44)



where



a =



1 [ ] s+a



(4.45)



plays the role of an extra disturbance in the system, and da is based on the saturated control signal Vc . As suggested by K´arason & Annaswamy (1994), the control parameter vector



k in the presence of an amplitude saturation on Vc should be updated as follows k_ (t) = Pnew (t)da(t)



(4.46)



Pnew (t) = Pref (t) Wm (s) [a (t)] :



(4.47)



where



A physical interpretation of the modified adaptive rule (4.46) is that the pressure signal used in the adaptive rule for



k must represent an accurate measure of the



instability to be damped. Therefore, it is necessary to used Pnew and not Pref in the adaptive law (4.46), because in Pnew the component



Wm (s) [a (t)] due to the



saturation block in the feedback control loop has been removed. We show in the following that the adaptive law (4.46) guarantees that Pref converges asymptotically to zero under some further conditions. Equations (4.44) and (4.47) can be combined to give h



Pnew (t) = Wm (s) k~T (t):da (t)



i



(4.48)
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Then lemmas 5.1 and 2.12 of Narendra & Annaswamy (1989) show that the updating law (4.46) guarantees the asymptotic convergence of Pnew to zero and the



~. boundedness of the control parameter error k However, the proof is not complete yet since we need to show that Pref , not only Pnew , is guaranteed to converge to zero using the adaptive rule (4.46). The following theorem, denoted theorem 1, is demonstrated in appendix E: Theorem 1 Consider the adaptive system of figure 4.5, represented by the underlying error model (4.44).



~ satisfies kk~ k  km where km is a positive constant. Then Pref is guaranteed Assume that k to tend to zero if the two following conditions are simultaneously satisfied: (i) the bound km is such that



km  where the matrices Pm and



min Qm 2kPm bkkC k



(4.49)



C , the vector b and the positive real min



Qm are defined in



appendix E and depend on the plant parameters. (ii) the state vector X of the closed-loop system W m (s) remains in a compact set at any time, ie



kXk  



min



2Vlim l kPm bk Qm 2kPm bkkC k:kk k



(4.50)



where the positive constant l is defined in appendix E. Qualitatively, condition (i) means that in the presence of an amplitude saturation on Vc , convergence of Pref to zero is guaranteed if the control parameter vector



k is never extremely far from the solution k.



Condition (ii) states that as



Vlim is reduced, ie as the saturation limit on Vc becomes smaller, control can be
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kXk remains not too large, ie if the amplitude of Pref is not too



large compared to the maximum control effort allowed Vlim . Since we have just shown from equation (4.48) that



k~ is bounded, theorem 1



can be applied and shows that Pref is guaranteed to tend to zero if equations (4.49) and (4.50) are satisfied.



4.5.3 Closed loop plant W



m



s



( )



unknown



In many combustion systems, the transfer function Wm (s) required in the modified adaptive rule (4.46)-(4.47) is not known. However, we have an idea of the potentially unstable modes of the combustion system. Hence, the adaptive rule given by equations (4.46)-(4.47) can be implemented using an approximate expression of



Wm (s), denoted Wme (s), which contains the potentially unstable modes of the



self-excited combustion system for which we choose a negative growth rate. In appendix F is described how



Wme (s) can be chosen in practice. In the following,



we show that the error introduced by the implementation of equations (4.46)-(4.47) using



Wme (s) instead of Wm (s) does not compromise the stability if the adaptive



law for k is further modified. We introduce the transfer function



Wm (s) = 1 Wm 1 (s)Wme (s):



(4.51)



The following adaptive law is suggested:



k_ (t) = Pnew (t)da(t) k (k)k(t)



(4.52)



Pnew (t) = Pref (t) Wme (s) [a (t)]



(4.53)



where



Chapter 4: Self Tuning Regulator for systems without time delay



84



and



k (k) =







0 if  if



kkk < klim kkk  klim



where klim and  are some positive constants.



(4.54)



 is called a leakage coefficient whose



role is to ‘compensate’ for the error caused by using an approximate



Wme (s) in-



Wm (s) in the adaptive law (4.52).In the following, we show in ~ , and in a first step that the adaptive law (4.52) guarantees the boundedness of k



stead of the true



a second step that



Pref is guaranteed to converge to a small value under some



further conditions. Combining equations (4.44) and (4.53) yields the following underlying error model:



Pnew (t) = Wm (s)[k~T (t):da (t) + b ]



(4.55)



b = Wm (s)[a ]



(4.56)



where



Equation (4.55) can be rewritten in the following state-space form: 



x_ (t) = Ax + b k~(t):da(t) + b Pnew (t) = hT :x(t) where







(4.57) (4.58)



(A; b; h) is a state representation of Wm (s). Since Wm (s) is SPR, lemma



2.4 of Narendra & Annaswamy (1989) can be used: given a matrix Qm symmetric strictly positive, there exists a matrix Pm symmetric strictly positive, such that



AT Pm + PmT A = Qm ;



Pm b = h



(4.59)
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Our Lyapunov function candidate is the positive definite function



Vl = x(t)T Pm x(t) + k~T (t)k~(t)



(4.60)



Using equations (4.52) and (4.57), equation (4.60) leads to the time derivative 



V_ l = xT (AT Pm + PmT A)x +2xT Pm b k~T :da + b







2k~T (Pnew (t)da (t)+ k (k)k) (4.61)



Using equation (4.59), we finally obtain



V_ l = =







 xT Qmx + 2xT h(k~T :da + b ) 2k~T : da(hT :x) + k (k)k xT Qmx + 2xT hb 2k (k)k~T :k kxk (min Qm kxk 2kPmbkjbj) 2k (k)k~ T k



where min Qm is the smallest eigenvalue of the matrix a bound for



jbj and substitute it in equation (4.62).



(4.62)



Qm . We need to find



As shown in appendix F,



Wm (s) is a stable transfer function which has a small gain at all frequencies. From equation (4.56), we deduce therefore that there is a small real  such that



jbj   jaj



(4.63)



Using equations (4.40), (4.41), (4.43) and (4.45), and noting that da is part of the state vector x, we finally obtain that



jb j   (a + bkxk)



(4.64)



where a and b are some positive constants. Substituting equation (4.64) into equation (4.62) leads to



V_ l 



kxk ((Q



m



min



2 b kPm bk) kxk



2 a kPm bk)



2k (k)k~ T k (4.65)
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Hence V_l is negative if



kxk  



min



2 a kPm bk or Qm 2 b kPm bk



kk~ k  \a fonction of  00



(4.66)



~ ) space whose size In other words, V_l is negative outside a compact set in the (x,k is proportional to  . Using lemma 2.12 of Narendra & Annaswamy (1989), we conclude that x, hence Pnew , is guaranteed to converge to a value of the order of



 and that k~ is bounded. Since



k~ is bounded, arguments similar to those used in the derivation of the-



orem 1 (see appendix E) can be applied and show that Pref is also guaranteed to converge to a value of the order of  if conditions (i) and (ii) (equations (4.49)(4.50)) are satisfied. Essentially, the case



Wm (s) unkwown differs from the case



Wm (s) known only by the fact that, with conditions (i) and (ii) satisfied, Pref is not guaranteed to tend to zero exactly but to a small value of the order of  .



n



4.6 Control design for relative degree 



2



4.6.1 Motivation As described in section 4.2.1, for control design purposes, the open-loop transfer



W0 (s) has been made rational using the Pad´e approximation technique. Before this approximation is made, the plant W0 (s) is essentially infinite dimenfunction



sional, in the sense that it has an infinite number of poles and zeros which repeat harmonically. It can be checked easily that this infinite dimensional plant



W0 (s), whose expression is given in equation (2.26), has only stable zeros (the proof is given in section 4.2.2), and a positive gain at high frequencies. Therefore, among the three general structural properties of the open-loop plant derived
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in section 4.2, there is only one which has to be reconsidered: the property of section 4.2.3 which concerns the relative degree of



W0 (s). Indeed, how to define a



relative degree for a plant which has an infinite number of poles and zeros? To get some insight into the problem, we choose a particular flame model H (s): the one described in section 3.1, where H (s) has been linearized about the operating point and whose expression is given in equation (3.10). Using the geometrical parameters of the simulation model described in section 3.1, the contours of the modulus of that



W0 (s)=Wac (s) have been plotted in the s-plane using MATLAB (note



Wac (s) is a known rational transfer function in the model used in the simu-



lation, which adds two stable poles and no zeros to from



W0 (s), so it can be removed



W0 (s) to study the effects of the infinite dimensionality of the plant). High



contours values correspond to poles of indicate zeros of



W0 (s)=Wac (s), while low contours values



W0 (s)=Wac (s). As illustrated in figure 4.6a, the infinite dimen-



sional plant W0 (s)=Wac (s) is characterized by a pattern of poles and zeros repeating harmonically (every 3500 rad/s in the particular case of figure 4.6a). Let us denote by np the difference between the number of poles and the number of zeros in one repeat pattern. The apparent relative degree of the infinite dimensional plant W0 (s) could be defined as Np np + n (Wac ), where Np is the number of repeat patterns in the frequency range of actuator response. The location of the zeros (and hence their number in each pattern), depends on the pressure measurement location xref , while the number of poles varies with the time delay H in the flame model H (s). The smallest np is obtained for the case xref in figure 4.6b, and its value is np



= 0 and H = 0, as shown



= 3.



From the previous observation we concluded that the STR designed for a relative degree 2 plant may lack of robustness during transient periods of control when applied to a self-excited combustion system which is essentially infinite di-



Chapter 4: Self Tuning Regulator for systems without time delay



88



Contours of |Wo(s)/Wac(s)|. Low values indicate a zero, high values a pole
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Figure 4.6: Contours of jW0 (s)=Wac (s)j where W0 (s) is the infinite dimensional plant used in the simulation. (a) xref = 0, H defined in equation 3.8. (b) xref = 0, H = 0.



mensional and whose apparent relative degree is greater than 2. Therefore, it appears relevant to study how the STR design described in sections 4.3 and 4.4 can be modified in order to guarantee the global stability of a minimum phase finite dimensional plant having a relative degree n greater than 2. This is done in the
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two following sections.



4.6.2 Fixed regulator design We consider the open-loop plant described by



Z (s) Z0 (s) Pref (s) = k0 0 = k0 n (4.67) n Vc (s) R0 (s) s + rn 1 s 1 + ::: + r1 s + r0 where Z0 (s) and R0 (s) are two monic and coprime polynomials, k0 is a positive W0 (s) =



constant, R0 (s) has degree n (possibly very large) and Z0 (s) has degree n



n



 2) and is stable.



n (with



The aim of this section is to find the minimum controller



structure which guarantees the closed-loop stability of the plant (4.67). We suggest the controller structure given in figure 4.7, which is an extension of the structure proposed for a relative degree 2 plant (see figure 4.1). Essentially, instead of having only two parameters k1 and k2 as for a plant of relative degree 2, the controller needs more degrees of freedom. More precisely, the controller shown in figure 4.7 has n parameters, among which k1 represents the controller gain, and k2;1 ; :::; k2;n 1 affect the phase of the open-loop system. In the following, root locus arguments are used to show that this controller structure is the minimum required to stabilise the plant defined in equation (4.67), ie to ensure that all the closed-loop poles are stable. The corresponding closed-loop transfer function is given by



Pref (s) k0 (s + zc )n 1 Z0 (s) Wcl (s) = = ; i(s) Rcl (s)



(4.68)



and the closed-loop poles are the zeros of  Rcl (s) = R0 (s)P (s) + k0 k1 (s + zc )n 1 Z0 (s)



(4.69)
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Vc ko(Zo/Ro)



-



-



k



s + k s + ... + k 2,1 2,2 2,n* -1 n* -1



n*-2 k1



(s+zc)



Figure 4.7: Fixed controller structure for tot



= 0, n  2



where   P (s) = (s + zc )n 1 + k2;1 + k2;2 s + ::: + k2;n 1 sn 2 n 2   1 X i i  n (4.70) = s + s Cn 1 zcn 1 i + k2;i+1 i=0 Rcl (s) has n + n 1 zeros. For k1 > 0 and large, n 1 roots are close to the zeros of (s + zc )n 1 Z0 (s), and hence are stable. The n remaining zeros of Rcl (s) are found



at large s, which means that a condition for the stability of these n remaining zeros can be found by investigating the large jsj asymptotic form of Rcl (s). After



division by sn 1 of the n highest coefficients of Rcl (s), we obtain 



sn +



n



 1 sn 1 + ::: + i si + ::: + 1 s + 0



(4.71)



where  1 = Cnn 21 zc + k2;n 1 + rn 1  n 3 2 n 2 n 2 = Cn 1 zc + k2;n 2 + rn 2 + rn 1 Cn 1 zc + k2;n 1   n 4 3 n 2 n 3 2 n 3 = Cn 1 zc + k2;n 3 + rn 3 + rn 2 Cn 1 zc + k2;n 1 + rn 1 Cn 1 zc + k2;n 2 ::: = ::: nX i 1    i i 1 n + k2;i + rn n +i + rn j Cin 1+1j zcn j i + k2;i+j i = Cn 1 zc j =1 ::: = ::: n
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 2 nX  1 + k2;1 + rn n +1 + rn j Cjn 1 zcn 1 = j =1  1 nX   rn j Cjn 1 1 zcn j + k2;j + k0 k1 0 = rn n + j =1  zcn



j



1 + k2;j +1 (4.72)



The highest coefficient of the polynomial (4.71) is equal to 1, and each of the other coefficients i ,



0



 i  n



1 contains a degree of freedom among the



following list: k1 ; k2;1 ; :::; k2;n 1 . Therefore, according to the Routh-Hurwitz criterion (Dorf & Bishop 1995), there is a choice of



(k1 ; k2;1 ; :::; k2;n 1 ) for which the



polynomial (4.71) is stable. For such a choice of (k1 ; k2;1 ; :::; k2;n 1 ), it is guaranteed that the n remaining zeros of Rcl (s) are stable, and hence the controller structure given in figure 4.7 will stabilise the plant described in equation (4.67).



4.6.3 Adaptive regulator design The adaptive version of the fixed controller described in the previous section is shown in figure 4.8. i



+ -
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Figure 4.8: Adaptive controller structure for tot



= 0, n  2
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We introduce:







k(t)T = [ k1 ; k2;1; k2;2 ; :::; k2;n 1 ], and ~ = k k . The existence of a value k for which the error parameter vector k the controller parameter vector



closed-loop stability is achieved is guaranteed by the choice of the controller structure in section 4.6.2. The closed-loop transfer function, defined in equation (4.68), and corresponding to the choice k = k , is denoted Wcl (s).







the data vector d(t)T



= [Pref (t); V1 (t); V2 (t); :::Vn 1 (t)] where



Vi (t) = (s+szc )n 1 [Vc (t)] for 1  i  n 1. In an experiment, d can be determined at each t from the measurement Pref and known Vc . i 1



In the following, it is demonstrated, using a Lyapunov stability analysis, how an adaptive rule for the controller parameter vector



k can be chosen that is guar-



anteed to converge to a value k which stabilises the system. Similar to the relative degree two case, the closed-loop transfer function Wcl (s) has all the properties required to be a SPR transfer function except that its relative degree, equal to n , is strictly greater than one. The Lyapunov direct method requires to have a system represented by a SPR transfer function. Therefore, we compensate for the relative degree n of Wcl by modifying the control signal Vc as indicated in figure 4.9. We write therefore 1



d



(s+a)



k



n* -1



(s+a)



n* -1



Vc



df



Figure 4.9: Modification of the control input Vc , for n



   Vc (t) = (s + a)n 1 kT (t):df (t)



where



>2



(4.73)
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df (t) = (s + a1)n 1 [d(t)] :



(4.74)



Using binomial expansion and the chain rule for differentiation, equation (4.73) can be rewritten as



Vc (t) =



 1 nX i=0



Cin 1 k(i) (t)di (t) T



(4.75)



where i k(i) (t) = ddt(ki ) (t)



(4.76)



di(t) = (s +1 a)i [d(t)]



(4.77)



As for the relative degree two case (see figure (4.3)), the adaptive system of figure 4.8 can be represented in an abstract manner by the so-called underlying error model h



Pref (t) = Wm (s) k~T (t):df (t)



i



(4.78)



 where Wm (s) = (s + a)n 1 Wcl (s) has relative degree 1 and is SPR.



The control signal Vc will be implemented using equation (4.75). In this equa-



k and di are realizable, which means that they can easily be obtained, without explicit differenciation, from the data vector d and the parameter vector k. However, it is not the case ot the derivatives of k to (n 1)th tion, all terms involving



order which appear in equation (4.75). In the case of relative degree n



= 2, only



k_ was required and it was available from the adaptive rule (4.36). The problem is therefore more complex for n



> 2.
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Let us summarize the overall problem: given the error model (4.78) where df is given by equation (4.74), we want to determine an adaptive law for adjusting k so that k is differentiable n



1 times and converges to a stabilising value k .



A time domain representation of equation (4.78) follows:



x_ (t) = Ax + b (k(t) k )T :df (t) Pref (t) = hT :x(t)



(4.79) (4.80)



where (h; A; b) is a state space representation of Wm (s), ie we have



hT (sI A) 1 b = Wm (s): Since



(4.81)



Wm (s) is SPR, lemma 2.4 in (Annaswamy et al. 1998) states that for any



matrix Qm symmetric strictly positive, there exists a matrix Pm symmetric strictly positive, such that



AT Pm + PmT A = Qm Pm b = h We note that df is differentiable n



(4.82)



1 times. In what follows, dfi and ki denote



the ith element of the vectors df and k, respectively. The following adaptive law is suggested for adjusting k:



k_ 0(t) = Pref (t)df (t) e_i(t) = (A ei + bki0 )f (dfi ) ki = c T :ei



f (x) = 1 + x2



(4.83) (4.84) (4.85)



for i = 1; :::; n , where the vectors c and b and the matrix A are chosen so that



c (sI A ) 1b = (0) (s)



(4.86)
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1. The choice of k as in equa-



k is differentiable n



1 times, and has been



inspired from the high order tuners described in (Ortega 1993) and (Morse 1992a). It can be shown from the work of Morse (1992b) that the following Vl is a Lyapunov function:



Vl =



xT P



m



x + (k0



k )T (k0



zi = ei + A 1b ki0



AT P + PT A



n



X k ) + Æ z T P i



i=1



 zi



(4.88) (4.89)



I



=



(4.87)



In equations (4.84) and (4.87), the two quantities  and Æ are positive parameters free to be chosen. The idea is to choose these such that V_ l algebra shows how V_ l







0. The following



 0.



Note that



ki



z_i = Azif (dfi ) + A 1b k_i0 ki0 = c T zi :



(4.90) (4.91)



These follow from equations (4.85) and (4.86). Now express equation (4.79) as



x_ (t) = Ax + b (k0 (t) k)T :df (t) + b (k(t) k0)T :df (t):



(4.92)



Using equations (4.82),(4.83),(4.89),(4.90) and (4.91), we obtain that



V_ l =



xT Q



m x +2Pref



n X



n X i=1



(c T zi)dfi n



X Æ kzik2 f (dfi ) 2Æ zi T P A 1 b Pref dfi i=1 i=1



This leads to



(4.93)
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#



n X



n



X kzik2 d2fi + 2jPref jkck kzikjdfi j i=1 i=1



X +2Æ jPref jkP A 1 b k kzi k2 jdfi j: i=1



(4.94)



If we choose Æ as



Æ=



kck



kPA 1b k ;



(4.95)



then we obtain that the last two terms in (4.94) are identical. This leads to



V_ l  Æ



n X i=1



kzik2



"



xT Qmx + Æ



n X i=1



kzik2d2f



i



4jPref jkck



n X i=1



#



kzikjdf j : (4.96) i



In the following we show how the term between square brackets can be bounded by a perfect square. Using equation (4.80), the term between square brackets in equation (4.96) can be rewritten as: n  X







1 T T 2 2 (4.97)  x Qm x + Ækzik dfi 4kc kjh xjkzi kjdfi j n i=1 Note first that since Qm is a positive symmetric matrix, we can find a strictly positive real  such that



xT Qm x  kxk2 :



(4.98)



Also, there exists a positive real l such that



jhT xj  lkxk:



(4.99)
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Then, we have n  X







1 T 2 2 T  x Qm x + Ækzik dfi 4kc kjh xjkzikjdfi j n i=1  n  X 1 2 2 2   kxk + Ækzik dfi 4lkc kkxkkzikjdfi j n i=1 2 n r X p   Ækzikjdfi j ;  kxk n i=1



(4.100)



if  is chosen as







4l2 n kc k2 Æ



(4.101)



We obtain finally that



V_l  Æ ie V_ l



n X i=1



kzik2



n r X i=1



 kxk n



p



2



Ækzi kjdfi j



(4.102)



 0.



To summarize, it was proved that the following STR is guaranteed to stabilise the plant described by equation (4.67):



Vc (t) =



 1 nX



Cin 1 k(i) (t)di (t) T



i=0 _k0 (t) = Pref (t)df (t) e_i(t) = (Aei + b ki0 )f (dfi ) ki = c T :ei



with k(i) , di , df , respectively.



f (x) = 1 + x2 (4.103)



(A ; b ; c ) defined in equations (4.76), (4.77), (4.74) and (4.86),
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4.7 Simulation results To make a fair comparison, we would like to evaluate the STR performance on the same simulation as the LMS controller studied in chapter 3. We need first to check that the ducted flame model used in the simulation and described in section 3.1 satisfies the general assumptions of section 4.1 on which the STR design is based:







Assumption (I): The upstream pressure reflection coefficient



Ru is given in



equation (3.13), hence its modulus is strictly smaller than 1. However, the downstream reflection coefficient Rd is just equal to 1. With care, the condition Rd (s) < 1 in equation (4.1) can be relaxed to Rd (s)  1, provided that the pressure measurement Pref is made upstream. This is because in the transfer function G(s) given in (2.13), we have jX12 j < jY12 j and jX22 j < jY22 j.







Assumption (II): For linear perturbations, the flame transfer function



H (s)



can be calculated and its expression is given in equation (3.10). This shows that H (s) has no poles, therefore no unstable poles.







Assumption (III): From the expression of



H (s) in equation (3.10), it can be



deduced that H (s) ! 0 when s ! 1.







Assumption (IV): The actuator model used in the simulation and described in equation (3.17) is represented in the frequency domain by the transfer function



1 Wac (s) / 2 2 ; s =!c + 2s=!c + 1



(4.104)



which has no unstable zeros. Therefore, all assumptions are satisfied. We deduce from section 4.2 that a rational approximation of the open-loop process



W0 (s) has only stable zeros, relative
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degree 2 (this can be seen from equation (4.104)), and a positive gain k0 at high frequencies. The STR described by equation (4.36) is therefore theoretically guaranteed to stabilise the plant ensure that tot



W0 (s), and it is implemented in the simulation. To



= 0, Pref is measured at the flame xref = 0 and the time delay ac



in the actuator is set to zero. Further, in the adaptive rule for the control parameters given in (4.36), a convergence coefficient 



> 0 is added. Note that this does not modify the results of



the Lyapunov stability analysis, since for instance in the Lyapunov function given



~ T k~ should simply be replaced by (1=)k~ T k~ in equation (4.30), the term k 4.7.1 Control under varying operating conditions Figure 4.10 shows the time evolution of the pressure measurement Pref and the corresponding signal Vc for varying operating conditions. The control is switched



t = 0:15 s, when the limit cycles are already established (operating condi 1 = 0:08). The oscillations tend to zero within 0.5 s, but note that tions:  = 0:7, M ON at



the settling time depends on the convergence coefficient  chosen. Essentially, increasing  leads to a faster control but also produces a larger maximum amplitude of Vc . Similarly to the test case shown in figure 3.12(c-d), the mean upstream Mach



 1 is increased linearly (the unstable mode is then shifted from 58 to 63 number M Hz) after the oscillations have been damped. Figure 4.10 shows that the STR maintains Pref to zero. Changes in the fuel air ratio  have also been successfully tested. Note that in the flame model used in the simulation, a change in  only modifies the limit cycle amplitude, but does not alter the frequency of the unstable mode:



 1 , and it can be this means that it represents a less drastic change than a shift in M handled more easily by the adaptive controller.
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Figure 4.10: STR (tot = 0) under varying operating conditions. M 1 is varied linearly from 0.08 at t = 1:95 s to 0.095 at t = 2:1 s. : : : : controller OFF, — : controller ON after t = 0:15 s



4.7.2 Control in the presence of a background noise An additional fluctuating pressure of



10% of the mean pressure, having broad-



band frequencies, is added in the system, using the procedure described in 3.4.4. Figure 4.11 shows the pressure frequency spectrum before and after control. The fundamental mode of oscillation and its harmonics are completely removed by the action of the STR. Further, the noise is reduced in all frequencies bands, showing the STR robustness to background noise. Note that, in the case of the LMS controller (see figure 3.13), when the control is switched OFF the noise level is higher than for the STR controller, simply because there is an additional noise, denoted



Vnoise, required in the LMS-based system identification scheme.
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Figure 4.11: STR (tot = 0) performance in the presence of a background noise. Pwav is plotted before and after control, as a function of frequency.



4.7.3 Limitation of the control effort Typically, the control effort, or more precisely the maximum amplitude of the control signal Vc required for damping the oscillation, depends on the amplitude of the pressure signal Pref to be driven to a minimum level. For example, if the STR is switched ON while the pressure oscillations are growing (and hence have not reached yet the limit cycle amplitude), then the control effort required is smaller: this is illustrated in figure 4.12(c-d). Further, if an amplitude saturation of Vc is imposed which is too restrictive compared to the amplitude of the signal Pref to be damped, then control cannot be achieved by any controller, the best possible result in such a case being a reduction of the amplitude of Pref , as observed by Krstic et al. (1999). In figure 4.12(a-b), a saturation limit on Vc is imposed (corresponding to the use of maximum 15% of the main fuel for control purposes): control is still achieved, but the settling time is increased since Vc ‘saturates’ for a while. A sim-
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ilar ad-hoc limitation of the control effort was used in figures 3.12 and 3.14 for the LMS controller and H1 controller, respectively. An advantage of the STR over the LMS controller, is that it is possible to include the required amplitude saturation on Vc into the control design, as described in section 4.5. Figure 4.13 shows that the settling time is shorter when the amplitude saturation is included in the control design (ie when the adaptive rule (4.52) for the control parameter vector



k is



applied). This result is not surprising, because in that case the STR ‘knows’ that



Vc is saturated and therefore can optimise its response accordingly. These results demonstrate that the amplitude saturation on Vc needs to be taken into account in the control design for better control results.
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Figure 4.12: Two ad hoc ways of limiting the control signal amplitude (tot = 0,  = 0:7, M 1 is varied linearly from 0.08 at t = 1:95 s to 0.095 at t = 2:1 s). (a,b): the amplitude of Vc is limited to a maximum value of 0.17. (c,d): control is switched ON while the pressure oscillations are growing. : : :: controller OFF, —: controller ON after t = 0:15 s.
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Figure 4.13: Benefit of including the amplitude saturation of the control signal Vc  1 = 0:08. into the STR design. tot = 0,  = 0:7, M
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has relative degree n , then the adaptive rule (4.46) for the control parameters can be used. Theorem 1 (proof in appendix E) is a simplified version, corresponding to the particular case n



 2, of what is demonstrated by K´arason & Annaswamy



(1994) for any n , and leads to less restrictive conditions for the plant stabilisation when the control signal is saturated. Theorem 1 was derived by Dr Annaswamy. I have extended the control design to the general and more realistic case of an unknown Wm (s). Finally, the case of a high relative degree plant has been brought to the attention of Dr Annaswamy when I found out the behaviour of the poles and zeros of the infinite dimensional plant. Dr Annaswamy suggested the controller structure given in section 4.6.2, for which I wrote the details of the proof. The more complex points of the derivation of the adaptive algorithm of section 4.6.3 were only resolved after many discussions with Dr Annaswamy. The numerical study of section 4.7 is my own work.



Chapter 5 Self Tuning Regulator for systems with time delay We have shown in chapter 2 that in the case of fuel actuation, a general class of self-excited combustion systems is characterized by an open-loop transfer function



W (s) = Pref (s)=Vc(s) which is the product of a pure time delay tot and a transfer function



W0 (s). W0 (s) is rational after a Pad´e expansion is made and satisfies the



structural properties described in chapter 4. In this chapter, the control design proposed in chapter 4 for the particular case tot STR guaranteed to stabilise the plant



= 0 is modified, and a novel



W (s) = W0 (s)e



stot in the presence of a



known time delay tot is developed. Significant time delays will be present in most combustion systems, therefore the ideas presented in this chapter can be very relevant for practical implementations of active adaptive control for combustion instability. The control design is again presented in two steps: first the minimum controller structure guaranteed to stabilize the plant



W (s) containing the time delay tot is



proposed in this section 5.1; then an adaptive rule for the controller parameters guaranteed to lead to values stabilizing the plant is derived in section 5.2. The chapter is concluded with simulation results. 105
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n



5.1 Fixed regulator design for 



2



After a Pad´e approximation has been made, a general class of self-excited combustion systems is described by



W (s) =



Z (s) Pref (s) = k0 0 e Vc(s) R0 (s)



stot



= W0 (s)e



stot ;



(5.1)



with k0 a constant,



Z0 and R0 two coprime and monic polynomials, and tot a known time delay. R0 has degree n (possibly very large), and Z0 has degree n n , with n



= 1 or 2 (it was shown in section 4.2.3 that the relative degree n of the



plant is equal to the relative degree of the actuator, and most practical fuel injection systems have relative degree 1 or 2). Further, it was proved in section 4.2.2 that Z0 is a stable polynomial, and in section 4.2.4 that k0 is positive. In section 4.3, low order controllers of the form (4.14) and (4.18) were used to control the combustion process. Here, the presence of the time delay tot makes such controllers inadequate, especially when tot is of the order of the period of the unstable mode. Control of systems in the presence of time delays has been extensively studied (Smith 1959, Manitius & Olbrot 1979, Ichikawa 1985). A popular approach to accommodate large delays is due to Smith (1959). The Smith Controller (SC) attempts to estimate future outputs Pref of the system using a known model, and provides an appropriate stabilization action. In (Manitius & Olbrot 1979), the SC was modified to control systems that are open-loop unstable by using finite-time integrals of inputs Vc to estimate future outputs Pref (the goal of this modification was to avoid unstable pole-zero cancellations). In (Ichikawa 1985), a SC controller with finite-time integrals was derived to serve as a pole-placement controller. In (Ortega & Lozano 1988) and (Ichikawa 1986), adaptive versions of the pole-placement controller have been developed and proved to be stable. The
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approach from Ichikawa (1985) has been recently applied to a model-based fixed pole placement controller for combustion instabilities (Hathout et al. 2000). Since our plant is open-loop unstable, we want to implement a SC using the finite-time integral suggested by Manitius & Olbrot (1979) and used by Ichikawa (1985), and which is given by



VSC (t) =



Z0



( )Vc(t +  ) d;



(5.2)



tot



where



( ) is a weighting function. It will be shown in section 5.2 how discrete



values of (:) can be found by adaptation. Briefly, the pole-placement controller proposed by Ichikawa (1985) and shown in figure 5.1 has the following form:



C (s) B (s) Vc (t)= [Vc (t tot )] [P (t)]+ E (s) E (s) ref



Z0



( )Vc (t +  ) d



(5.3)



tot



where the polynomials C (s), B (s) and E (s) representing the controller are chosen such that the denominator of the closed-loop transfer function matches a chosen stable polynomial. This can be achieved only if degree(E ) = n, degree(C ) = and (n



degree(B ) = n



n



2



1. This means that even for a plant of low relative degree



= 1 or 2), if the plant order n is large, then the controller dynamics C=E and



B=E will be of high order. This differs from the control design for plants without time delay tot described in section 4.3, where a simple first order compensator could stabilize the plant of relative degree 1 or 2 and of order



n possibly very



large. However, our aim is to keep a low order compensator to control the plant as it was done in section 4.3 for the particular case tot



= 0. Therefore, we suggest
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Figure 5.1: A nth order controller structure for tot (1985)



6=



0, proposed by Ichikawa



the controller structure given in figure 5.2, in which the controller consists of a SC associated with a first order compensator. As in (Ichikawa 1985), the weighting function ( ) in the Smith Controller is chosen to have the form



( ) =



n X i=1



i e



i  ;



(5.4)



where the i are the n zeros of the polynomial R0 (s), whereas, at this stage, the i are arbitrary coefficients. Then, after substitution into equation (5.2) and evaluation of the integral, we obtain



n (s) VSC (t) = ( 1 R0 (s)



n2 (s) e R0 (s)



stot )[V



c (t)];



(5.5)



where n X n1 (s) i = R0 (s) s i i=1 n X i n2 (s) e i tot = R0 (s) s i i=1



(5.6)
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We prove in the following that the association of a first order compensator with a SC as shown in figure 5.2 will stabilize the minimum phase plant of relative degree 1 or 2 defined in equation (5.1) for a small tot . With the controller structure described in figure 5.2, the closed-loop transfer function is given by



k (s + zc )Z0 (s)e Wcl (s) = 0 Rcl (s)



stot



= Wcl0 (s)e



stot ;



(5.7)



where the closed-loop poles are the zeros of



Rcl (s) = A(s) + B (s)e



stot ;



(5.8)



with



A(s) = (s + zc )(R0 (s) n1 (s)) + k2 R0 (s) B (s) = (s + zc ) (n2 (s) + k1 k0 Z0 (s)) :



(5.9) (5.10)
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Figure 5.2: A fixed low-order controller structure for tot



If tot



Pref



k1



6= 0, n  2



= 0, then equation (5.6) gives that n1 (s) = n2 (s). Therefore,
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Rcl (s) = (s + zc + k2 )R0 (s) + k1 k0 (s + zc )Z0 (s)



(5.11)



We see that the closed-loop polynomial Rcl (s) coincides with that in equation (4.19), which was obtained for a controller consisting of a simple first order compensator. As shown in section 4.3, Rcl (s) is stable for certain choices of k1 and k2 . It is reassuring that by continuity at tot



= 0, the controller structure of figure 5.2 (ie a first



order compensator with a SC) matches the controller structure of figure 4.1 (ie a simple first order compensator).



If tot



6= 0,



we show that the controller structure given in figure 5.2 still guaran-



tees stability. Since the polynomial n2 (s) is of degree n



1, its coefficients can be



chosen such that



n2 (s) = k1 k0 Z0 (s);



(5.12)



which implies, from equation (5.10), that B (s) = 0 and therefore Rcl (s) = A(s). Furthermore, it is clear from equation (5.6) that the polynomials n1 and n2 of the SC are linked. More precisely, the choice of n2 in equation (5.12) imposes restrictions on n1 : it means that the coefficients i , and hence n1 , are proportional to



k0 k1 . Further, when tot = 0, n2 = n1 . Therefore, we will emphasise this scaling by writing:



n2 (s) = n1 (s) + tot k0 k1 n3 (s); where n3 is a polynomial of degree



n



(5.13)



1, with finite coefficients. Therefore, us-



ing (5.12) and (5.13) in (5.8), the closed loop poles are the roots of



Rcl (s) = (s + zc + k2)R0 (s)+ k1k0 (s + zc) [Z0 (s)+ tot n3 (s)]



(5.14)
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0 k1 k0 (1 + tot n3;1 zc ) > 0: In the range of values of tot considered (ie tot !z



(5.16)



0 and k2 > 0. Therefore, we proved that for ‘small’ tot , all the closed-loop poles, ie the roots of Rcl (s), are stabilised for some k1



> 0 and k2 > 0. In other words, a plant of relative degree



n  2 with a time delay tot not too large is stabilized by the controller structure



given in figure 5.2, and the controller output is calculated as follows:



Vc (t) = k1 Pref (t)



k2 [V (t)] + s + zc c



Z0



( )Vc(t +  ) d:



(5.17)



tot



In practice, the constraint on the size of tot is not so strong: simulation results for the nonlinear model of an infinite order plant descibed in section 3.1, show
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> 0 and k2 > 0 for tot
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 !1



u



where !u is the main



unstable mode (note that in this model, the plant has a positive high frequency gain k0 ). Furthermore, for higher values of tot , up to tot



 3 cycles of oscilla-



tions, we observe some periodic stability bands according to the values of !u tot (figure 5.3b): a ‘stability band’ corresponds to values of !u tot for which control is obtained after a finite time called settling time. Between two consecutive ‘stability bands’, there are a few values of !u tot for which control is not obtained (the settling time is then infinite). It was also observed that the sign of the first order compensator gain k1 achieving control changes between two consecutive stability bands (see figure 5.3a). These observations on sign(k1 ) and on the stability bands pattern can be interpreted as follows: for frequencies close to !u , the open-loop transfer function W0 (s) can be approximated by a second order system



k0



(s



1 u )2 + !u2



(5.18)



where k0 is a constant. It is shown in appendix G that a plant of order 2 and time delay tot , whose transfer function



W0 (s) is given by equation (5.18), is stable for



any delay tot which satisfies



k0 k1 sin(!u tot ) < 0 zc 1= tan(!u tot ) < 0: !u



(5.19)



Hence, such a plant is characterized by a pattern of periodic stability bands according to the values of !u tot , as shown in figure 5.3a. We see also from equation (5.19) that the sign of k1 required for control satisfies



sign(k0 k1 ) = sign(sin(!utot ));



(5.20)



which corresponds to observations from the simulation (see figure 5.3a). In a practical combustor, the time delay tot would usually not exceed 3 cycles of os-
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Figure 5.3: Comparison of simulation results for an infinite order plant (model described in section 3.1, !u = 370 rad/s) with theoretical results for a second order plant (appendix G). (a) k1 obtained in simulation and sign(k0 k1 ) required for stability for a second order plant. (b) simulation: control obtained periodically up to !u tot  3 cycles of oscillations.



cillations, therefore the controller structure presented in this section appears very adequate for control of combustion oscillations.
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n



5.2 Adaptive regulator design for 



2



The controller structure given in figure 5.2 includes fixed controller parameters



k1 , k2 , i and i which need to be chosen based on the plant parameters. Under uncertainties and variations in the operating conditions, and also to ensure that the STR design is independent of the details of the modelling, it is more appropriate to determine those control parameters adaptively. Hence, we suggest the adaptive controller shown in figure 5.4.
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Figure 5.4: A low-order adaptive controller for tot



6= 0, n  2



In the control law (5.17), the finite-time integral due to the Smith Controller and defined in equation (5.5) is approximated as follows:



VSC (t) =



N X i=1



i (t)Vc (t idt):



(5.21)



Similar to the delay-free case described in section 4.4, we define the controller parameters and data vectors k and d, respectively:



 k(t)T = [ k1 (t); k2 (t); N (t); :::; 1(t)], and its error vector k~ = k k.
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 d(t)T = [Pref (t); V (t); Vc(t N dt); :::; Vc(t Therefore, as the time delay tot is increased,
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dt)], where V (t) = s+1zc [Vc (t)].



N must be increased and more



controller parameters are required. We are looking for an updating rule for k that is guaranteed to converge to a value k which stabilizes the self-excited combustion system.



General case :



n (W0 )



 2.



As in section 4.4, the closed loop transfer function



Wcl0 defined in equation (5.7) and corresponding to the choice k = k , has all the properties required to be a SPR transfer function, except that it has a relative degree equal to two when n (W0 ) = 2. Therefore, similarly to the case tot



= 0, Wcl0



is made to effectively have relative degree 1 by using a modified control signal Vc , as illustrated in figure 4.4. This leads to the following underlying error model:



Pref (s) = Wm (s)e



stot [k ~T (t):d



a (t)];



(5.22)



= s+1 a [d(t)] and Wm (s) = (s + a)Wcl0 (s) has relative degree 1 and is SPR. Due to the presence of the time delay e stot , the Lyapunov function Vl used where da (t)



in the delay-free case (see equation (4.30)) will not decay in time. As suggested by Niculescu et al. (1997), Niculescu (1997) and Burton (1985), an extra positive term needs to be added in Vl , in the form of a double integral



R0



Rt



tot t+



kk~_ ( )k2dd ,



to account for the time delay tot . Then it is shown in appendix H that an adaptive rule of the form



k_ (t) = ensures that V_l







Pref (t)da (t tot )



(5.23)



0, ie that the ‘energy’ of the system is decaying in time. To



summarize, the stability of the system is guaranteed when one uses the following STR:
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Vc(t) = kT (t):d(t) + k_ (t)T :da (t) k_ (t) = Pref (t)da(t tot ):
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(5.24) (5.25)



Particular case : n (W0 ) = 1. Then the manipulation on Vc shown in figure 4.4 is not required, and therefore the following simpler algorithm can be implemented:



Vc(t) = kT (t):d(t) k_ (t) = Pref (t)d(t tot ):



(5.26)



Note that the adaptive law (5.25) can be generalised for an arbitrary sign of the high frequency gain k0 as follows:



k_ (t) =



sign(k0 )Pref (t)da (t tot ):



(5.27)



5.3 Simulation results The STR designed in this chapter for plants having a time delay tot is tested on the same simulation as the LMS controller (chapter 3) and the STR for plants without time delay (chapter 4).



5.3.1 Control under varying operating conditions Similar STR performance to the tot



= 0 case described in section 4.7.1 is obtained,  1 is varied. as illustrated in figure 5.5 where the mean upstream Mach number M
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Successful control was also achieved for varying . The STR is able to maintain control under varying operating conditions. 0.2
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Figure 5.5: STR for tot = 23 ms, xref = xu =2, M 1 is varied linearly from 0.08 at t = 1:95 s to 0.095 at t = 2:1 s. : : : : controller OFF, — : controller ON after t = 0:15 s.



5.3.2 Control in the presence of a background noise An additional fluctuating pressure having broadband frequencies is added in the system, using the procedure described in section 3.4.4. Control results are very satisfactory, as shown in figures 5.6 and 5.7: even for an additional fluctuating pressure of 20% of the main pressure, the fundamental mode and its harmonics are completely removed by the controller, showing the STR robustness to background noise.



Chapter 5: Self Tuning Regulator for systems with time delay



118



20 Controller ON Controller OFF



10



Spectral Power density, (dB)



0 −10 −20 −30 −40 −50 −60 −70 −80



0



50



100



150



200 250 Frequency, (Hz)



300



350



400



Figure 5.6: STR (tot = 7:5 ms) performance in a noisy environment: additional white noise of 10 % of the mean pressure. 20 Controller ON Controller OFF
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Figure 5.7: STR (tot = 7:5 ms) performance in a noisy environment: additional white noise of 20 % of the mean pressure.
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Chapter 6 Experimental testing In this chapter, the previously developed adaptive controllers (LMS in chapter 3 and STR in chapters 4 and 5) will be tested experimentally. The configuration considered consists of a laminar flame in a Rijke (1859) tube. It is, because of its simplicity, a widely studied example of self-excited combustion system, which is reviewed by Feldman Jr (1968) and Raun et al. (1993). After an open-loop study of the system, the performance of the various algorithms (LMS and STR) implemented for closed-loop control will be compared.



6.1 Description of the experimental set-up A vertical cylindrical tube of 75 cm length and 5 cm diameter, open at both ends, is considered and shown in figures 6.1 and 6.2. A laminar flame, fed by a propane cylinder and stabilised by a grid, burns in the lower half of the tube. The coupling between the tube acoustics and the unsteady heat released by this flame leads to a self-excited combustion oscillation at the organ pipe fundamental frequency, as illustrated in figure 6.3. In order to apply active control to the system, the actuator chosen is a 50 W low frequency loudspeaker which is situated close to the lower
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end of the tube. The loudspeaker acts to modify the acoustic boundary condition at the lower end of the organ pipe. A Bruel ¨ & Kjær type 4135 microphone is flushmounted in the tube wall to measure the unsteady pressure Pref in the tube. 30 cm



extra tube length



x xd



5 cm Pref xref 75 cm DSP board



34 cm 0 22 cm -xu Vc



amplifier



propane



Figure 6.1: Schematic representation of the experimental set-up



It is desirable to test the performance of the adaptive controllers under varying operating conditions. Since it is difficult in our experimental set-up to vary the fuel flow rate, it was decided to vary the frequency of the unstable mode by varying the length



L of the tube. For this purpose, the upper portion of the tube



has a ‘trombone-like’ arrangement indicated in red in figure 6.1, so that the effective length



L of the tube can be varied from 75 to 105 cm. The join between the



main tube and the extra tube length is carefully sealed. Without the extra tube length (L



= 75 cm), the measured natural mode of instability is 244 Hz. With the
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propane cylinder Figure 6.2: Laminar flame in a Rijke tube
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Figure 6.3: Self-excited oscillation of laminar flame in the Rijke tube



30cm extra tube length (L



= 105 cm), the natural mode is measured at 180Hz and



the corresponding unsteady pressure amplitude is increased by a factor of 1.5, as indicated in figure 6.4. For closed-loop control (indicated in dotted line in figure 6.1), the pressure sig-
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Figure 6.4: Without control, effect of varying the tube length pressure



L on the unsteady



nal Pref is sent to a 32-bit M62 digital signal processing (DSP) board developed by Innovative Integration , on which the control algorithm is implemented in C. The control signal Vc generated by the DSP board in response to the pressure measurement Pref is used to drive the loudspeaker. Note that at the DSP board output, an analog low-pass filter (cut off frequency at 1 kHz) is added to remove the high frequencies of the control signal Vc created by the digital sampling performed typically at 10 kHz. Otherwise these high frequencies cause an undesirable background noise.



6.2 Open-loop characterization Since the actuation method used here is loudspeaker forcing and not fuel forcing as in the general study presented in chapter 2, it is necessary to characterize the open-loop plant before applying feedback control. In particular, we need to check if the actuated open-loop system (ie the laminar flame in the Rijke tube, associ The



M62 is a full size card that plugs into a standard 32-bit PCI bus slot. It is based on the Texas Instrument TMS320C6201 processor.
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ated with the loudspeaker and the pressure transducer) has the general structural properties (only stable zeros and small relative degree) required to apply a STR to control the plant. Therefore, in this section, the open-loop transfer function Pref =Vc from the voltage signal Vc driving the loudspeaker to the pressure measurement



Pref is first derived theoretically, and then compared with the open-loop transfer function measured experimentally.



6.2.1 Open-loop transfer function derived theoretically For consistency, we will use the notation of chapter 2. The same assumptions as in chapter 2 are made: combustion zone short compared with the wavelength, entropy waves neglected, only one dimensional disturbances considered. Further, the mean flow is negligible and a uniform speed of sound and mean density throughout the tube is assumed: these two assumptions are justified because it can be shown that the mean flow and changes in  and c have very little influence on the stability behaviour of the system (Heckl 1988). The phase reference is taken at the flame (x = 0). Upstream the flame, ie in



xu < x < 0, the pressure and velocity can be written



as follows:   x x p(x; t) = f t +g t+ c c  1 h  x x i u(x; t) = f t g t+ c c c



(6.1)



Downstream the flame, ie in 0 < x < xd , we have 



x  x p(x; t) = h t +j t+ c c h  x   x i 1 h t j t+ u(x; t) = c c c



(6.2)
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The upstream and downstream boundary conditions of the tube are characterized by some pressure reflection coefficients



Ru and Rd , respectively. They both



represent an open end with some possible losses. We take



Ru = 1 + ÆR ; Rd = 1 + ÆR :



(6.3)



where a theoretical form for ÆR is given for instance in (Peters et al. 1993). The reflected waves



f and j are easily obtained from g and h using the combustor



boundary conditions at x =



xu and x = xd respectively:



f (t) = Ru g (t u ) + i(t xu =c) j (t) = Rd h(t d ); where u



(6.4) (6.5)



= 2xu =c and d = 2xd =c are respectively the upstream and downstream



propagation time delays. The wave



i is due to the loudspeaker located at x =



xu . Since the mean flow is negligible and due to the presence of the loudspeaker, equation (2.12) can be rewritten as 



1 1 1 1



1 1







g (t) h(t)







=







+



Ru Ru



1















Rd g (t u ) Rd h(t d )



1    0 1 + i(t xu =c) 1 Q(t) Q



1 Ac



(6.6)



In equation (6.6), the loudspeaker leads to a new source term in the generation of acoustic waves in the tube. We assume that the extra pressure wave i due to the loudspeaker is related to the controller output voltage Vc through the following transfer function



i(s) = Wac (s); Vc(s)



(6.7)
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where Wac (s) represents the loudspeaker dynamics. Typically the displacement of the membrane of the loudspeaker has the characteristics of a mass-spring-damper system, and this displacement, after differenciation, can be related to the extra pressure wave i(t). Therefore, typically the transfer function Wac (s) is rational and of relative degree 1 or 2. In our experiment, Pref is measured downstream the flame (xref



> 0), therefore



Pref is a linear combination of the downstream waves h and j . Equations (6.6) and (6.5) lead to



Pref (s) =e i(s)



s



xref c







2s(xd xref ) c



1 + Rd e







h(s) i(s)



(6.8)



where h(s)=i(s) can be obtained using equation (6.6):



h(s) e = i(s)



sxu =c (1 + (1 + R



ue sd



1 + Rd e



su ) J (s))



(6.9)



where



J (s)=



(1 )H (s) (2+( 1)H (s))Rde sD ( 1 Ru e sU )(1 Rd e sD ) (1+( 1)H (s))(1+ Rde sD )(1 Ru e



sU )(6.10)



Finally, the open-loop transfer function for the actuated system shown in figure 6.1 is deduced from equations (6.7) and (6.8):



Pref (s) = W0 (s)e Vc (s)



stot



(6.11)



where 



W0 (s) = Wac (s) 1+ Rd e



2s(xd xref ) c







1+(1+ Rue su ) J (s) 1 + Rd e sd



(6.12)
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and



tot = det + ac =



xref xu + c c



(6.13)



is the total time delay in the open-loop plant, which has two contributions: det is the detection time delay from the flame location to the pressure transducer, while



ac is the propagation time delay from the loudspeaker to the flame. From the expression of the open-loop transfer function



W0 (s) given in equa-



tion (6.12), we deduce that the open-loop system, once made finite dimensional, has a positive high frequency gain and a relative degree equal to the relative degree of the actuator transfer function Wac (s), ie typically 1 or 2. However, no general theoretical result on the stability of the open-loop zeros can be derived from the open-loop transfer function (6.12).



6.2.2 Measurement of the open-loop transfer function A white noise Vc is sent to the loudspeaker, and the pressure response Pref is measured, with or without a flame. The corresponding gain and phase of the transfer function Pref (s)=Vc (s)



= W0 (s)e



stot obtained from these open-loop measure-



ments is plotted in figures 6.5(a) and 6.5(b), for a tube length Without a flame (see figure 6.5(a)), the phase decreases by pole of



L equal to 75 cm.



 radians across each



W0 (s), indicating that the poles are stable, while it increases by  radians



across each zero, indicating that the zeros are stable (Dorf & Bishop 1995). With a flame, the location of the poles and zeros is modified as shown in figure 6.5(b), but we note that all poles and zeros of W0 (s) remain stable. Further, the total time delay tot in our experimental open-loop configuration is easily obtained from the average slope of the phase of Pref (s)=Vc (s), and is found to be typically around 1 to 1.5 ms. Two important remarks must be made. First, as mentioned in chap-
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ter 4 and in the previous paragraph, and contrary to the case of fuel forcing, it is not straightforward to derive a general theoretical result on the stability of the zeros of



W0 (s) in the case of loudspeaker forcing. This is due to the fact that the



theoretical expression of W0 (s) given in equation (6.12) is not the product of simple factors whose zeros’ stability is easily analysed. In general, there will be some loudspeaker and pressure measurement locations for which the zeros of W0 (s) will be all stable, and other locations for which some of the zeros will be unstable. For the configuration chosen in our experiment, we found that all the open-loop zeros are stable (see figure 6.5(b)), allowing us to use a STR to control the system. Secondly, although the experimentally measured phase of Pref (s)=Vc (s) indicates that the pole at 244 Hz is stable (see figure 6.5(b)), we know that since self-excited oscillations occur at this frequency, 244 Hz is actually the unstable mode of the tube. This contradiction can be explained as follows: in the limit cycle due to an unstable pole of the linear system, the heat released by the flame is already saturating before any white noise input Vc is introduced in the system, and therefore the open-loop measurement of the transfer function Pref =Vc lacks of coherence near this unstable pole. Consequently, the phase measured near the unstable pole 244 Hz is not accurate. It is interesting to compare the measured open-loop transfer function Pref =Vc with the theoretical expression of W0 (s) given in equation (6.12). Without a flame,



H (s) in equation (6.12) is set to zero, and using the geometrical dimensions of the experiment (we take



L = 75 cm) and Rd = Ru = 0:98, the theoretical gain and



phase of the open-loop transfer function W0 (s) are plotted in figure 6.6(a). A very satisfying agreement with the experimental measurements shown in figure 6.5(a) is obtained. Simply note that figure 6.6(a) is the Bode plot of the theoretical W0 (s) and not



W0 (s)e



stot with  defined in (6.13), and therefore there is no average tot



slope in the predicted phase of W0 (s). In contrast, figure 6.5(a) is the Bode plot of
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Figure 6.5: Open-loop transfer function Pref =Vc measured experimentally
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Figure 6.6: Open-loop transfer function W0 (s) predicted from theory the measured Pref =Vc which has a time delay tot found to be around 1 to 1.5 ms from the average slope of the measured phase. In the presence of a flame, we need a flame model H (s) in order to obtain the theoretical gain and phase of



W0 (s). The simplest flame model, based on a time
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lag concept, is chosen:



H (s) / e For H



sH :



(6.14)



= 2 ms and using the geometrical dimensions of the experiment, the theo-



retical gain and phase of the open-loop transfer function W0 (s) (equation (6.12)) is plotted in figure 6.6(b). The agreement between theory and measurement is very reassuring (compare figures 6.5(b) and 6.6(b)): the major difference is that the theory predicts that the pole at 244 Hz and its third harmonic are unstable (ie the phase increases of  radians at these poles), while, as explained earlier, the phase near an unstable pole cannot be determined accurately experimentally. Note that the predicted stability of the poles depends strongly on the value of H . To summarize, without a flame, the predicted stability and location of the zeros and poles are determined by the tube acoustics and there is a perfect agreement between experiment and theory based on a plane wave description. However, with a flame, the predicted stability and location of the poles and zeros depend essentially on the flame model and a more or less satisfactory agreement between theory and experiment can be obtained according to the choice of the flame model. For closed-loop control, the main result of this section is that theory and experiment show that the system has only stable zeros and a small relative degree, allowing the application of a STR to control the system.



6.3 Closed-loop control 6.3.1 LMS controller Our numerical study (see section 3.4) showed that the IIR filters used in the on-line SI procedure always remained stable, whereas an IIR filter used for the controller
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itself could become unstable and hence required the implementation of an additional algorithm to track and reset the IIR poles on the route to instability. Therefore, to simplify the LMS controller implementation on the DSP board, we limited our experimental study to FIR filters for the controller itself, while both FIR and IIR filters have been employed for the on-line SI procedure. In all the results presented in this section, the adaptive filters initial values, both for on-line SI and control, are set to zero. In the rest of the chapter, the sound pressure level (SPL) is calculated as follows: 



P SP L = 20 log refrms6 20:10







(6.15)



The first task in the implementation of the LMS algorithm was to find an adequate level for Vnoise , the random signal introduced for the on-line SI procedure.



Vnoise



is created by a random noise generator implemented directly on the DSP board, together with the control algorithm. Figure 6.7 gives results for three levels of Vnoise : this level is represented by the green dotted line, which is the pressure spectrum of the signal detected by the microphone when the loudspeaker is driven by Vnoise and there is no combustion. It is seen clearly that for the intermediate Vnoise level (figure 6.7(b)), the residual sound pressure level in the combustion system when control is ON (indicated by the red dotted line) is similar to the sound pressure level due to Vnoise , without combustion (green dotted line). Simply note the shift in the position of the spectral peaks, due to the change in temperature, hence in speed of sound and resonant frequency, between the combustion case (red dotted line) and the no combustion case (green dotted line). Figure 6.7(b) shows therefore that this level of Vnoise gives the best expected peak reduction. If Vnoise is larger, it introduces an unnecessarily
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Figure 6.7: Control of Rijke tube by LMS-controller with on-line SI for different levels of Vnoise (L = 75 cm)



high level of background noise into the system that remains even after control is achieved, as shown in figure 6.7(c). If Vnoise is chosen too small, the on-line SI is not accurate enough to ensure optimal control results: in figure 6.7(a), the instability peak is not as damped as in figure 6.7(b). Therefore, in all the control results presented in this section, the level of Vnoise will be fixed to the value corresponding to figure 6.7(b). With such a choice, figure 6.7(b) shows that the LMS controller reduces the main unstable mode by 45
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dB and also damps its harmonics. This was achieved using 10 FIR coefficients for control and 25 coefficients for each FIR used in the 2-degrees on-line SI procedure described in section 3.3.2. The corresponding settling time is illustrated in figure 6.8: only 0.15 s are required for the LMS controller to damp the pressure oscillations. 400
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Figure 6.8: Control of Rijke tube by LMS controller with on-line SI (L = 75 cm)



A change in the Rijke tube length L from 75 to 105 cm leads to a 30 % shift in the unstable frequency. This significantly modifies the transfer function D



= Pc =Vc



required in the LMS control scheme. Consequently, the use of an off-line estimate of



D y in the LMS control scheme prevents the controller from maintaining the



pressure oscillation at a low level throughout the change in



L, as shown in fig-



ure 6.9. On the contrary, with the on-line SI scheme described in section 3.3.2, the LMS controller could maintain control of the oscillation when L was varied from 75 to 105 cm, as long as this change was introduced very slowly (see figure 6.10). y the off-line estimate of D was obtained for L = 75 cm by fitting an IIR filter between a noise signal sent to the loudspeaker and the corresponding measured pressure signal Pref while the Rijke tube was stabilised by a fixed controller.
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Figure 6.9: Control of Rijke tube by LMS controller with off-line estimate of under varying tube length L



D,



However, we observed that the LMS controller using an on-line SI procedure could sometimes be destabilised by an excessive background noise (caused by an air compressor situated above the test room!) that interfered with the signal Vnoise needed for SI. Finally, in the presence of a negligible background noise (when the air compressor is switched off) and for a fixed tube length



L = 75 cm, we tested the perfor-



mance repeatability of the LMS controller. In other words, during 20 consecutive nominally identical tests, we checked if the LMS controller repeatedly achieved control of the Rijke tube. When IIR filters (having 23 feedforward and 23 feedback coefficients) are implemented for the on-line SI procedure, 20 tests out of 20 achieved control, whereas only 12 tests out of 20 were successful using FIR filters (having 46 feedforward coefficients) in the on-line SI procedure. This would mean that IIR filters produce a more accurate on-line estimate of the transfer function
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D required in the control scheme, and hence lead to more reliable control results. However, this needs to be confirmed by a detailed study of the accuracy of the on-line estimates. L varied from 75 to 105 cm
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Figure 6.10: Control of Rijke tube by LMS controller with on-line SI and varying tube length L



6.3.2 STR Before testing the STR performance under varying tube length L, it was checked theoretically and experimentally that the open-loop structural properties, in particular the stability of the zeros, were not modified by varying the tube length



L



from 75 to 105 cm. Since the measured overall time delay tot is within half a period of oscillation



Tosc (tot



 1:5 ms  Tosc=2), it is expected that control can be achieved using



either a simple first order compensator (chapter 4) or a first order compensator associated with a Smith Controller (chapter 5).
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First, the fixed first order compensator (see equation (4.22)) is implemented. With an adequate choice of the control parameters k1 , k2 and zc , control is achieved when L = 75 cm: as shown in figure 6.11, the main peak of oscillation is completely removed as well as its harmonics. Then, keeping the same fixed control parameters, the tube length is increased by 30 cm: the oscillation grows again but this time at 180Hz, and the fixed compensator, despite a significant control effort Vc , is unable to regain control (note however that the pressure amplitude is lower than when the control is OFF), as shown in figure 6.12(a). 150 control ON control OFF
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Figure 6.11: Control of Rijke tube by fixed first order compensator (L = 75 cm)



Secondly, the adaptive version of the first order compensator (equation (4.36)), that we will denote by STR-nodelay, is tested in a similar way, as indicated in figure 6.12(b). Starting from control parameters k1 and k2 equal to zero, control is achieved within 0.4 second for



L = 0:75 cm, and the main peak of oscillation



and its harmonics are completely damped (the pressure spectrum obtained when the STR-nodelay is ON is exactly similar to the one obtained using the fixed first order compensator and shown in figure 6.11). Then



L is suddendly increased to
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105 cm: after a short ‘destabilization’ period during which the pressure oscillation is growing again, control is regained very quickly. Note that if the transition phase (from



L = 75 to L = 105 cm) is performed at a slower rate (typically over 3 sec),



then the pressure amplitude remains at a very low level all the time. This is a nice illustration of the greater efficiency of adaptive controllers over fixed controllers to maintain control under varying operating conditions. Finally, the adaptive controller consisting of a fixed order compensator and a Smith Controller (see equation (5.25)), that we will denote by STR-delay, is implemented. Similar results to the STR-nodelay are obtained, as shown in figure 6.12(c), with a faster settling time of typically 0.2 s. Note that in all the results discussed above, the control effort is negligible while control of the oscillation is achieved. However, we would like to demonstrate the superiority of the STR-delay over the STR-nodelay in the presence of significant time delays in the open-loop systems. Since the Rijke tube has an overall time delay of 1.5 ms only, we decided to artificially introduce an extra time delay ext to our system. This extra time delay is implemented digitally on the DSP board, which means that the control algorithm is not applied to the current pressure input Pref (t), but to the pressure signal



Pref (t ext ) measured ext seconds before. ext simulates the real time delays that would occur between actuation and detection in more complex combustors. In the presence of this extra time delay ext , the STR-nodelay is able to control the Rijke tube for ext taking values up to



3Tosc =4. For larger values of ext , a simple phase



lead compensator with adaptive coefficients proves to be not sufficient to control the plant. In contrast, as illustrated in figure 6.13, the STR-delay demonstrated its ability to control the Rijke tube in the presence of a known total time delay



tot = 1:5 ms + ext up to 5 cycles of oscillation. Further, similar to observations in
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the simulation (see figure 5.3), control is obtained during periodic ‘stability bands’ according to the value of !u tot where !u is the dominant unstable mode at 244 Hz. Between two consecutive stability bands, there are a few values of !u tot for which control is not reached. Further, the sign of the controller gain k1 achieving control alternates between two consecutive stability bands. This stability band pattern and the sign of k1 obtained experimentally are in very good agreement with the stability behaviour of a second order plant of time delay tot controlled by the STRdelay. These experimental results validate the theory discussed in section 5.1, and demonstrate the great potential of the STR-delay to control unstable combustion systems having significant time delays.



6.3.3 Concluding remarks When applied to actively control an unstable laminar flame in a Rijke tube, the three adaptive controllers (LMS, STR-nodelay and STR-delay) developed in chapters 3 to 5 were able to achieve some measure of control. The LMS controller could achieve a 45 dB sound pressure level reduction in 0.15 s, this overall reduction being however limited by the noise needed for the on-line SI. The LMS controller proved to be more ‘reliable’ (ie had a repeatable performance) when IIR filters rather than FIR filters were used in the on-line SI scheme. However, the LMS controller could diverge when too much background noise interfered with the noise used for the on-line SI, and if the tube length L, hence the unstable frequency, was varied not very slowly. On the contrary, the STR showed a very robust and reliable performance. Since the overall time delay tot in the Rijke tube is smaller than half a period of oscillation, control could be achieved using either the STR-nodelay or the STR-delay. In both cases, the unstable mode and its harmonic were completely removed (corre-
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sponding to a 70 dB noise reduction), and the settling time was of the order of 0.4 ms for the STR-nodelay and 0.2 ms for the STR-delay. Both STR maintained control even when L was changed rapidly and in the presence of a significant background noise: contrary to the LMS controller, the STR never diverged in such cases. Finally, in order to test the superiority of the STR-delay over the STR-nodelay in the presence of significant time delays in the system, an extra time delay ext was artificially introduced in the system: it simulates the real time delays that would occur between actuation and detection in more complex combustors. The STR-nodelay could maintain control for a total time delay up to



3Tosc =4 where Tosc is the pe-



riod of oscillation, whereas the STR-delay achieved control for a total time delay up to



5Tosc. As observed in the simulation (see section 5.1), control was obtained



during periodic stability bands according to the value of !u tot where !u is the unstable frequency. During each stability band, starting from control parameters set to zero, the controller gain k1 converges to a value whose sign alternates between two consecutive stability bands. These are very reassuring and encouraging results on the potential of the STR-delay at controlling unstable combustion systems having significant time delays.
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(b) Adaptive first order compensator (ie STR-nodelay)
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Figure 6.12: Control of Rijke tube by STR under varying tube length L
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4 final k1 when flame is controlled sin(ωuτtot)



theoretical stability bands and k0k1>0 sign(k0k1) for 2nd order plant 3



CONTROL of Rijke tube obtained 2



1



k0k1>0



k0k1>0



0



k0k10



k0k1 0 is a convergence coefficient . At each time step, the transfer function



D is represented by the series of coefficients hi (t) and lj (t). Therefore, the signals  In



equation (C.3), the approximated LMS algorithm first suggested by Feintuch (1976) is used because in our very numerous simulations, an accurate SI was always obtained with the simplified algorithm (3.32).
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required for the control procedure are calculated as follows:



y (t) = w(t) =



nX s1 1 i=0 nX s1 1 i=0



ms1 X



hi (t)Pref (t idt) + hi (t)Vc (t idt) +



j =1



ms1 X j =1



lj (t)y (t j dt)



lj (t)w(t j dt)



(C.4)



If a FIR structure is preferred, the coefficients lj need to be set to zero in equations (C.3) and (C.4).



Vc



IIR or FIR adaptation algorithm



ec ece



+



error =ec - ece



Figure C.1: Classical on-line SI scheme based on the LMS algorithm, feasible if ec is known



Appendix D Pressure reflection coefficients in a pipework system Consider linear disturbances with time dependence est in the pipework system upstream the combustion zone, as shown in figure D.1. The Mach number considRuo f i+1



fi gi



x0



x1



xi



g i+1



x i+1



Figure D.1: Upstream pipework system



ered is so low that we assume there is no mean flow in the pipework system. The pressure reflection coefficient at an axial position xi is Rui (s). The cross-sectional area of the duct i between x = xi and x = xi+1 is Ai . The mean speed of sound is c and the mean density is . At x0 , we assume that the pressure reflection coefficient



Ru0 (s) satisfies



jRu (s)j < 0



1 156



in Real(s)  0
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n (Ru0 (s)) = 0:



(D.1)



x = x0 for instance. In the following, we show by induction that for all i, jRui (s)j < 1 in Real(s)  0, and These assumptions are true for a choked end at



n (Rui (s)) = 0. At x = xi , the reflected wave fi is related to the incoming wave gi as follows: xi+1 xi fi (t) = e 2s c Rui (s) [gi (t)] :



(D.2)



x = xi+1 , and using the



Writing the continuity of pressure and mass flux across



boundary condition (D.2) leads to the following relationship between the reflected wave fi+1 and the incoming wave gi+1 in the duct i + 1: xi+2 xi+1 fi+1 (t) = e 2s c Rui+1 (s) [gi+1 (t)] ;



(D.3)



where



Ki + Rui (s)e si Rui+1 (s) = 1 + Ki Rui (s)e si A Ai Ki = i+1 Ai+1 + Ai 2(xi+1 xi ) : i = c By inspection jKi j



(D.5) (D.6)



< 1. Furthermore, from (D.4), one deduces that n (Rui (s)) = 0



implies that n (Rui+1 (s)) = 0 after a Pad´e expansion us write



(D.4)



Rui in the form Rui (s) = jRui (s)je



[M=M ] for e



si is made. Let



si in equation (D.4). Then one easily



obtains



Ki2 + jRu j2 e 2Æ +2KijRu (s)je Æ cos(i ) jRu (s)j2 = 1+ K 2 jR j2 e 2Æ +2K jR (s)je Æ cos ( ) i+1



 see



i



i



ui



i



i



definition of Pad´e expansion in section 4.2.1



i



i



ui



i



i



i



(D.7)
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= Imag (s)i + i and Æi = Real(s)i .



The difference P between the numerator and the denominator of



jRu (s)j2 is i+1



equal to



P = (1 Ki2 )(jRui j2 e 2Real(s)i



1)



Therefore, in Real(s)  0, jRui (s)j < 1 implies that P



(D.8)



< 0 and hence jRui+1 j < 0.



Now we assume that at x = x0 , the high frequency gain h0 of Ru0 (s) satisfies



jh0j < 1:



(D.9)



Equation (D.9) is true for a choked end for instance. In the following, we show by induction that for all i, the high frequency gain hi of Rui (s) satisfies jhi j < 1. From (D.4), after a Pad´e expansion [M=M ] for e si is made, one deduces that



hi+1 =



Ki + hi ( 1)M : 1 + Ki hi ( 1)M



(D.10)



and hence



2



2



M



Ki hi jh2i+1j = 1K+i 2+Khih ( 2(1)M1)+ K 2 h2 : i i



i i



(D.11)



The difference Q between the numerator and the denominator of hi+1 is



Q = (1 Ki2 )(h2i



1):



(D.12)



Hence, jhi j < 1 implies that Q < 0 and therefore jhi+1 j < 1. Similarly, for a pipework system downstream the flame, ended by a nozzle (see figure D.2), we assume that at z



= z0 , the pressure reflection coefficient Rd0 satisfies
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z j+1



aj bj



zj



z1



z0



Figure D.2: Downstream pipework system



the assumptions (D.1) and (D.9), which is true if the nozzle is compact (Marble & Candel 1977). By induction, it can be shown that at any position



z = zj , the



downstream pressure coefficient Rdj and its high frequency gain hj satisfy



n (Rdj ) = 0 jRdj (s)j < 1 jhj j < 1:



in Real(s)  0 (D.13)



Appendix E Demonstration of theorem 1 In the presence of an amplitude saturation on Vc , the open-loop plant is characterized by the following relationship:



Pref (t) = W0 (s) [Vc (t)] = W0 (s) [Vunsat +  ]   = W00 (s) kT da + a where



(E.1)



W00 (s) = (s + a)W0 (s). A time domain representation of the open-loop



system (E.1) is



x_ = A0 x + b0 kT da + a Pref = h0 T x where (A0 ; b0 ; h0 ) is a state-space representation of







(E.2) (E.3)



W00 (s). Once put in a closed-



loop using the controller structure of figure 4.5, the system is represented in the time domain as follows:



x_ = A0 x + b0 kT da + a  V_ = zc V + kT da + a P_a = aPa + h0 T x 160
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V_a = aVa + V Pref = h0 T x where [Pa ; Va ]T



(E.4)



= da . Equation (E.4) is now rewritten in a matrix form: 



X_ = AX + b k~ T da + a Pref = hT X where







X = [x; V; Pa; Va ]T , b = [b0; 1; 0; 0]T , h = [h0; 0; 0; 0]T



(E.5) (E.6) and A is the stable



matrix defined as follows 0 B



A0 0



A=B @ h0 T 0



k1 b0 k2 b0 zc k1 k2 0 a 0 1 0 a 0



1 C C A



(E.7)



(A; b; h) is the state space representation of the stabilised closed-loop system



Wm (s), ie that equations (E.5)-(E.6) are a time domain representation of equation (4.44). Since Wm (s) is SPR, lemma 2.4 of Narendra & Annaswamy (1989) can be applied: given a matrix Qm symmetric strictly positive, there exists a matrix Pm symmetric strictly positive such that



AT Pm + PmT A = Qm Pm b = h Further, note that da such that da Case a : Then



(E.8)



= [Pa ; Va ]T is part of the state X, therefore a matrix C exists



= C X.



jVunsatj < Vlim .



 = 0, and for a large compared to the largest unstable frequency of



the combustion system, a



= 0 ‘nearly’ simultaneously. Our Lyapunov function



candidate is the positive definite function
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Vl = XT Pm X



(E.9)



~ k is Using (E.5) and (E.8), equation (E.9) leads to the time derivative (note that kk assumed bounded by a positive real km )



V_l =







XT Q



m



kXk (min











~ T da m b) k Qm kXk 2km kPm bk:kC k)



X + 2XT (P



(E.10)



where min Qm is the smallest eigenvalue of the symmetric strictly positive matrix



Qm . Therefore V_l is negative if km 



min Qm : 2kPm bk:kC k



(E.11)



Case b :



jVunsatj  Vlim.



Then Vc



= sign(Vunsat ):Vlim , and for a large compared to the largest unstable



frequency of the combustion system, Vca



= sign(Vunsata ):Vc0a (t), where the signals



Vca and Vunsata are defined in figure E.1, and Vc0a (t) is a positive fonction such that if jVunsat j  Vlim , then jVunsata j  l Vlim



 Vc0 (t)  0 where l is a positive constant. a



Essentially, this means that when Vc is saturated, then Vca is saturated ‘nearly’ simultaneously. We rewrite equation (E.1) as follows:



Pref (t) = W00 (s) [Vca (t)] Therefore, equation (E.5) can be expressed as



(E.12)
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Vunsat



Vunsat



1



a



s+a saturation block 1 s+a



Vc



Vc



a



Figure E.1: Definition of signals Vca and Vunsata



X_ = AX + b Vca kT :da







(E.13)



Our Lyapunov function candidate is the positive definite function



Vl = XT Pm X



(E.14)



Using equation (E.13), this leads to the time derivative



V_l =



Case b1 :







XT Qm X + 2XT (Pm b) Vca kT (C X)



(E.15)



sign(XT (Pm b)) = sign(Vca )



Then we obtain



V_l



 



XT QmX 2jXT (Pmb)jVc0a + 2jXT (P b)j:kC k:kkk:kXk kXk ((min Qm 2kPmbk:kC k:kkk) kXk 2 l VlimkPmbk)



Therefore, V_l is negative if



(E.16)
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kxk  



min



Case b2 :



2Vlim l kPm bk Q 2kPm bk:kC k:kk k



(E.17)



sign(XT (Pm b)) = sign(Vca )



Then



V_l Since







XT Qm X + 2jXT (Pmb)jVlim l 2jXT (P b)j:kC k:kkk:kXk



jVunsat j  l Vlim  Vc0 (t)  0, where Vunsat a



a



a



(E.18)



= (k + k~ )T da , we have the



following inequality:  T X QmX + 2



jXT (Pm b)j:kC k:kkk:kXk







2jXT (Pm b)jVlim l  XT Qm X 2kmjXT (Pmb)j:kC k:kXk







0 (E.19)



The second term between square bracket in the inequality (E.19) is positive if km satisfies equation (E.11). This proves that the first term between square bracket in the inequality (E.19) is positive. Therefore V_l is negative (see equation (E.18)) if (E.11) is satisfied.



~ k bounded by km , we demonstrated that Conclusion : Under the assumption kk



X, hence Pref , is bounded if equations (E.11) and (E.17) are satisfied. Then, lemma 2.12 of Narendra & Annaswamy (1989) guarantees that Pref tends asymptotically to zero when equations (E.11) and (E.17) are satisfied.



Appendix F Definition and properties of Wm(s) Equation (4.51) defines Wm (s) as



Wm (s) = 1 Wm 1 (s)Wme (s):







If the open-loop plant has only one unstable mode !1 , then



Wme (s) can be



chosen as follows:



Wme (s) = where 1



1 1 )2 + !12



(s



(F.1)



> 0 (this ensures that the mode !1 has a negative growth rate and



is therefore stabilised). Hence we have n Q



Wm (s) = 1



(s + zi + i )



i=1 n Q



(s + zi )



(F.2)



i=1



where zi



+ i and zi are respectively the remainining poles (all stable) and



zeros (all stable) of the closed-loop plant Wm (s), and ji j



> 0 is ‘small’ since



Wm (s) is SPR. Essentially, this means that the poles of Wm (s) have come very close to its zeros for a controller gain k1 large enough. From equation (F.2), we can deduce the following properties for Wm (s): 165
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1.



n (Wm (s)) = 0



2.



Wm (s) has only stable poles



3.



Wm (s) has a small gain at any frequency. This can be shown by induction as follows: for



n = 1, the numerator of Wm (s) is equal to



P1 (s) =



1 , hence Wm (s) has a small gain at any frequency. Then assume that the denominator Pn (s) of Wm (s) has a small gain. We have



Pn+1 (s) = (s + zn+1 )Pn (s) n+1



n Y i=1



(s + zi + i )



Since jn+1 j is ‘small’, the gain of Pn+1 (s), hence of



(F.3)



Wm (s), is small at any



frequency. The three properties above ensure that a bounded input to Wm (s) will lead to a bounded and ‘small’ output.







if several modes are unstable, then equation (F.1), where



Wme (s) can still be chosen as given in



!1 is one of the unstable frequencies of the system,



preferably the one which has the largest growth rate. The same properties for Wm (s) can be derived.



Appendix G STR design for a plant of order 2 and time delay tot Consider an open-loop plant of order 2, defined by Z0 (s)



= 1 and R0 (s) = (s



u )2 + !u2 where u < 0 since the plant is open-loop unstable. The total time delay



in the plant is tot and its high frequency gain is k0 . Using the controller defined in figure 5.2, the denominator of the closed-loop transfer function is easily calculated analytically and is found to be:



Rcl (s) = s3 + as2 + bs + c



(G.1)



where 







sin(!u tot ) a = 2u + zc + k2 k0 k1 e !u   u zc 2 2  u tot b = u + !u 2u (zc + k2 )+ k0k1 e sin(!u tot )+cos(!u tot ) !u   u 2 2  u tot sin(!utot )+cos(!u tot ) c = (u + !u)(zc + k2)+ k0k1 zc e (G.2) !u u tot



For very small tot (tot !u



0 and



k2 > 0 (continuity of no time delay case). For larger tot , assuming that ju j 0 if k0 k1 sin(!u tot ) < 0 zc 1= tan(!u tot ) < 0: !u



1 Consider the angle  defined by tan( )



=



zc !u and sin( )



(G.3)



> 0. Then, as illustrated in



figure G.1:







for 







for  + 



< !u tot <  and k1 < 0, Rcl (s) is stable. < !u tot < 2 and k1 > 0, Rcl (s) is stable.



Hence we deduce the periodic stability bands shown in figure 5.3a. Also note the result derived from equation (G.3) that k1 required for control satisfies sign(k0 k1 ) =



sign(sin(!u tot )). θ k0k10 θ+π



Figure G.1: sign(k0 k1 ) and values of !u tot for which a plant of order 2 and time delay tot is guaranteed to be stabilised by the fixed controller described in figure 5.2



Appendix H Lyapunov stability analysis for the design of a STR used to control a plant with time delay We start from equation (5.22):



Pref (t) = Wm (s)e



stot [k ~T (t):d



a (t)];



(H.1)



where Wm (s) = Wcl 0 (s)(s + a) is SPR and da (t) = s+1 a [d(t)]. The adaptive law is chosen as



k_ (t) = Pref (t)da(t tot )



(H.2)



(a positive sign for k0 is assumed). Equation (H.1) can be expressed in a time-domain representation as 







x_ = Ax(t) + b k~T (t tot ):da(t tot ) Pref (t) = hT :x(t):



(H.3)



x is the ‘state vector’ of the system and (A; b; h) is the ‘state representation’ of Wm (s), which means that Wm (s) = hT (sI A) 1 b. 169
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We note that equation (H.3) can be rewritten as







0







x_ (t) = Ax + b k~T (t):da(t tot )



bdaT (t tot ) @



Z0



1



k~_ (t +  )d A :



(H.4)



tot



Using equation (H.2), this leads to







0







x_ (t)= Ax + b k~T (t):da (t tot) + bdaT (t tot )@



1



Z0



Pref (t +  )da(t +  tot )dA(H.5)



tot



Since



Wm (s) is SPR, lemma 2.4 of Narendra & Annaswamy (1989) can be used:



given a matrix Qm symmetric strictly positive, there exists a matrix Pm symmetric strictly positive, such that



Pm b = h;



AT Pm + PmT A = Qm ;



(H.6)



As in (Burton 1985) and (Niculescu et al. 1997, Niculescu 1997), the Lyapunov function candidate is chosen as



Vl = xT (t)Pm x(t) + k~T (t)k~(t) +



Z0 Z t tot t+



kk~_ ( )k2dd



(H.7)



which is positive definite. Using equations (H.2) and (H.5), equation (H.7) leads to the time-derivative 







V_l = xT (AT Pm + PmT A)x +2xT (t)Pm b k~T (t):da (t tot ) 0 0 1 Z +2xT (t)Pm bda (t tot ) @ Pref (t +  )da(t +  tot )d A tot



2Pref (t)k~T (t):da (t tot )+



0



d@ dt



Z0 Z t tott+



1



(Pref ( ))2 kda ( tot )k2 ddA(H.8)
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Using equation (H.6), we obtain 0



V_l =



1



Z0



xT Qm x +2Pref (t)da(t tot )@ Pref (t +  )da(t +  tot )dA +



Z0



tot











kPref (t)da(t tot )k2 kPref (t +  )da(t +  tot )k2 d:



(H.9)



tot



Denoting



y = Pref (t)da(t tot );



w = Pref (t +  )da(t +  tot );



(H.10)



equation (H.9) can be rewritten as



V_l =



xT Qm x +



Z0 tot Z0



=



xT Qm x



 



tot T x Qm x + 2tot xT Qm 2tot



Hence, V_l is negative if da (t



2yT w + yT y







wT w d 



kw yk2



2yT y d



kPref (t)da (t tot )k2 kda(t tot )k2hhT x



(H.11)



tot ) satisfies the matrix inequality (see (Bellman



1953) for definition of a matrix inequality)



Qm > 2tot kda (t tot )k2 hhT



(H.12)



Condition (H.12) is not easy to check at any time t. We show below that it can be replaced by bounds on da over the interval [t0 which control is switched on. Suppose that over [t0



tot ; t0 ), da satisfies



tot ; t0 ), where t0 is the time at
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sup



t2[t0 tot ;t0 )



kda(t)k2  



(H.13)



where is a positive real constant. Further, assume that a fixed delay value 1 is such that



21 hhT < Qm



(H.14)



Then, combining equationa (H.13) and (H.14) leads to



Qm > 2tot kda(t)k2 hhT



(H.15)



for all t 2 [t0 ; t0 + tot ) and for all tot smaller than 1 . Equation (H.15) implies that



Vl (t) is not increasing for t 2 [t0 ; t0 + tot ), as long as tot  1 . Therefore, we have



x(t)T Pmx(t)  Vl (t)  Vl (t0 ) for all t



(H.16)



2 [t0 ; t0 + tot ), which means that x is bounded over [t0 ; t0 + tot ) and the



corresponding bound is given by



V (t ) sup kx(t)k2  l 0 min Pm t2[t0 ;t0 +tot )



(H.17)



where min Pm is the smallest eigen value of the positive symmetric matrix Pm . A constant matrix



C exists such that da = C x (this essentially means that da is a



representation of part of the states of the system). Therefore we have



kC k2Vl(t0 ) sup kda(t)k2  min Pm t2[t0 ;t0 +tot ) which does not depend on .



(H.18)
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Now let us consider V_l over the second delay interval [t0 + tot ; t0 + 2tot ). V_l is negative over this interval if tot



22



 2 with 2 satisfying the inequality



kC k2Vl (t0) hhT < Q min



Pm



(H.19)



m



Hence Vl is not increasing at time [t0 + tot ; t0 + 2tot ) if tot



 2 .



By repeating the process, it can be shown that the constructions above also hold on the next delay intervals [t0 + ktot ; t0 + (k + 1)tot ) for any positive integer



k > 2. We conclude that for a time delay tot smaller than 3 = min(1 ; 2 ) and for da satisfying the initial condition (H.13), equation (H.12) is satisfied at any time t > t0 , ie V_l (t) is negative at any time t > t0 . Then, application of lemma 2.12 (Narendra & Annaswamy 1989) guarantees that Pref tends asymptotically to zero as long as the delay tot is smaller than 3 and for da satisfying the initial condition (H.13). Note that this initial condition is satisfied in a practical self-excited combustion system when control is switched on while the pressure limit cycle is already established.
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