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Abstract. System calibration is crucial for any 3-D shape measurement system. An accurate method is proposed to calibrate a 3-D shape measurement system based on a structured light technique. The projector is treated as a camera to unify the calibration procedures of a structured light system and a well-established stereo vision system. The key to realizing this method is to establish a highly accurate correspondence between camera pixels and projector pixels and generate digital micromirror device 共DMD兲 image sets for projector calibration. A phase-shifting method is used to accomplish this task. A precalibrated lookup table and a linear interpolation algorithm are proposed to improve the accuracy of the generated DMD image, and accordingly improve the accuracy of the projector calibration and the 3-D measurement. Some experimental results are presented to demonstrate the performance of the system calibration. © 2008 Society of Photo-Optical Instrumentation Engineers.
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Introduction



The automatic, noncontact measurement of objects in industrial applications is one of the most important applications of 3-D shape measurement methods.1,2 Among the existing 3-D shape measurement techniques, structuredlight-based techniques are increasingly used, due to their high speed and noncontact nature. A structured light system differs from a classic stereo vision system in that it avoids the fundamentally difficult problem of stereo matching by replacing one camera with a light-pattern projector. The key to accurate reconstruction of the 3-D shape is the proper calibration of each element used in the structured light system.3 Several approaches to calibrating structured light systems can be found in the literature, such as techniques based on neural networks,4,5 bundle adjustment,6–11 or absolute phase,12 in which the calibration process depends on the available system parameter information and the system setup. They usually involve complicated and timeconsuming procedures. A novel method of treating the projector as a camera was proposed to unify the calibration procedures of a structured light system and a classic stereo vision system.3,13 This method uses a camera to capture images “for” the projector and then transforms the images into projector images, so that they are as if captured directly by the projection chip 关digital micromirror device 共DMD兲兴 in the projector. The key to realizing this method is to establish the correspondence between camera pixels and projector pixels. The accuracy of the correspondence is one of the key factors that influence the calibration accuracy. References 3 and 13 use a phase-shifting method is 0091-3286/2008/$25.00 © 2008 SPIE
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used to accomplish this task. This method is simple and fast, but they do not address the effect of the nonlinear ␥ of the projector,14 which introduces phase error and affects the accuracy of the correspondence. In this work, we also use a phase-shifting method to establish the correspondence between camera pixels and projector pixels. Furthermore, we propose two procedures to improve the accuracy of the projector calibration. We analyzed the effect of the nonlinear ␥ of the projector and built a lookup table 共LUT兲 to reduce the error of the actual phase value. This process can get a more accurate unwrapped absolute phase map, which can improve the accuracy of the correspondence between camera pixels and projector pixels. Because the data set used for camera calibration was of subpixel precision, a linear interpolation method was utilized to calculate the corresponding DMD image coordinates. This method can achieve DMD images with subpixel precision. These two processes can greatly improve the accuracy of the correspondence of the DMD image and accordingly improve the accuracy of the projector calibration and the 3-D measurement. The organization of the work is as follows: In Sec. 2, a description of the calibration procedure is given. In Sec. 3, some experiments are reported that evaluate the calibration procedures introduced in this research. Section 4 discusses the advantages and disadvantages of this calibration method, and Sec. 5 concludes the work. 2 Principle 2.1 DMD Image Generation In this research, we use a phase-shifting method to establish the correspondence between camera pixels and projector pixels. The same method is used in the structured light system for 3-D shape measurement. A calibration plane
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Fig. 1 Fringe patterns used in the structured light system.



with 99 共9 ⫻ 11兲 circles is positioned in the 3-D measurement volume. Then we project a series of sinusoidal phaseshifted fringe patterns 共three synthetic wavelengths, each one with four phase shifts; see Fig. 1兲 onto the calibration plane and capture them. The captured images consist of a calibration plane image and some sinusoidal phase-shifted fringe patterns. The sinusoidal phase-shifted fringe patterns are used to establish a one-to-one mapping between a CCD image and a DMD image. Based on a four-step phase-shifting algorithm, the actual phase at each pixel can be calculated, which is between 0 and 2. If a multiple fringe pattern is used, a continuous unwrapped absolute phase map can be obtained by phase unwrapping.15 We use the multifrequency heterodyne principle to obtain the unwrapped abso-



lute phase value.16,17 Then the unwrapped absolute phase map can be used to establish a one-to-one mapping between a CCD image and a DMD image. After the absolute phase map is obtained, a unique point-to-line mapping between the CCD pixels and DMD pixels can be established. If vertical fringe patterns are used, this line is a vertical line. If horizontal fringe patterns are used, then this line is a horizontal line. If both vertical and horizontal fringe patterns are used, then the pixel at the intersection of these two lines is the pixel corresponding to the camera pixel on the DMD. Therefore, by using this method, we can establish a one-to-one mapping between a CCD image and a DMD image. The following paragraph explains the details of this method. Figure 2 illustrates how the correspondence between the CCD pixels and the DMD pixels is established. We extract the subpixel position of each circle center from the calibration plane image, as shown in Fig. 2共a兲, using standard image-processing techniques.18 Figure 2共b兲 and 2共c兲 are the absolute phase maps ⌽h , ⌽v in the horizontal and vertical directions. Let the coordinates of the upper left circle center p1 be 共x1 , y 1兲. Because 共x1 , y 1兲 has subpixel accuracy, the absolute phases of the point p1 in the two directions h , v can be obtained by linear interpolation. Then the coordinates of the corresponding point p1⬘, which has the same absolute phase in the two directions, can be calculated as follows:



Fig. 2 CCD image and its corresponding DMD image: 共a兲CCD image, 共b兲 horizontal absolute phase map, 共c兲 vertical absolute phase map, 共d兲 DMD image. Optical Engineering
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x=



v ⫻ W, Nv ⫻ 2



h ⫻ H, y= Nh ⫻ 2



共1兲



where Nv , Nh are the numbers of periods in the vertical and horizontal fringe patterns, respectively, and W and H are the width and height of the fringe patterns. The coordinates of the corresponding point p1⬘ are also of subpixel accuracy. According to this method, we can estimate all the corresponding points of the circle centers. Figure 2共d兲 shows the corresponding DMD image. One can verify the accuracy of the DMD image by projecting it onto the real calibration plane and checking its alignment. If the alignment is good, the DMD image created is accurate. 2.2 Phase Error Compensation From the DMD image generation calculation flow, we can see that the precision of the actual phase will affect the precision of the corresponding point, and furthermore affect the precision of the system calibration. However, the nonlinear ␥ of the projector introduces some nonlinear phase error during the actual phase calculation process. The ␥ of any commercial projector is purposely distorted to be nonlinear to have better visual effect.19 As a matter of fact, the inherent luminance nonlinearity of a display device can often be described with a simple pointwise operation of the form w = u␥ ,



共2兲



where u 苸 关0 , 1兴 denotes the normalized image pixel value, w is the normalized actual output intensity, and ␥ is a constant particular to the device. Typically a display device has a ␥ greater than 1.0, and the standard of the National Television System Committee recommends a ␥ of 2.2.19 However, the actual ␥ of a digital video projector depends not only on its own factory preadjustment, but also on the computer system. In addition, some graphics cards dynamically vary the amount of ␥ correction for a balanced visual effect on the display. We simulated the phase error caused by the nonlinear ␥ of the projector; the result is shown in Fig. 3. In this figure, we used 640 sampling points to show the concept. Figure 3共a兲 plots the input sinusoidal signal and output waveform 共␥ = 2.2兲; Fig. 3共b兲 plots the real wrapped phase values and the ideal phase values for each sampling point. We subtract the ideal phase value from the real phase value for each point and obtain the phase error. The phase error caused by the nonlinear ␥ of the projector is plotted in Fig. 3共c兲. In order to improve the accuracy of the correspondence, the effect of the nonlinear ␥ of the projector has to be eliminated during the projector calibration procedure. Recently, a lot of methods have been proposed to eliminate the phase error. Previously proposed methods, including the double three-step phase-shifting algorithm,20 direct correction of the nonlinearity of the projector’s ␥,21 and ␥-correction technique based on statistical analysis of the fringe images,19 demonstrated significant phase error reduction; however, the residual error remains nonnegligible. Optical Engineering



Fig. 3 Simulated result: 共a兲 input sinusoidal signal and output waveform 共␥ = 2.2兲, 共b兲 real wrapped phase and ideal wrapped phase, 共c兲 phase error caused by the nonlinear ␥ of the projector.



Zhang and Yau22 proposed a method that does not require direct calibration of the ␥ of the projector and does not require ␥ to be monotonic. They captured a set of fringe images of a uniform flat surface board. The phase error of the captured fringe images is analyzed and stored in a LUT for phase error compensation. This method is simple and accurate.
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Fig. 4 Phase-error LUT.



So in this work, we create a 256-element error LUT according to Zhang and Yau’s method.22 We project four fringe images with the same phase shift as previously specified onto a uniform flat board, capture them, and compute the phase error. The phase errors for 50 row points are plotted in Fig. 4. We then divide the 2 period into 256 regions. For the k’th region, the phase value ranges from 共k − 1兲 ⫻ 2 / 256 to k ⫻ 2 / 256. The average error of the data points that belong to this region is stored in the k’th element of the LUT. The solid curve in Fig. 4 plots the errors stored in the LUT. The maximal phase error is 0.1538 rad. Once the phase error LUT is created, it can be used for error compensation during projector calibration and 3-D measurement. For real captured fringe images, the phase computed from the fringe images can then be compensated by using this LUT. Assume the phase value for one point is 0, which belongs to region k0 = 关2560 / 2兴, where 关x兴 means the rounded-down integer value of x. Then the compensated phase is  = 0 − LUT共k0兲. According to the Sec. 2.1 and Sec. 2.2, we can get one data set, including the coordinates of the circle centers in CCD images and the coordinates of the corresponding points in a DMD image, for the system calibration. The data-set generation flow chart is shown in Fig. 5. 2.3 System Calibration Once the input data are estimated, the next step is the estimation of the calibration parameters. Figure 6 shows the structured-light system used to test the proposed calibration procedure. In this system, the resolution of the chargecoupled device 共DaHeng SV1410FM兲 is 1024⫻ 768 pixels with a nominal focal length of 25 mm, and the resolution of the DLP projector 共Focus LP70兲 is 1024⫻ 768 pixels with a nominal focal length of 50 mm. The length of the base line is about 260 mm. The calibrated volume was about 800 mm wide, 600 mm tall, and 600 mm deep, placed 1300 mm from the system. A total of six images, as shown in Fig. 7, were captured by the camera from different posiOptical Engineering



tions. And the six corresponding DMD images created with the procedures described in Sec. 2.1 and Sec. 2.2 are shown in Fig. 8. After a set of DMD images is generated, we can unify the calibration procedures of the structured light system and a classic stereo vision system. The MATLAB toolbox provided by Bouguet is used to calibrate the system.23 We first calibrate the camera and the projector. The internal camera model is very similar to that used by Heikkila,9 and the estimated intrinsic parameters are shown in Table 1. The parameters k1 , k2 are the coefficients for the radial distortion; the parameters p1 , p2 are the coefficients for the decentering distortion. After the intrinsic parameters of the camera and the projector are calibrated, the next task is to calibrate the extrinsic parameters of the system. For this purpose, a unique world coordinate system for the camera and projector has to be established. In this research, a world coordinate system is established based on one calibration image set with its x and y axes on the plane, and its z axis perpendicular to the plane and pointing toward the system. Figure 9 shows the coordinate systems used in this work. The purpose of extrinsic-parameter calibration is to find the relationships between the camera coordinate system and the world coordinate system, and also between the projector coordinate system and the same world coordinate system. These relationships can be expressed as X c = M cX w , 共3兲



X p = M pX w ,



where Xc = 兵xc , y c , zc其T, X p = 兵x p , y p , z p其T, and Xw = 兵xw , y w , zw其T are the coordinate column vectors for point p in the camera, projector, and world coordinate systems, and Mc = 关Rc , tc兴 and M p = 关R p , t p兴 are the transformation matrices from the camera coordinate system and the projector coordinate system to the world coordinate system, respectively. Here Rc , tc and R p , t p are matrices of the extrinsic parameters we should estimate. They can be obtained by the same procedures as those for the intrinsic parameters estimation. The only difference is that only one calibration image is needed to obtain the extrinsic parameters. The same MATLAB toolbox provided by Bouguet was is utilized to obtain the extrinsic parameters. Example extrinsic parameter matrices for the system setup are



Mc =



Mp =



冤



0.9835 0.0561 − 0.1720



冤



0.0663



− 0.1683 − 150.7701



− 0.9963 − 0.0645



49.8310



0.0540



− 0.9836 1308.1003



0.9139



0.0632



− 0.4010 − 112.8400



0.1030



− 0.9916



0.0784



冥



,



冥



− 159.2012 . − 0.3927 − 0.1129 − 0.9127 1347.3015



Once the system calibration is done, real measured object coordinates can be obtained based on the calibrated intrinsic and extrinsic parameters of the camera and the projector. The calculate method is similar to that described in the literature.13
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Fig. 5 Data-set generation flow chart.



3



Experiments and Calibration Evaluation



To evaluate the calibration method introduced in this research, we analyze the discrepancies obtained in the calibration. The reprojection error from the camera calibration is shown in Fig. 10, and the rms errors equal 0.09740 and 0.09039 pixels in the two directions. Similarly, the reprojection error in the projector calibration is shown in Fig. 11. The rms errors equal 0.14942 and 0.15707 pixels in the two directions. Optical Engineering



To further verify the calibration accuracy, we measured a planar board with a white surface and reconstructed the 3-D coordinates using the estimated parameters. The measurement result is shown in Fig. 12共a兲. To determine the measurement error, we fit the measured coordinates with an ideal flat plane and calculate the distances between the measured points and the ideal plane. Figure 12共b兲 shows the measurement errors of all experimental numbers. The standard deviation is 0.043 mm 共over a volume of 300
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Fig. 8 Corresponding DMD images for projector calibration.



Fig. 6 The structured light system used to test the proposed calibration procedure.



⫻ 200⫻ 200 mm3兲. In addition, we measured a human face, and the result is shown in Fig. 13. The first image is a photograph of the face, and the second image is a 3-D model of it in shaded mode. The reconstructed 3-D model is very smooth, with details. 4 Discussion As can be seen in the experimental results, the residual magnitude is small enough in both calibrations, as is expected of a good estimation.8–12 One drawback of the estimations is the systematic distribution of the residuals, which indicate some error in the target position measurement. All the calibration procedures based on the knowledge of the 3-D coordinates of the target marks are affected by the uncertainty of the target measurement, and this is one of the most important sources of systematic error in calibration and reconstruction.3 These errors can only be reduced by improving the accuracy of the target position or including a self-calibration strategy in the estimation.6,8,24 However, this situation does not affect the present estimations too much, because the normalized stereo calibration error indicates that the residuals are negligible compared with image digitization noise at this depth.25 According to the LUT described in Sec. 2.2, the maximal phase error caused by the nonlinear ␥ of the projector is 0.1538 rad. The minimal number of periods in the sinusoidal phase-shifted fringe patterns used in this work is 59,17 and the resolution of the fringe pattern is 1024 ⫻ 768 pixels. According to the formula 共1兲, the maximal



errors of the corresponding point in the DMD image caused by the nonlinear ␥ of the projector are equal to 0.4248 and 0.3186 pixels in the x and y directions, respectively. This result shows that the nonlinear ␥ of the projector indeed affects the accuracy of the correspondence between camera pixels and projector pixels. In order to further verify the effect of nonlinear ␥ of the projector on the precision of corresponding points in the DMD image, we obtained a group of corresponding points 共P1兲 without using the LUT to compensate the phase error during DMD image generation, and then computed the projections 共P2兲 in the DMD images of the circle centers based on the precalibrated intrinsic and extrinsic parameters of the projector. The errors between P1 and P2 are shown in Fig. 14. The rms errors equal 0.27963 and 0.24259 pixels in the two directions; they are much larger then the residuals obtained in the projector calibration. Therefore, it is necessary to eliminate the phase error caused by the nonlinear ␥ of the projector in the system calibration procedures. In this research, a small LUT was created and used to reduce the phase error in both Table 1 Calibration results. Value Intrinsic parameter



Camera



Projector



␣



3905.11823



2356.56238



␤



3906.24932



2364.02100



␥



90 deg



90 deg



u0



695.68818



515.34543



v0



475.85129



821.95544



k1



−0.01271



−0.08843



k2



−3.45587



0.30651



p1



−0.00180



−0.00464



p2



−0.0296



0.03394



Fig. 7 Calibration plane images for camera calibration.
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Fig. 9 The coordinate systems used in this work.



Fig. 11 Residuals obtained in the projector calibration: 共a兲 reprojection error of the calibration images, 共b兲 typical reprojection error distribution of one frame used in the calibration. In panel 共b兲, + indicates the observed image position, 䊊 indicates the reprojected point, and the arrows indicate scaled residuals.



the calibration and the 3-D measurement. This method can significantly improve the accuracy of the correspondence and furthermore improve the accuracy of the projector calibration. In addition, although 25 images were used to generate the DMD image, the process procedures, including circle center extraction, phase unwrapping, and corresponding point coordinate calculation, can be realized automatically through software within about 5 s. Furthermore, the calibration of the projector and that of the camera follow the same procedure. A calibration plane can be utilized to calibrate the camera and the projector simultaneously. So the system calibration method proposed in this work is easy and fast. Fig. 10 Residuals obtained in the camera calibration: 共a兲 reprojection error of the calibration images; 共b兲 typical reprojection error distribution of one frame used in the calibration. In panel 共b兲, + indicates the observed image position, 䊊 indicates the reprojected point, and the arrows indicate scaled residuals.
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5 Conclusions We present a novel accurate calibration method for the structured light system we developed. We treat the projector as a camera, and calibrate the camera and the projector
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Fig. 14 The errors between P1 and P2.



experimental results show that the rms measurement error is 0.043 mm over a volume of 300⫻ 200⫻ 200 mm3 and the reconstructed 3-D model is very smooth and detailed. Acknowledgment This work was supported by the Eleventh Five-Year Preresearch Project of China. References Fig. 12 3-D measurement result for the planar board: 共a兲 3-D plot of the measured plane, 共b兲 measurement error of all experimental numbers.



independently using the traditional calibration method for cameras. Because the projector can be treated as a camera, the calibration of structured light systems becomes essentially the same as that of traditional stereovision systems, which is well established. A phase-shifting method is used to establish the correspondence between camera pixels and projector pixels. A precalibrated lookup table and a linear interpolation algorithm are proposed to improve the accuracy of the generated DMD image. After the corresponding DMD images were obtained, the MATLAB toolbox provided by Bouguet was used to calibrate the system. The



Fig. 13 3-D measurement result for a human face: 共a兲 photograph, 共b兲 3-D model. Optical Engineering
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