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Abstract Motivation: High-throughput molecular biology technologies are increasingly being applied in exploratory studies to discover potential biomarkers. The statistical analysis of these studies, however, is usually directed toward differential expression. As a result, it may miss important biomarkers that are only present in a subset of patients. Results: We introduce a novel, nonparametric, statistical method for identifying potential biomarkers. The new method is based on a direct assessment of the specificity and sensitivity of individual biomarkers. We apply the method to an existing microarray data set studying prostate cancer, and we compare it to existing methods based on the t-test or the Wilcoxon rank-sum test. We show that the new method makes it possible to perform realistic sample size and power computations for microarray studies, accounting for multiple testing. In the application to prostate cancer, we find that the new test selects different genes than the t-test or the Wilcoxon test. The methods largely agree at extreme values of either statistic. By examining the differences, however, we provide evidence that the new method can successfully identify biomarkers that pick out biologically relevant subsets of the patient samples. Conclusions: We have described a robust, easily implemented, nonparametric statistical method for identifying potential biomarkers in high-throughput molecular biology data. Availability: [email protected]



Introduction “All happy families resemble one another, but each unhappy family is unhappy in its own way.” – Leo Tolstoy That quotation from Tolstoy has direct relevance for the statistical and biological problem of finding biomarkers. To explain why, we first consider the problem of finding biomarkers with the potential to distinguish cancer patients (for a particular type of cancer) from healthy individuals. We take as our starting point the principle that many useful biomarkers will only be present in a subset—possibly small—of the cancer patients. It follows that our statistical method for locating biomarkers from a data set generated using a high-throughput molecular biological technology (like expression microarrays or serum proteomics or array-based comparative genomic hybridization) should take this principle into account. Surprisingly, most standard methods for detecting differentially expressed genes do not entertain the possibility that the markers might be present in only a subset of the patients. The usual tests are constructed on a framework of the two-sample t-test or its nonparametric cousin, a Wilcoxon rank sum test. These tests try to identify “nearly perfect” markers, since they test the hypothesis that, in some sense, all the cancer patients differ from the healthy individuals in the same way. In this paper, we propose a simple, straightforward, statistical test to find biomarkers that are only elevated in a subset of the cancer samples. The test is essentially nonparametric, in the sense that it makes no distributional assumptions on the measurements of the samples from the cancer patients. It also provides easily computed estimates of the sample sizes needed to perform experiments to search for biomarkers, relying on inputs that are easily interpreted by biologists. 2



1: Algorithm We begin by assuming that we have collected data on G genes or proteins from nH healthy individuals. We let Xg,i be the random variable representing the measurement of gene g = 1, 2, . . . , G on individual i = 1, 2, . . . , nH . We assume for fixed g that the Xg,i ∼ Xg are independent and identically distributed. Next, we specify a target value ψ that represents the desired specificity of a (univariate) test to distinguish healthy individuals from cancer patients. The first step in our proposed method is to estimate, for each g, a threshold τ g such that P rob(Xg < τg ) = ψ. In practical terms, we can compute these estimates using either parametric or nonparametric methods. If we collect enough samples from healthy individuals, we can estimate the ψ th quantile τg empirically. Alternatively, if we are willing to make specific distributional assumptions on the measurements for healthy individuals, such as assuming that they are normally distributed on the log scale with unknown mean and variance, then we can estimate τg by fitting the model parameters from the data. Given the desired specificity (and the resulting threshold estimates), the second step in our proposed method is to estimate the sensitivity of a “test for cancer” based on gene g. To make this estimate, we collect data from nC cancer patients, and we observe the value of the random variable Yg that counts the number of cancer patients for which the measured expression level of gene g exceeds the threshold τg . We will call g a biomarker provided Yg exceeds a threshold that we specify in the next section. 1.1: Significance thresholds based on the null distribution We understand the behavior of the proposed method under the null hypothesis that gene g is not a useful biomarker. More precisely, we use the null hypothesis that the measurements of gene g on the cancer patients are independent and have the same distribution as the measurements from the healthy individuals. If this is the case, then Yg ∼ Binom(nC , 1 − ψ) has a known binomial distribution with known expected value. Even when we perform such tests for G genes, with G large, the expected maximum value of G independent instances of Yg remains quite small. To estimate this maximum for a given number G of genes, we simply compute the (1 − 1/(G + 1))th quantile of the appropriate binomial distribution. The results are illustrated in Table 1, which shows the expected maximum value of Yg for various values of the number nC of cancer samples, the specificity ψ, and the number G of genes. Table 1: Expected maximum (over G genes) of Yg under the null hypothesis for given values of the specificity ψ and sample size nC . ψ = 0.99 ψ = 0.95 nC G = 1000 10000 100000 G = 1000 10000 100000 10 2 3 3 4 4 5 20 3 3 4 5 6 7 50 4 5 6 8 10 11 100 5 6 7 13 15 16 250 9 10 12 24 27 29 If the observed value of Yg for some gene g exceeds the value shown in Table 1, we can conclude with a high degree of confidence that gene g is a potentially interesting biomarker. A key point to observe from this table is that this method is relatively insensitive to the 3



multiple testing problem that afflicts most other methods for analyzing microarray data. The table says that, for the given values of the specificity ψ, the number nC of cancer samples, and the number G of genes being tested, we expect to get no false positives provided we use a cutoff for significance that exceeds the values shown in the table. In the usual multiple testing framework, this corresponds to an extremely conservative Bonferroni-like bound on the family-wise error rate. However, the bound for our method grows extremely slowly as a function of the number of hypotheses being tested. 1.2: Power and sample size considerations In order to compute the power of the proposed method, we first fix the desired specificity ψ and the number G of genes. Given these values, we can estimate the expected maximum value of G independent instances of Yg under the null hypothesis as a function of the sample size nC . As before, we compute this estimate as the (1 − 1/(G + 1))th quantile of the null binomial distribution Binom(nC , 1 − ψ). To express this notion compactly, for a binomial random variable X ∼ Binom(N, p), we write F (x | N, p) = P rob(X ≤ x) for its cumulative distribution function. With this notation, the expected maximum value M of Y g over G genes satisfies (1.1)



F (M | nC , 1 − ψ) = 1 − 1/(G + 1),



or, equivalently, (1.2)



M = M (G, nC , ψ) = F −1 (1 − 1/(G + 1) | nC , 1 − ψ).



Since we identify a gene as a biomarker if the observed value of Yg is larger than M , the power π to detect a biomarker whose true sensitivity equals φ is given by (1.3)



π = P rob(Binom(nC , φ) > M ) = 1 − F (M | nC , φ).



Thus, it is straightforward to compute the power provided we are given the sample size, the sensitivity, and the number of genes. The results of such computations are illustrated in Table 2. From the table, we see that even 250 samples are not enough to detect a biomarker that is present in only 10% of the cancer patients. By contrast, 100 samples have enough power (> 80%) to reliably detect biomarkers with a sensitivity of 20%, fewer than 50 samples are needed to detect a biomarker with a sensitivity of 30%, and as few as 10 samples will suffice to detect biomarkers with a sensitivity of 60%. Table 2: Power as a function of the sensitivity φ to be detected and the sample size nC , assuming G = 10000 and ψ = 0.95. nC φ = 0.10 0.20 0.30 0.40 0.50 0.60 0.70 10 0.0002 0.0328 0.15 0.37 0.62 0.83 0.95 20 0.0024 0.0867 0.39 0.75 0.94 0.99 1.00 50 0.0093 0.4164 0.92 0.99 0.99 1.00 1.00 100 0.0399 0.8715 0.99 1.00 1.00 1.00 1.00 250 0.2921 0.9999 1.00 1.00 1.00 1.00 1.00 4



1.3: Bayesian enhancements to the method The goal of the biomarker discovery method described here is not just to find potentially interesting biomarkers, but also to estimate how well they perform. For each gene g, we are ultimately trying to use the observed data Yg to estimate the value of a parameter φg , which is best described as the sensitivity of a univariate test for cancer based on whether the expression level of gene g exceeds τg , the ψ th quantile of the expression levels in healthy individuals. In other words, we are using the model Yg ∼ Binom(nC , φ), with nC a fixed part of the experimental design. Because 0 ≤ φg ≤ 1, it is convenient to place a beta prior distribution on the sensitivity. We will write φ ∼ Beta(α 0 , β0 ) for some choice of the hyperparameters α0 and β0 . If we actually observe Yg = y, then the posterior distribution of the sensitivity is another beta distribution given by (φ | Yg = y) ∼ Beta(α0 + y, β0 + nC − y). We now consider how to choose reasonable values for the hyperparameters. One possibility is to use an “uninformative” prior. In this case, we might use Beta(1, 1), which is just the uniform distribution on the unit interval. The observed data would overwhelm this prior for even a modest number of cancer samples. Because of the multiple testing involving thousands of genes, however, we strongly suspect that this method would considerably overestimate the sensitivity of some of the detected biomarkers. To see why, suppose we measure the expression value of 10000 genes on a large number of healthy individuals and estimate the gene-specific thresholds corresponding to the 95th percentile of healthy expression. Suppose we then measure the expression of all 10000 genes on 100 cancer patients, and we find a gene for which 20 of the cancer patients have expression levels that exceed the threshold for that gene. A frequentist estimate of the sensitivity of such a cancer test is 20/100 = 20%. A Bayesian estimate using the uniform prior actually increases this value slightly since it shrinks estimates toward the prior mean of 50%; the expected value of the Beta(21, 81) distribution is equal to 21/102 = 20.6%. In this situation, however, a gene that does not distinguish between healthy and cancer samples would have a sensitivity of 5% and a specificity of 95%. We see from Table 1 that we would not be surprised to find at least one such gene for which 15 out of 100 samples exceed the threshold. Should an increase in the number of counts from 15 to 20 really be enough to boost our assessment of a gene from “not useful” to “20% sensitive”? The problem with the uniform prior is that it is overly optimistic when applied in this setting of highly multiple testing. With its mean of 1/2, the prior suggests that the most likely sensitivity for a randomly chosen gene is 50%. But good biomarkers are rare, as can be easily demonstrated by looking at the biomedical literature from the beginning of time. In light of the historical difficulty of finding useful biomarkers, it seems reasonable to use a more skeptical prior. We can construct a skeptical prior by building on what we know about the behavior of this method under the null hypothesis. As we observed previously, we have Yg ∼ Binom(nC , 1 − ψ) under the null hypothesis. A skeptical prior should assume that most genes are actually poor biomarkers for any given condition, which would imply that the typical sensitivity φ would be close to 1 − ψ. Thus, we should use a beta prior whose expected value equals 1 − ψ. There is a one-dimensional family of such priors, which we write in the form Beta(w(1 − ψ), wψ) for some weight hyperparameter w. Increasing values of w provide increasingly skeptical priors. We return to our earlier example, where we find a gene g for which 20 out of 100 cancer samples have measurements that exceed the threshold marking the 95th percentile of healthy expression. Then ψ = 0.95 5



and the posterior expectation of Yg as a function of the weight w is equal to (0.05w + 20)/(w + 100). When w = 0, this formula discards the prior entirely and uses the frequentist estimate of the sensitivity as 20%. When w = 2, we impose a weakly skeptical prior and get a posterior expectation of 19.7%. When w = 99, we impose a strongly skeptical prior and get a posterior expectation of 12.5%. Even this very skeptical value, however, is significantly larger than the sensitivity of 5% that we would expect to see from a gene that was truly useless as a biomarker. One can make an argument that reasonable weights are bounded by 0 ≤ w ≤ nC − 1. The binomial distribution Y ∼ Binom(nC , 1 − ψ) that corresponds to the null hypothesis yields a sampling distribution for Z = Y /nC with mean E[Z] = 1−ψ and variance V ar[Z] = (1−ψ)ψ/nC . By equating both the mean and the variance of the beta prior to these sampling values, we can easily compute that w = nC − 1. This corresponds to the distribution we expect to see if none of the genes measured on the microarray provides any useful biomarker information, and so has a legitimate claim to be the most skeptical prior that should be considered. 1.4: Dealing with uncertainty in the threshold The development of the statistical method described in this paper does not yet account for the inherent uncertainty in the estimate of the thresholds τg based on the samples from healthy individuals. This problem is usually addressed by constructing a statistical tolerance interval (more precisely, a one-sided tolerance bound) that contains a given fraction, ψ, of the population with a given confidence level, γ [Hahn and Meeker, 1991]. With enough samples, one can obtain distribution-free tolerance bounds [op. cit., Chapter 5]. Here, however, we assume that the measurements of the log expression of gene g in healthy individuals are ¯ denote the sample mean and let s denote the sample standard normally distributed. We let X deviation. The upper tolerance bound that, 100γ% of the time, exceeds 100ψ% of G values ¯ + kγ,ψ s, where from a normal distribution is approximated by XU = X
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and, for any π, zπ is the critical value of the normal distribution that is exceeded with probability π [Natrella, 1963]. For example, suppose, as in the prostate study below, that we collect data on 41 healthy ¯ + 1.68s. individuals. A simple point estimate of the 95th percentile is given by τ = X However, only the mean of the distribution is less than this value 95% of the time. Almost half of the time (43.5%), fewer than 95% of the observed values will be less than τ . The 90% ¯ + 1.99s, the 95% tolerance bound is X ¯ + 2.11s, tolerance bound on the 95th percentile is X ¯ + 2.36s. and the 99% tolerance bound is X
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2: Results: Application to a prostate cancer microarray data set Lapointe and colleagues [2004] recently published a paper describing the results of microarray experiments using 41 samples of normal prostate, 62 samples of prostate cancer, and 9 samples from lymph node metastases of prostate cancer. Because the cancer samples in this study include a clearly recognizable small subset (the metastases), we felt it would provide a good test of our method. So, we downloaded the raw data from the Stanford Microarray Database (http://genome-www.stanford.edu/microarray). Lapointe’s prostate cancer experiments used glass microarrays printed with 42, 129 spots containing 38, 804 different cDNA clones representing 23, 685 distinct UniGene clusters. The experiments were performed using the two-color fluorescence process, with a common reference material in the Cy3 channel and the experimental sample in the Cy5 channel. We performed intensity-dependent normalization on each microarray using loess [Dudoit et al., 2002; Yang et al., 2002]. We further normalized the intensity of each channel by rescaling so the 75th percentile equaled 1000 and computed the base-two logarithmic ratios at each spot; all further analysis was performed on these ratios. 2.1: T-test In order to have a baseline for comparison, we first performed two-sample t-tests comparing the normal prostate samples to the combined primary and metastatic prostate cancer samples, and computed p-values for each spot on the array. To adjust for multiple comparisons, we modeled the p-values as a beta-uniform mixture [Pounds and Morris, 2003]. Using this method, one can set a cutoff on the p-values by controlling an estimate of the false discovery rate (FDR) [Benjamini and Hochberg, 1995]. We chose to bound the FDR to be less than 0.05, which corresponded in this data set to p < 0.000045 or to |t| > 4.25. Using this cutoff, we detected 3, 522 differentially expressed spots representing 2, 531 differentially expressed UniGene clusters. Of these, 1, 094 UniGene clusters (1, 415 spots) were overexpressed in prostate cancer and 1, 454 UniGene clusters (2, 107 spots) were underexpressed. 2.2: Wilcoxon rank sum test We also performed Wilcoxon rank sum tests for each gene, using an empirical Bayes method to determine which Wilcoxon statistics were significant [Efron and Tibshirani, 2002]. In order to get results that were comparable to the t-test, we selected a cutoff corresponding to a posterior probability of 99.9% that the Wilcoxon statistic came from a differentially expressed gene. Using this cutoff, we detected 3, 627 differentially expressed spots representing 2, 576 UniGene clusters. Of these, 1, 129 UniGene clusters (1, 498 spots) were overexpressed and 1, 447 clusters (2, 129 spots) were underexpressed in prostate cancer. Not surprisingly, given the number of samples, there was good agreement between the t-test and the Wilcoxon test. More than 90% (1, 905) of the underexpressed spots and 88% (1, 244) of the overexpressed spots that were found by the t-test were also detected by the Wilcoxon test.
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2.3: The new method for biomarker detection
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Number of cancer samples above 95% or below 5% of healthy



To apply our new method for detecting biomarkers, we assumed that the log ratios of the normal prostate samples were normally distributed for each gene. Using this distributional assumption, we estimated the 90% tolerance bounds for both the 5th and 95th percentiles. We then counted the number of combined primary and metastastic prostate cancer samples whose log ratios fell outside these boundaries. Based on Table 1, we identified a gene as a biomarker if at least 16 of the 71 cancer samples were below the 5% or above the 95% levels from the normal prostate. Using this method, we identified 1, 359 UniGene clusters (1, 766 spots) that were “positive” biomarkers, since they were present at higher than normal levels in at least 16 cancer samples. We also identified 1, 406 UniGene clusters (1, 930 spots) that were “negative” biomarkers, since they were expressed at lower than normal levels in at least 16 samples. In total, we identified 2, 743 UniGene clusters (3, 692 spots) as potential biomarkers.
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Figure 1. Comparison betwen the t-statistic and the number of prostate cancer samples for which the expression level is much larger or much smaller than expected based on normal prostate. Differentially expressed genes lie outside the horizontal lines. Biomarkers lie above the vertical line.
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2.4: Comparison between the t-test and the new method We next compared the list of genes called differentially expressed by the t-test to the list of genes called biomarkers by our new test (Figure 1). It is clear that the two tests agree at extreme values of either statistic. Overall, there were 1, 745 genes (2, 363 spots) identified by both methods. However, there are also 984 differentially expressed genes (1, 159 spots) that were not flagged as potential biomarkers along with 1, 142 potential biomarkers (1, 329 spots) that were not flagged as differentially expressed. The results were essentially the same when we compared the list of genes detected by the Wilcoxon test to the list of biomarkers (data not shown).
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Figure 2. Plots of the log intensities of four genes that were called differentially expressed but not flagged as potential biomarkers. In three of the four cases, the normal samples (green squares) include an extreme outlier that drives the estimate of variability and overwhelms the primary prostate cancer (blue or purple circles) or lymph node metastases (red diamond). In the fourth case, SUPT3H, the normal samples appear to be more variable than the cancer samples.



In order to understand the differences between the two methods, we examined many of the cases where the differences were extreme. For example, we looked at all 36 genes (38 spots) that were identified as differentially expressed for which only 0 or 1 cancer sample took on an extreme value. (A complete list of these genes is contained in Supplementary Table S1.) Plots of the intensities of four such genes are illustrated in Figure 2. In a large majority of these cases, including LAP1B, CDC14B, and CTF1, the measured intensities of the normal prostate samples included one or more gross outliers that had a large impact 9



on the estimates of the 5th and 95th percentiles. Of course, this problem could be avoided by using a more robust estimation method. In the remaining cases, such as SUPT3H, the normal prostate samples appeared to be significantly more variable than the prostate cancer samples. Although such genes do indeed appear to be differentially expressed, their level of variability in normal prostate would make them a very poor choice for biomarkers.
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Figure 3. Plots of the log intensities of four genes that were flagged as potential biomarkers but not called differentially expressed. For GDF11 and HACE1, the primary prostate cancer samples (blue or purple circles) and lymph node metastases (red diamond) appear to be more variable than the normal prostate samples (green squares). Both CANX and GITA appear to identify interesting subsets of the cancer samples.



We also looked at genes that were identified as potential biomarkers but were not identified as differentially expressed. We started by looking at all 46 genes (52 spots) that were potential biomarkers whose absolute t-statistic was less than 1.25. (A complete list of these genes is contained in Supplementary Table S2.) This set included two kinds of genes (Figure 3). Many of the genes, inculding GDF11 and HACE1, appeared to be significantly more variable in cancer samples than in normal prostate. It is unlikely that these genes would make useful biomarkers, but they may still provide information about pathways that are disregulated in cancer. Other genes, including CANX and GITA, appeared to achieve the goal of identifying a biologically relevant subset of the cancer samples. One of the most interesting examples of such a gene is calnexin (CANX). Five different clones represent the calnexin gene on these microarrays. All five spots containing these clones were selected by our method, even though the t-statistics were insignificant (0.80, 10



0.82, 0.89, 0.92, and 2.40). Depending on the clone, however, between 16 and 20 of the prostate cancer samples had expression levels that were higher than the 95th percentile of the expression in normal prostate. Interestingly, between 6 and 8 of the 9 lymph node metastases had levels that were below the 5th percentile of normal, and 8 of the lymph node metastases had levels that were well below the mean for the primary prostate cancers. This finding is particularly intriguing since it has recently been reported that downregulation of calnexin increases the metastatic potential of melanoma cells [Dissemond et al, 2004]. The GITA gene is also potentially interesting. It has recently been shown to be the same gene as a thryoid adenoma associated gene (THADA) that encodes a death-receptor interacting domain [Rippe et al., 2003].



2.5: Most promising biomarkers Finally, we looked at all 53 spots (40 genes) for which more than 52 of the 71 combined primary and metastastic prostate cancer samples had expression levels either above the 95 th or below the 5th percentile for normal prostate. We chose a cutoff of 52 since this level corresponds to a posterior estimate of sensitivity of 40% under the skeptical prior described earlier. A complete list of the genes is contained in Table 3. The most promising marker identified in this data set is caveolin-1 (CAV1), which occupies the top two spots in the table. Based on these microarray results, CAV1 appears to be about 4-fold underexpressed in prostate cancer cells, and an additional 4-fold underexpressed in lymph node metastases. CAV1 has previously been proposed as a candidate tumor suppressor gene [Engelman et al., 1998] and a negative regulator of the Ras-p42/44 MAP kinase cascade [Galbiati et al, 1998]. Although overexpression of CAV1 has been reported to promote cell survival in a mouse model of prostate cancer [Thompson et al., 1999], its pattern of expression in benign prostate and androgen-sensitive human prostate cancer is more consistent with its role as a tumor suppressor [Pflug et al., 1999; Soos et al., 2003]. The caveolin-2 gene (CAV2) is located adjacent to CAV1 on chromosome 7, and it displays a paralllel expression pattern in this data set. its absence is repeatedly identified as a marker of prostate cancer, being expressed at even lower levels in lymph node metastases. Both CAV1 and CAV2 have also been seen to be underexpressed in lung cancer cell lines [Racine et al., 1999] and in human sarcomas [Wiechen et al., 2001]. 11



Table 3: Most promising biomarkers. The “K 95%” column shows the number of cancer samples (out of 71) with values greater than the 95th (if T > 0) or less than the 5th (if T < 0) percentile of expression in normal prostate. Gene CAV1 CAV1 GJA1 HSRG1 KCTD9 TACSTD1 TCF7L1 CAV2 SPG20 FLJ27459 CRYAB FER1L3 UGT1A10 APOBEC3C PPARGC1 AMACR H11 PLP2 DKFZP586A0522 TACSTD1 (unknown) (unknown) PBX1 ANP32E FGFR2 MYO6 FGFR2



Clone AA487560 AA055368 AA487623 AI337344 H96090 AA055808 AA180237 AA486567 N38860 AA625567 AA504891 H26176 T70999 AA864496 N89673 AA453310 AA010110 AA464528 AA704713 AI340883 R35050 AA918703 N69835 AA774678 AA443093 AA028987 AA443093



T statistic −14.43 −14.17 −11.68 14.12 −11.86 12.20 −11.87 −11.14 −8.80 13.33 −11.92 −11.02 10.91 −10.90 −10.22 10.31 −10.14 −9.65 −7.46 14.04 11.45 −10.98 −10.16 −9.86 −9.75 9.72 −9.23



K 95% 66 66 64 63 62 61 61 61 61 60 60 60 60 60 58 57 57 57 57 56 56 56 56 56 56 56 56



Gene SPG20 FLJ22531 SDC2 GSTM2 MEIS2 PBX1 CAV2 GPR160 GPRC5B PRNP GNG11 NAV2 COL27A1 CAV2 ID4 IMPDH2 (unknown) GSTM4 GSTM2 H11 GSTP1 FGFR2 (unknown) PBX1 GJB1 ACTG2



Clone R33103 W38023 AA122056 AA232327 AA148640 R98407 AI339434 AA262573 W32884 AA455969 AA999901 AA779334 AA705772 T84152 AA452493 AA996028 R25375 AA486570 AA290737 H57493 AA292063 AA443093 AA187005 R98407 N62394 T60048



T statistic −8.26 −7.65 −11.19 −10.24 −9.46 −9.42 −11.08 9.77 −8.99 −8.85 −8.55 −8.49 −8.26 −11.19 −10.99 10.35 10.08 −9.97 −9.89 −9.71 −9.34 −9.33 9.33 −9.18 8.69 −7.95



K 95% 56 56 55 55 55 55 54 54 54 54 54 54 54 53 53 53 53 53 53 53 53 53 54 54 55 53



A number of other interesting genes are identified as important markers. Connexin43 (GJA1) is underexpressed and connexin-32 (GJB1) is overexpressed in prostate cancer compared to normal prostate. Alterations in connexin levels have been reported previously in prostate cancer [Tsai et al., 1996; Habermann et al., 2001], and it has been suggested that the ratio of connexin-43 to connexin-32 is important [Carruba et al., 2002]. The alphamethylacyl coenzyme A racemase (AMACR) gene has also previously been identified as a potential marker of breast cancer [Rubin et al., 2002]. 3: Conclusions In this paper, we have introduced a novel method for identifying potential biomarkers from a high-throughput microarray study, based on the idea that a marker can prove valuable if it reliably picks out a subset of the samples. The new method can be applied without making any distributional assumptions. We have also provided sample size and power computations that account for multiple testing. We have applied this method to a prostate cancer data set, where it identified a number of interesting potential biomarkers, some of which are novel and others of which have been reported previously. 4: Acknowledgements This work was supported in part by grants from the National Cancer Institute/National Institutes of Health (P30 CA016672 and P50 CA91846) and from the Goodwin Foundation. 12
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