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Abstract. The ability to perform type tests at runtime blurs the line between statically-typed and dynamically-checked languages. Recent developments in Haskell’s type system allow even programs that use reflection to themselves be statically typed, using a type-indexed runtime representation of types called TypeRep. As a result we can build dynamic types as an ordinary, statically-typed library, on top of TypeRep in an open-world context.
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Preface



If there is one topic that has been a consistent theme of Phil Wadler’s research career, it would have to be types. Types are the heart of the Curry-Howard isomorphism, occupying the intersection of logic and practical programming. Phil has always been fascinated by this remarkable dual role, and many of his papers explore that idea in more detail. One of his most seminal ideas was that of type classes, which (with his student Steve Blott) he proposed, fully-formed, to the Haskell committee in February 1988 [WB89]. At that time we were wrestling with the apparent compromises necessary to support equality, numerics, serialisation, and similar functions that have type-specific, rather than type-parametric, behaviour. Type classes completely solved that collection of issues, and we enthusiastically adopted them for Haskell [HHPJW07]. What we did not know at the time is that, far from being a niche solution, type classes would turn out to be a seed bed from which would spring all manner of remarkable fruit: before long we had multi-parameter type classes; functional dependencies; type classes over type constructors (notably the Monad and Functor classes, more recently joined by a menagerie of Foldable, Traversable, Applicative and many more); implicit parameters, derivable classes, and more besides. One particular class that we did not anticipate, although it made an early appearance in 1990 , was Typeable. The Typeable class gives Haskell a handle on reflection: the ability to examine types at runtime and take action based on those tests. Many languages support reflection in some form, but Haskell is moving steadily towards an unusually statically-typed form of reflection, contradictory though that sounds, since reflection is all about dynamic type tests. That topic is the subject of this paper, a reflection on types in homage to Phil.
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Introduction



Static types are the world’s most successful formal method. They allow programmers to specify properties of functions that are proved on every compilation. They provide a design language that programmers can use to express much of the architecture of their programs before they write a single line of algorithmic code. Moreover this design language is not divorced from the code but part of it, so it cannot be out of date. Types dramatically ease refactoring and maintenance of old code bases. Type systems should let you say what you mean. Weak type systems get in the way, which in turn give types a bad name. For example, no one wants to write a function to reverse a list of integers, and then duplicate the code to reverse a list of characters: we need polymorphism! This pattern occurs again and again, and is the motivating force behind languages that support sophisticated type systems, of which Haskell is a leading example. And yet, there comes a point in every language at which the static type system simply cannot say what you want. As Leroy and Mauny put it “there are programming situations that seem to require dynamic typing in an essential way” [LM91]. How can we introduce dynamic typing into a statically typed language without throwing the baby out with the bathwater? In this paper we describe how to do so in Haskell, making the following contributions: – We motivate the need for dynamic typing (Section 3), and why it needs to work in an open world of types (Section 4). Supporting an open world is a real challenge, which we tackle head on in this paper. Many other approaches are implicitly closed-world, as Section 9 discusses. – Dynamic typing requires a runtime test of type equality, so some structure that represents a type—a type representation—must exist at runtime, along with a way to get the type representation for a value. We describe a typeindexed form of type representation, TypeRep a (Sections 5.1 and 5.2), and explain how to use it for a type-safe dynamic type test (Section 5.3). – We show that simply comparing type representations is not enough; in some applications we must also safely decompose them (Section 5.4). – Rather unexpectedly, it turns out that supporting decomposition for type representations requires GADT-style kind equalities, a feature that has only just been added to GHC 8.0 (Section 5.5). Type-safe reflection requires a very sophisticated type system indeed! Our key result is a way to build open-world dynamic typing as an ordinary statically-typed library (i.e. not as part of the trusted code base), using a very small (trusted) reflection API for TypeRep. We also briefly discuss our implementation (Section 6), metatheory (Section 7), and other applications (Section 8), before concluding with a review of related work (Section 9). This paper is literate Haskell and our examples compile under GHC 8.0.
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Dynamic types in a statically typed language



Haskell’s type system is so expressive that it is remarkably hard to find a compelling application for dynamic typing. But here is one. Suppose you want to write a Haskell library to implement the following familiar state-monad API3,4 : data ST s a -- Abstract type for state monad data STRef s a -- Abstract type for references (to value of type a) runST :: (∀ s. ST s a) → a newSTRef :: a → ST s (STRef s a) readSTRef :: STRef s a → ST s a writeSTRef :: STRef s a → a → ST s () Papers about state monads usually assume that the implementation is built in, but what if it were not? This is not a theoretical question: actively-used Haskell libraries, such as vault 5 face exactly this challenge. To implement ST we need some kind of “store” that maps a key (a STRef ) to its value. This Store should have the following API (ignore the Typeable constraints for now): extendStore :: Typeable a ⇒ STRef s a → a → Store → Store lookupStore :: Typeable a ⇒ STRef s a → Store → Maybe a It makes sense to implement the Store by a finite map, keyed by Int or some other unique key, which itself is kept inside the STRef . For that purpose, we can use the standard Haskell type Map k v , mapping keys k to values v . But what type should v be? As the type of extendStore declares, we must be able to insert any type of value into the Store. This is where type Dynamic is useful: type Key = Int data STRef s a = STR Key type Store = Map Key Dynamic Dynamic suffices if we have the following operations available, used to create and take apart Dynamic values:6 toDynamic :: Typeable a ⇒ a → Dynamic fromDynamic :: Typeable a ⇒ Dynamic → Maybe a 3
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5 6



There is another connection with Phil’s work here: an API like this was first proposed in “Imperative functional programming” [PJW93], a collaboration between one of the present authors and Phil, directly inspired by Phil’s ground-breaking paper “Comprehending monads” [Wad90]. For our present purposes you can safely ignore the “s” type parameter; the paper “State in Haskell” explains what is going on [LPJ95]. https://hackage.haskell.org/package/vault These types also motivate the Typeable contraint above. We discuss that constraint further in Section 5.2, but without looking that far ahead, Phil’s insight about “theorems for free” tells us that the type fromDynamic :: Dynamic → Maybe a is a non-starter [Wad89]. Any function with that type must return Nothing , Just ⊥, or diverge.
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We can now implement the functions on Store, thus: extendStore (STR k) v s = insert k (toDynamic v ) s lookupStore (STR k) s = case lookup k s of Just d → fromDynamic d Nothing → Nothing In lookupStore the dynamic type check made by fromDynamic will always succeed. (That is, when looking up a STRef s a, we should always find a value of type a.) The runtime tests compensate where the static type system is inadequate. In summary, there are a few occasions when even a type system as sophisticated as Haskell’s is not powerful enough to give the static guarantees we seek. A Dynamic type, equipped with toDynamic and fromDynamic, can plug the gap.
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The challenge of an open world



Where does type Dynamic come from? One classic approach is to make Dynamic a tagged union of all the types we care about, like this: data Dynamic = DInt Int | DBool Bool | DChar Char | DPair Dynamic Dynamic ... toDynInt :: Int → Dynamic toDynInt = DInt fromDynInt :: Dynamic → Maybe Int fromDynInt (DInt n) = Just n = Nothing fromDynInt toDynPair :: Dynamic → Dynamic → Dynamic toDynPair = DPair dynFst :: Dynamic → Maybe Dynamic dynFst (DPair x1 x2 ) = Just x1 = Nothing dynFst For each type constructor (Int, Bool , pairs, lists, etc) we define a data constructor (e.g. DPair ) in the Dynamic type, plus a constructor function (e.g. toDynPair ) and one or more destructors (e.g. dynFst, dynSnd ). This approach has a fundamental shortcoming: it is not extensible. Concretely, what is the “...” above? The data type declaration for Dynamic can enumerate only a fixed set of type constructors (integers, booleans, pairs, etc)7 . We call this the closed-world assumption. Sometimes a closed world is acceptable. 7



Although the set of type constructors is fixed, you can use them to build an infinite number of types; e.g. (Int, Bool ), (Int, (Bool , Int)), etc.
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For example, if we were writing an evaluator for a small language we would need Dynamic to have only enough data constructors to represent the types of the object language. But in general the world is simply not closed; it is unreasonable to extend Dynamic, whenever the user defines a new data type! In the ST example, it is fundamental that the monad be able to store values of user-declared types. So in this paper we focus exclusively on the challenge of open-world extensibility. Before moving on, it is worth noting that a surprisingly large fraction of the academic literature on dynamics in a statically typed language makes a closedworld assumption (see Section 9). Moreover, even if we accept a closed world, the approach sketched above has other difficulties, discussed in Section 9.2.



TypeRep: runtime reflection in an open world
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We can implement an open-world Dynamic as an ordinary, type-safe Haskell library, on top of a new abstraction, that of type-indexed type representations or TypeRep. In fact, Haskell has supported (un-type-indexed) type representations and an open-world Dynamic for years, but in a rather unsatisfactory way (the “old design”). However, recent developments in Haskell’s type system—notably GADTs [XCC03, PJVWW06], kind polymorphism [YWC+ 12], and kind equalities [WHE13]—have opened up new opportunities (the “new design”). A major purpose of this paper is to motivate and describe this new design. For readers familiar with the old design, we compare it with the new one in Section 9.1. 5.1



Introducing TypeRep



The key to our approach is our type-indexed type representation TypeRep. But what is a type-indexed type representation? It is best understood by example: – The representation of Int is the value of type TypeRep Int. – The representation of Bool is the value of type TypeRep Bool . – And so on. That is, the index in a type-indexed type representation is itself the represented type. TypeRep is abstract, and thus we don’t write the TypeRep value in the examples above. Note, however, that we have said the value, not a value—there is precisely one value of type TypeRep Int 8 . TypeRep thus defines a family of singleton types [EW12]; indeed, TypeRep is the singleton family associated with the kind ? of types. As we build out the API for TypeRep, we will consider how to build an efficient, type-safe, and open-world implementation of Dynamic. Converting to and from Dynamic should not touch the value itself; instead we represent a dynamic value as a pair of a value and a runtime-inspectable representation of its type. Thus: 8



Recall that ⊥ is not a value.
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data Dynamic where Dyn :: TypeRep a → a → Dynamic Here we are using GADT-style syntax to declare the constructor Dyn, whose payload includes a runtime representation of a type a and a value of type a. The type a is existentially bound; that is, it does not appear in the result type of the data constructor. Now we have two challenges: where do we get the TypeRep from when creating a Dynamic in toDynamic (Section 5.2); and what do we do with it when unpacking it in fromDynamic (Section 5.3)? 5.2



The Typeable class



Because each type has its own TypeRep, the obvious approach is to use a type class, thus: class Typeable a where typeRep :: TypeRep a This class has only one operation, a nullary function (or simple value) that is the type representation for the type. Now we can write toDynamic: toDynamic :: Typeable a ⇒ a → Dynamic toDynamic x = Dyn typeRep x The type of the data constructor Dyn ensures that that the call of typeRep produces a type representation for the type a. Easy! But where do instances of Typeable come from? The magic of type classes gives us a simple way to solve the open-world challenge, by using a single piece of built-in compiler support: every data type declaration gives rise to a Typeable instance for that type (Section 6). Furthermore, because Typeable and its instances are built in, we can be sure that these representations uniquely define types; for example, the user cannot write bogus instances of Typeable that use the same TypeRep for two different types. 5.3



Type-aware equality for TypeReps



The second challenge is to unpack dynamics. We need a function with this signature: fromDynamic :: Typeable a ⇒ Dynamic → Maybe a The function fromDynamic takes a Dynamic and tests whether it wraps a value of the desired type; if so, it returns the value wrapped in Just; if not, it returns Nothing . The Typeable constraint allows fromDynamic to know what the “desired type” is.
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But how is fromDynamic implemented? Patently it must compare type representations, so we might try this: fromDynamic :: ∀ d . Typeable d ⇒ Dynamic → Maybe d fromDynamic (Dyn (ra :: TypeRep a) (x :: a)) | rd == ra = Just x -- Eeek! Type error! | otherwise = Nothing where rd = typeRep :: TypeRep d The type signatures for ra and x could be omitted, but we have put them in to remind ourselves that the types of ra and x are connected through the existentiallybound type a. The value rd is (the runtime representation of) the “desired type”, disambiguated by a type signature. We compare rd with ra, (the representation of) x’s type, and return Just x if they match. The operational behaviour is just what we want, but the type checker will reject it. It has no reason to believe that x actually has type d : the type-checker surely does not understand that we have just compared TypeReps linking up x’s type with d . Fortunately, we have a fine tool to use whenever a runtime operation needs to inform us about types: generalised algebraic data types, or GADTs. We need an equality on TypeRep that returns a GADT; pattern-matching on the return value gives the type-checker just the information it needs. Here are the definitions9 : eqT :: TypeRep a → TypeRep b → Maybe (a :≈: b) -- Primitive; implemented by compiler data a :≈: b where Refl :: a :≈: a Here eqT returns Nothing if the two TypeReps are different, and (Just Refl ) if they are the same. The data constructor Refl is the sole, nullary data constructor of the GADT (a :≈: b). Pattern matching on Refl tells the type checker that the two types are the same. In short, when the argument types are equal, eqT returns a proof of this equality, in a form that the type checker can use. To be concrete, here is the definition of fromDynamic: fromDynamic :: ∀ d . Typeable d ⇒ Dynamic → Maybe d fromDynamic (Dyn (ra :: TypeRep a) (x :: a)) = case eqT ra (typeRep :: TypeRep d ) of Nothing → Nothing Just Refl → Just x We use eqT to compare the two TypeReps, and pattern-match on Refl , so that in the second case alternative we know that a and d are equal, so we can return Just x where a value of type Maybe d is needed. Since Maybe is a monad, we can use do notation for this code, and instead write it like this: 9



Here we are using GHC’s ability to define infix type constructors.
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fromDynamic (Dyn ra x) = do Refl ← eqT ra (typeRep :: TypeRep d ) return x When we make multiple matches this style is more convenient, so we use it from now on. More generally, eqT allows to implement type-safe cast, a useful operation in its own right [Wei04, LPJ03, LPJ05]. cast :: ∀ a b. (Typeable a, Typeable b) ⇒ a → Maybe b cast x = do Refl ← eqT (typeRep :: TypeRep a) (typeRep :: TypeRep b) return x



5.4



Decomposing type representations



So far, the only operation we have provided over TypeRep is eqT , which compares two type representations for equality. But that is not enough to implement dynFst: dynFst :: Dynamic → Maybe Dynamic dynFst (Dyn pab x) = -- Check that pab represents a pair type -- Take (fst x) and wrap it in Dyn How can we decompose the type representation pab, to check that it indeed represents a pair, and extract its first component? Since types in Haskell are built via a sequence of type applications (much like how an expression applying a function to multiple arguments is built with several nested term applications), the natural dual is to provide a way to decompose type applications: splitApp :: TypeRep a → Maybe (AppResult a) -- Primitive; implemented by compiler data AppResult t where App :: TypeRep a → TypeRep b → AppResult (a b) The primitive operation splitApp allows us to observe the structure of types. If splitApp is applied to a type constructor, such as Int, it returns Nothing ; otherwise, for a type application, it decomposes one layer of the application, and returns (Just (App ra rb)) where ra and rb are representations of the subcomponents. Like eqT , it returns a GADT, AppResult, to expose the type equalities it has discovered to the type checker. Now we can implement dynFst: dynFst :: Dynamic → Maybe Dynamic dynFst (Dyn rpab x)
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= do App rpa rb ← splitApp rpab App rp ra ← splitApp rpa Refl ← eqT rp (typeRep :: TypeRep (, )) return (Dyn ra (fst x)) We check that the type of x, whose TypeRep, rpab, is of form (, ) a b, by decomposing it twice with splitApp. Then we must check that rp, the TypeRep of the function part of this application, is indeed the pair type constructor (, ); we can do that using eqT . These three GADT pattern matches combine to tell the type checker that the type of x, which began life in the (Dyn rpab x) pattern match as an existentially-quantified type variable, is indeed a pair type (a, b). So we can safely apply fst to x, to get a result whose type representation ra we have in hand. In the same way we can use splitApp to implement dynApply , which applies a function Dynamic to an argument Dynamic, provided the types line up: dynApply :: Dynamic → Dynamic → Maybe Dynamic dynApply (Dyn rf f ) (Dyn rx x) = do App ra rt2 ← splitApp rf App rtc rt1 ← splitApp ra Refl ← eqT rtc (typeRep :: TypeRep (→)) Refl ← eqT rt1 rx return (Dyn rt2 (f x)) In both cases, the code is simple enough, but the type checker has to work remarkably hard behind the scenes to prove that it is sound. Let us take a closer look. 5.5



Kind polymorphism and kind equalities



There is something suspicious about our use of typeRep :: TypeRep (, ). So far we have discused type representations for only types of kind ?. But (, ) has kind (? → ? → ?); does it too have a TypeRep? Of course it must, to allow TypeRep Int, TypeRep Maybe, and TypeRep (, ). So the type constructor TypeRep must be polymorphic in the kind of its type argument, or poly-kinded, and so must be its accompanying class Typeable, thus: data TypeRep (a :: k) -- primitive, indexed by type and kind class Typeable (a :: k) where typeRep :: TypeRep a Fortunately, GHC has offered kind polymorphism for some years [YWC+ 12]. Similarly, the result GADT AppResult must be kind-polymorphic. Here is its definition with kind signatures added10 : 10



The kind signatures are optional. With PolyKinds enabled, GHC infers them, but we often add them for clarity.
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data AppResult (t :: k) where App :: ∀ k 1 k (a :: k 1 → k) (b :: k 1 ). TypeRep a → TypeRep b → AppResult (a b) In AppResult, note that k 1 , the kind of b, is existentially bound in this data structure, meaning that it does not appear in the kind of the result type (a b). We know the result kind of the type application but there is no way to know the kinds of the subcomponents. With kind polymorphism in mind, let’s add some type annotations to see what existential variables are introduced by the two calls to splitApp in dynFst: dynFst :: Dynamic → Maybe Dynamic dynFst (Dyn (rpab :: TypeRep pab) (x :: pab)) = do App (rpa :: TypeRep pa) (rb :: TypeRep b) ← splitApp rpab -- introduces kind k 2 , and types pa :: k 2 → ?, b :: k 2 App (rp :: TypeRep p) (ra :: TypeRep a) ← splitApp rpa -- introduces kind k 1 , and types p :: k 1 → k 2 → ?, a :: k 1 Refl ← eqT rp (typeRep :: TypeRep (, )) -- introduces p ∼ (, ) and (k 1 → k 2 → ?) ∼ (? → ? → ?) return (Dyn ra (fst x)) Focus on the arguments to the call to eqT in the third line. We know that: – –



rp :: TypeRep p and p :: k 1 → k 2 → ? typeRep :: TypeRep (, ) and (, ) :: ? → ? → ?



So eqT must compare the TypeReps for two types of different kinds; if the runtime test succeeds, we know not only that p ∼ (, ), but also that k 1 ∼ ? and k 2 ∼ ?. That is, the pattern match on Refl GADT constructor brings local kind equalities into scope, as well as type equalities. We can make this more explicit by writing out kind-annotated definitions for (:≈:) and eqT , thus: eqT :: ∀ k 1 k 2 (a :: k 1 ) (b :: k 2 ). TypeRep a → TypeRep b → Maybe (a :≈: b) data (a :: k 1 ) :≈: (b :: k 2 ) where Refl :: ∀ k (a :: k). a :≈: a If the two types are the same, then eqT returns a proof that the types are equal and simultaneously a proof that the kinds are equal: a heterogeneous (often referred to as “John Major”) equality [McB02]. In the case of dynFst, if eqT succeeds, the type checker can conclude (k 1 → k 2 → ?) ∼ (? → ? → ?) and p ∼ (, ). The GHC constraint solver uses these equalties to conclude that the type of x is (a, b), validating the projection fst x. The addition of first-class kind equalities, to accompany first-class type equalities, is the most recent innovation in GHC 8.0. Indeed, they motivate a systemic change, namely collapsing types and kinds into a single layer, so that we have
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? :: ?. This change is described and motivated in a recent paper [WHE13]. Typesafe decomposition of type representations is a compelling motivation for kind equalities. 5.6



Visible vs. invisible type representations



Here are two functions with practically identical functionality: cast :: (Typeable a, Typeable b) ⇒ a → Maybe b castR :: TypeRep a → TypeRep b → a → Maybe b A Typeable class constraint is represented at runtime by a value argument, a Typeable “dictionary” in the jargon of type classes [WB89]. A dictionary is just a record of the methods of the class. Since Typeable a has only one method, a Typeable a dictionary is represented simply by a TypeRep a value. So, in implementation terms the function cast actually takes two TypeRep arguments exactly like castR. It’s just that castR takes visible TypeRep arguments, while cast takes invisible (compiler-generated) Typeable arguments. So which is “better”? The answer is primarily stylistic. Sometimes, in library code that manipulates many different TypeRep values, it is much clearer to name them explicitly, as we have done in the earlier examples in this section. But in other places (usually client code) it is vastly more convenient to take advantage of type classes to construct relevant Typeable evidence. The two are, of course, equally expressive, since the implementation is the same in either case. Going from an implicit type representation (Typeable) to an explicit one (TypeRep) is easy, if inscrutable: just use the method typeRep. For example, here is how to define cast using castR: cast :: (Typeable a, Typeable b) ⇒ a → Maybe b cast = castR typeRep typeRep The two calls to typeRep are at different types, but that is not very visible in the code. That is why it is often clearer to pass TypeRep values explicitly. But for the caller of cast is it much easier to pass invisible arguments; for example, in the call: (cast x) :: Maybe Bool the compiler will construct a TypeRep for x’s type and one for Bool , both wrapped as Typeable dictionaries, and pass them to cast. However, going from explicit to implicit is not as easy. Suppose we have a TypeRep a and we wish to call a function with a Typeable a constraint. We essentially need to invent an instance Typeable a on the spot. Haskell provides no facility for local instances, chiefly because doing so would imperil class coherence.11 In the context of type representations, though, incoherence is impossible: 11



Though, some Haskellers have hacked around this restriction with abandon. See Kiselyov and Shan [KS04] and Edward Kmett’s reflection package (at http://hackage. haskell.org/package/reflection).
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there really is only one TypeRep a in existence, and so one Typeable a instance is surely the same as any other. Our API thus provides the following additional function withTypeable, which we can use to close the loop by writing castR in terms of cast: withTypeable :: TypeRep a → (Typeable a ⇒ r ) → r castR :: TypeRep a → TypeRep b → a → Maybe b castR ta tb = withTypeable ta (withTypeable tb cast) We cannot implement withTypeable in Haskell source. But we can implement it in GHC’s statically-typed intermediate language, System FC [SCPJD07]. The definition is simple, roughly like this: withTypeable tr k = k tr



-- Not quite right



Its second argument k expects a Typeable dictionary as its value argument. But since a Typeable dictionary is represented by a TypeRep, we can simply pass tr to k. When written in System FC there is a type-safe coercion to move from TypeRep a to Typeable a, but that coercion is erased at runtime. Since the definition can be statically type checked, withTypeable does not form part of the trusted code base. 5.7



Comparing TypeReps



It is sometimes necessary to use type representations in the key of a map. For example, Shake [Mit12] uses a map keyed on type representations to look up class instances (dictionaries) at runtime; these instances define class operations for the types of data stored in a collection of Dynamics. Storing the class operations once per type, instead of with each Dynamic package, is much more efficient.12 More specifically, we would like to implement the following interface: data TyMap empty :: TyMap insert :: Typeable a ⇒ a → TyMap → TyMap lookup :: Typeable a ⇒ TyMap → Maybe a But how should we implement these type-indexed maps? One option is to use the standard Haskell library Data.Map. We can define the typed-map as a map between the type representation and a dynamic value. data TypeRepX where TypeRepX :: TypeRep a → TypeRepX type TyMap = Map TypeRepX Dynamic 12



See also http://stackoverflow.com/q/32576018/791604 for another use case for a map keyed on type representations.
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Notice that we must wrap the TypeRep key in an existential TypeRepX , otherwise all the keys would be for the same type, which would rather defeat the purpose! The insert and lookup functions can then use toDynamic and fromDynamic to ensure that the right type of value is stored with each key. insert :: ∀ a. Typeable a ⇒ a → TyMap → TyMap insert x = Map.insert (TypeRepX (typeRep :: TypeRep a)) (toDynamic x) lookup :: ∀ a. Typeable a ⇒ TyMap → Maybe a lookup = fromDynamic 
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Chemical gases: liquefied inflammable gases: unsaturated and .... Sulfur Dioxide - SO2. 1.1763 ... silicone vapours, halogens the sensor can lose all sensitivity.
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Oct 29, 2010 - Indeed, smile is one of the most frequent and studied listener's facial displays. In [5] Brunner conducted several tests to understand the role of ...
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This tutorial was created using ANSYS 7.0 to solve a simple buckling problem. ... Tutorials - www.mece.ualberta.ca/tutorials/ansys/CL/CIT/Buckling/Print.html.
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Dec 14, 1990 - INTRODUCTION .... All species exhibit variability in morphology to a greater or lesser degree, ...... 125 (English translation from Chinese).
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