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A perfectly matched layer for fluid-solid problems: Application to ocean-acoustics simulations with solid ocean bottoms Zhinan Xiea) Institute of Engineering Mechanics, China Earthquake Administration, Harbin 150080, China



 Matzen Rene Department of Mechanical Engineering, Solid Mechanics, Technical University of Denmark, DK-2800 Kgs. Lyngby, Denmark



Paul Cristini and Dimitri Komatitschb) LMA, CNRS UPR 7051, Aix-Marseille University, Centrale Marseille, 13453 Marseille cedex 13, France



Roland Martin GET, CNRS UMR 5563, Universit e Toulouse III Paul Sabatier, Observatoire Midi-Pyr en ees,  14 avenue Edouard Belin, 31400 Toulouse, France



(Received 30 September 2015; revised 2 May 2016; accepted 6 June 2016; published online 11 July 2016) A time-domain Legendre spectral-element method is described for full-wave simulation of ocean acoustics models, i.e., coupled fluid-solid problems in unbounded or semi-infinite domains, taking into account shear wave propagation in the ocean bottom. The technique can accommodate range-dependent and depth-dependent wave speed and density, as well as steep ocean floor topography. For truncation of the infinite domain, to efficiently absorb outgoing waves, a fluid-solid complex-frequency-shifted unsplit perfectly matched layer is introduced based on the complex coordinate stretching technique. The complex stretching is rigorously taken into account in the derivation of the fluid-solid matching condition inside the absorbing layer, which has never been done before in the time domain. Two implementations are designed: a convolutional formulation and an auxiliary differential equation formulation because the latter allows for implementation of high-order time schemes, leading to reduced numerical dispersion and dissipation, a topic of importance, in particular, in long-range ocean acoustics simulations. The method is validated for a two dimensional fluid-solid Pekeris waveguide and for a three dimensional seamount model, which shows that the technique is accurate and numerically long-time stable. Compared with widely used paraxial absorbing boundary conditions, the perfectly matched layer is significantly more efficient at C 2016 Acoustical Society of America. absorbing both body waves and interface waves. V [http://dx.doi.org/10.1121/1.4954736] [BTH]
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I. INTRODUCTION



With the better understanding of the oceanic medium that has occurred over the past decade, the availability of a flexible and highly accurate numerical method, capable of simulating the propagation of acoustic energy in the ocean is becoming necessary in order to take into account increasingly finer ocean scales. Among the numerical methods that can be used to perform such simulations, high-order finite-element methods are candidates of choice because they combine accuracy and flexibility. For instance, in a previous article,1 the high potential of a spectral-element method for performing numerical simulations in ocean acoustics with various types of rheologies for sediments has been shown. Having the capability of solving, in an efficient way, the full-wave equation in the time domain without any
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approximation is important for many applications, in particular, configurations in which backscattering or reverberation have an important effect, since such effects cannot accurately be computed by more widely used approaches such as parabolic approximations.2 Having such a tool will be an important step towards taking into account the full complexity of the marine environment. Nevertheless, despite the increase in computational power of modern computers, the computational cost of fullwave methods is still high, especially for 3D configurations. One of the reasons for this is the difficulty of implementing efficient absorbing boundary conditions to truncate the computational domain. This is particularly true for longrange ocean acoustics propagation for which computational domains are very elongated. This type of geometry requires an extension of the computational domain in order to avoid contamination of the signals by spurious reflections coming back from its edges. As a consequence, designing an efficient absorbing boundary condition for the full-wave equation in the time domain is of importance because it will
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drastically reduce the computational cost and thus allow one to simulate sources with a much higher frequency content. Among different numerical techniques designed to minimize the influence of the truncation of the computational domain (see, e.g., Xie et al.3 for a review), perfectly matched layers4 (PML) and their variants have several nice properties that led to their rapid development in many fields. Several articles used the PML to model wave propagation in ocean acoustics in the frequency domain5,6 with finite-element methods, in the time domain with finite-difference methods7,8 or by Fourier synthesis with finite-element methods.9,10 In all these articles the ocean bottom was assumed to be fluid and thus only fluid PMLs were considered. In addition to being efficient, this absorbing layer should also be able to handle heterogeneous interfaces. For instance, modeling elasticity in the ocean bottom may be important because shear waves represent a significant loss mechanism due to the conversion of compressional waves that occurs at the interface between water and the sediments. Furthermore, in the case of low-frequency propagation, sources located close to the bottom will lead to the generation of an interface wave that can be prominent. As a consequence, an absorbing layer for realistic ocean acoustic configurations should be able to handle both fluid and elastic media. Heterogeneous PML absorbing layers have been considered in the literature in the frequency domain,11,12 as well as in the time-domain simulation of propagation in ocean acoustics based on the elastodynamics finite-integration technique.13 However, to our knowledge no article has addressed heterogeneity of a fluid-solid type in a consistent fashion in the time domain, for which the matching condition inside the boundary layer should take into account the effect of complex stretching,14 otherwise numerical instabilities can appear. The main purpose of this article is thus to address this problem in order to be able to consider an elastic bottom for wave propagation simulations in ocean acoustics. This article is a sequel to a previous article3 dealing with the design of a numerically stable PML for both forward and adjoint simulations, in which the case of timedomain wave propagation in purely elastic domains was addressed. The reader is referred to that article for a review of numerical methods designed to suppress the reflections from the artificial boundaries introduced when truncating semi-infinite or infinite domains. In that article we also derived an auxiliary differential equation (ADE) form of the complex-frequency-shifted unsplit-field perfectly matched layer (CFS-UPML) that allows for extension to higher-order time schemes; we use it again in this article. The article is organized as follows: Sec. II briefly recalls the basic equations that govern wave propagation in fluid and solid media in the time domain. Section III is devoted to the design of our consistent formulation of PML in coupled fluid-solid domains; we give the strong form and the weak form of this formulation and explain how its numerical implementation can be performed. In Sec. IV we then illustrate its use combined with a spectral-element method in an ocean acoustics context for two dimensional (2D) and three dimensional (3D) configurations. 166
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II. FORMULATION OF THE WAVE EQUATION IN COUPLED FLUID-SOLID DOMAINS



Wave propagation in a lossless linear elastic solid is governed by €s ¼ $  r þ f qs u r ¼ c : $us



x 2 Xs ;



(1)



where qs is mass density, us represents the spatially varying displacement vector under the hypothesis of small displacements, and f is the source term. “$” and “$” denote the divergence and gradient operators, respectively, and a dot over a symbol denotes time differentiation. r is the symmetric second-order stress tensor and c is the fourth-order constitutive stiffness tensor, whose elements in the case of an isotropic medium are given by cijkl ¼ k dij dkl þ lðdik djl þ dil djk Þ



(2)



(for i; j; k; l ¼ 1; 2; 3) where dij is the Kronecker delta, k is Lame’s first parameter and l is the shear modulus. The subscript and superscript “s,” respectively, indicate the scalar material parameters and state variables of the solid region, whereas for the fluid region we use subscript “f.” The medium is initially at rest and thus the initial conditions are us ðx; 0Þ ¼ u_ s ðx; 0Þ ¼ 0



x 2 Xs :



(3)



The traction-free boundary condition along the elastic surface @Xs reads rn¼0



x 2 @Xs ;



(4)



and continuity conditions at solid-solid interfaces are ½us þ  ¼0 ½r  nþ  ¼0



x 2 Cs ;



(5)



where the vector n represents the normal to the surface and ½  þ  denotes the jump of the quantity enclosed across the oriented surface Cab separating domains Xa and Xb. The normal n to the surface is defined at the boundary Cab with an orientation from the boundary of domain Xa pointing into domain Xb. Inside the fluid region Xf considered as an inviscid fluid and with small displacement perturbations, first-order momentum conservation writes15 € f ¼ $p; qf u



(6)



where qf is the spatially varying mass density of the hydrostatic state, uf is the displacement of the fluid particle, and p denotes the hydrodynamic pressure. The continuity equation relates pressure to displacement by15 p_ ¼ j$  u_ f ;



(7)



where j ¼ qf c2 is the bulk modulus and c is the sound speed. One can alternatively introduce a displacement potential v related to pressure: Xie et al.



p ¼ € v;



(8)



which yields uf ¼ q1 f $v:



(9)



The stress tensor inside the fluid is then r ¼ pI ¼ v€ I with I denoting the identity tensor, and one gets the second-order scalar acoustic wave equation: 1 v ¼ $  ðq1 j1 € f $vÞ þ j q;



x 2 Xf ;



(10)



where q has been added to represent a pressure source in the fluid region, such as an underwater air-gun or explosion. The initial conditions are _ 0Þ ¼ 0; vðx; 0Þ ¼ vðx;



x 2 Xf :



(11)



The traction-free condition at the surface of the fluid is then v ¼ v_ ¼ 0;



x 2 @Xf ;



(12)



and continuity conditions at fluid-fluid interfaces are ½v  nþ  ¼0 f ½ u  nþ  ¼0



x 2 Cf :



(13)



The strong form for the physical problem is finally completed by ensuring coupling along the fluid-solid interface Cfs through a matching of the traction vector as well as of the normal component of displacement (only): rn¼€ vn s u  n ¼ uf  n



x 2 Cf s :



(14)



(17)



b is a diagonal second-order tensor with elements where M b ij ¼ dij ðs1 s2 s3 =si Þ (no summation). M For the surface normal n in the boundary conditions in Eqs. (4), (5), and (14) we use the fact that the normal on any regular and orientable surface C implicitly represented by Fðx1 ; x2 ; x3 Þ ¼ 0 is given by n ¼ $Fðx1 ; x2 ; x3 Þ to obtain its stretched counterpart:18 b  n: ~ ¼ ðs1 s2 s3 Þ1 M n



(18)



Next, substituting the stretched gradient operator in Eq. (17) into the stretched wave equation in the frequency dob  $Þ  T ¼ $  ðM b  TÞ for main and using the identity ðM any tensor T, the strong form of the wave equation for the coupled fluid-solid problem without external sources reads3,19 b bs ¼ $  r  qs s1 s2 s3 x2 u s b b  ¼ c : $b u r b  v ¼$u j1 s1 s2 s3 x2b



x 2 XPML ; s



(19)



f



; x 2 XPML f



(20)



where we have multiplied by the Jacobian J ¼ j@~ x i =@xj j ¼ s1 s2 s3 on the two sides of the equations. Substituting the stretched surface normal in Eq. (18) into the stretched boundary and coupling conditions then gives



A. Strong form in the frequency domain



Following the classical approach of complex coordinate stretching in the PML (Ref. 16) the real coordinate component xi is stretched by a general complex coordinate-wise function si ðxi Þ such that the stretched Cartesian coordinate x~i is defined by ð xi si ðuÞ du (15) x~i ðxi Þ ¼ 0



b   n ¼ 0; r



; x 2 @XPML s



b   nþ ½r  ¼0 ½b u s þ  ¼ 0 v ¼ v_ ¼ 0;



(16)



(no summation), where x is the angular frequency and i denotes the imaginary unit number. Inside the PML along the normal direction xi, di is a damping factor that makes the amplitude of an outgoing wave field propagating with



(21)



; x 2 CPML s



(22)



x 2 @XPML f



(23)



b v Þ  nþ ¼ 0 ½ðNb 



(for i ¼ 1,2,3). In order to enhance absorption for evanescent waves, as well as waves at grazing incidence, one usually adopts the CFS-enriched stretching function:17
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~ ¼ ðs1 s2 s3 Þ1 M b  $; $



f b b  ¼q   $b u v



III. CFS-UPML EQUATIONS FOR FLUID-SOLID DOMAIN TRUNCATION



di ðxi Þ si ð x i Þ ¼ j i ðx i Þ þ ai ðxi Þ þ ix



arbitrary angles of incidence decay exponentially, ai denotes the factor that makes the damping rate frequency dependent, effectively implementing a Butterworth-type filter in addition to PML, and ji is a scaling factor that enhances the attenuation of evanescent waves. One can refer to, e.g., Zhang and Shen14 for a more precise analysis of the meaning of di, ai, and ji. Considering the solid and fluid wave Eqs. (1) and (10) in the frequency domain, in Cartesian coordinates the new stretched gradient is introduced through the chain rule as



f b   nþ ½u  ¼0



b vÞ  n b   n ¼ ðNb r f b u b  n bs Þ  n ¼ u ðM



X 2 CPML ; f



(24)



x 2 CPML fs ;



(25)



b  ij ¼ q1 where b cijkl ¼ cijkl ðs1 s2 s3 =si sk Þ and q f dij ðs1 s2 s3 =si sj Þ (no summation) are stretched material parameters, and b The “b” and “ ” symbols indicate the b ¼ x2 M. N frequency-domain and stretched expressions, respectively. It is worth mentioning that in order to be consistent with the Xie et al.
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wave equation and be able to use Gauss’s theorem, one needs to multiply by the Jacobian J ¼ s1 s2 s3 on both sides of the above equations that describe the boundary and interface conditions. Using such a complex-stretching approach to derive the PML is classical.19–21 Recently, Matuszyk and Demkowicz11 have reinterpreted the complex-stretching technique in terms of complex Piola-like transforms, and by applying such transforms to the weak form of the fluid-solid wave equation they obtained the weak-form fluid-solid PML and the corresponding matching condition in the frequency domain. B. Strong form in the time domain



The time-domain counterpart of the above strong form of the governing equations is obtained by using the inverse Fourier transform, which yields  qs LðtÞ  us ¼ $  r s   ¼ CðtÞ : $u r 1



x 2 XPML ; s



f



j LðtÞ  v ¼ $  u   $v  f ¼ PðtÞ u



; x 2 XPML f



(26)



(27)



subjected to the boundary and coupling conditions: ; x 2 @XPML s



  n ¼ 0; r ½ r  nþ  ¼0



v ¼ v_ ¼ 0;



(28)



; x 2 CPML s



(29)



x 2 @XPML ; f



(30)



½us þ  ¼0



½ðNðtÞ  vÞ  nþ  ¼0 ½ u f  nþ  ¼0   n ¼ ½NðtÞ  v  n r f  n ½MðtÞ  us   n ¼ u 1



problem to be solved consists in finding the solutions us and v of the system of equations: ð ð  f d3 x j1 w ½LðtÞ  v d3 x þ $w  u XPML f



x2



x 2 CPML fs ;



(31)



(32)



2



C. Weak form in the time domain



The weak form of these equations is then obtained by associating spatially dependent test functions w and w with the solid displacement us and the acoustic displacement potential v, respectively. They inherit the boundary conditions from the physical fields. Then, by dotting or multiplying the CFS-UPML strong formulations of the solid and fluid wave Eqs. (26) and (27) with w and with w, respectively, integrating the resulting set of equations by parts in ¼ XPML [ XPML (see Fig. 1), and invoking the region XPML fs f s Gauss’s theorem, the weak formulation is obtained and the J. Acoust. Soc. Am. 140 (1), July 2016



XPML f



ð



¼ ; CPML f



where LðtÞ ¼ F ½x s1 s2 s3  and where the elements of   CðtÞ; PðtÞ; MðtÞ, and NðtÞ are Cijkl ¼ cijkl F 1 ½s1 s2 s3 =si sk ; 1 Pij ¼ qf dij F 1 ½s1 s2 s3 =si sj , Mij ¼ dij F 1 ½s1 s2 s3 =si , and Nij ¼ dij F 1 ½x2 ðs1 s2 s3 =si Þ (no summation). The use of capital letters for material tensor representation in tensor and dot products indicates that multiplication is replaced by con : $u ¼ Cijkl ðtÞ  $k ul and PðtÞ   $v volution, i.e., CðtÞ  ¼ P ij ðtÞ  $j v .
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FIG. 1. Setup of the problem under study: The physical fluid-solid region Xf s ¼ Xf [ Xs , separated by Cfs, is truncated by the PML XPML fs ¼ XPML [ XPML that is separated by the fluid-solid interface CPML and with f s fs PML;BC PML PML PML;BC [ @Xf [ @Xs . The computaouter boundary @Xf s ¼ @Xf , tional domain has a traction-free boundary along its surface @Xf [ @XPML f and also along the outer edges of the fluid PML @XPML;BC , where v ¼ 0. f Rigid conditions (null displacement) are set along the outer edges of the solid PML @XPML;BC . s



w ð u f  nÞ d2 x þ



ð



ð XPML s



¼



qs w ½LðtÞ  us  d3 x þ



ð



2



ð



w  ð r  nÞ d x þ



CPML fs



w ð u f  nÞ d2 x;



(33)



@XPML f



CPML fs



 d3 x $w : r XPML s



ð



w  ð r  nÞ d2 x ;



(34)



@XPML s



Þ and w 2 H 1 ðXPML Þ. The spaces where w 2 H 1 ðXPML f s PML PML 1 1 H ðXf Þ and H ðXs Þ denote, respectively, the space of or XPML that scalar fields or vector fields defined on XPML f s are square integrable and have square-integrable first-order or XPML . partial derivatives in space over the domain XPML f s The test functions w and w satisfy the same set of boundary conditions as v and us . The integral on the right-hand side of or CPML , respectively, cancels Eqs. (33) or (34) along CPML f s out with its counterpart in the weak form of the wave equation in the physical region owing to the perfectly matched property of PML. Such a property can be proven using reflection-coefficient analysis22 based on the fact that the CFS-UPML equation shares the same closed-form solution as the wave equation in the physical region.23 The same integral along the outer edge of the PML @XfPML;BC or @XPML;BC s is also equal to zero because we impose Dirichlet boundary conditions there: v ¼ v_ ¼ 0;



x 2 @XfPML;BC ;



(35) Xie et al.



us ¼ u_ s ¼ 0;



x 2 @XsPML;BC :



(36)



Applying the boundary conditions in Eqs. (28)–(32), the weak form finally becomes ð ð 1 3   $v d3 x j w ½LðtÞ  v d x þ $w  ½PðtÞ XPML f



¼



XPML f



ð



w ð½MðtÞ  us   nÞ d2 x;



(37)



CPML fs



ð



ð  : $us  d3 x qs w  ½LðtÞ  us  d3 x þ $w : ½CðtÞ PML XPML X s s ð w  ð½NðtÞ  v  nÞ d2 x: (38) ¼ CPML fs



To our knowledge such a consistent derivation of the fluidsolid interface conditions inside the PML, taking into account the effect of complex stretching in the derivation of the fluid-solid matching condition, has never been done before in the time domain. Using formal computing software   such as Mathematica or Maple, L(t), CðtÞ; MðtÞ; PðtÞ, and NðtÞ can be obtained from their frequency-domain expression based on an inverse Fourier transform. In Xie et al.3 we explicitly considered the fact that the frequency-domain expressions can have singularities in the parameter space spanned by ji, ai, and di (for i ¼ 1, 2, 3). For first-order singularities a transient growth term teat then arises in the time-domain expressions, while for second-order singularities that term is t2 eat . The positive real value a depends on ai and di. Based on numerical experiments we showed that these transient growth terms can trigger numerical instabilities if the singularities are not handled explicitly in the time integration process, as also observed by Kaltenbacher et al.24 In Xie et al.3 we thus introduced a mathematical strategy to handle and remove these singularities. Here we use a simpler approach which consists in selecting the ai damping profiles in a clever way so that these singularities are completely avoided: since these singularities arise from terms of the type 1=ðax  ay Þ for instance, by making sure that ax and ay are never equal anywhere in the corners of the PML domains, the singularities never appear; the same must be true for the two other pairs: ax and az, and ay and az. The convolution terms that appear in the time-domain weak form of Eqs. (37)–(38) all have the following generic form: Rau ðtÞ ¼ ½eat HðtÞ  u;
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 @  at a e H ðt Þ  u R_ u ¼ @t at    ¼ ae H ðtÞ  u þ eat dðtÞ  u ¼ aRau þ u; (41) where we have used the fact that the derivative of a Heaviside H(t) is a Dirac dðtÞ. The combination of Eqs. (37) and (38) together with the ADE equations governing all the convolution terms results in the time-domain CFS-UPML ADE formulation, in which there are no constraints on the order of the time integration scheme that can be used. Thus, higher-order schemes such as low-dispersion and low-dissipation RungeKutta (LDDRK) (Ref. 30) can for instance be employed, thereby increasing the accuracy of simulations that involve a large number of time steps, for which keeping numerical dispersion and dissipation low becomes an important issue. D. Numerical implementation



In order to solve the coupled set of fluid-solid governing Eqs. (37) and (38), for spatial discretization we resort to the spectral-element method, which is a well-documented technique when it comes to solving acoustic or seismic wave propagation problems.1,31,32 In order to facilitate a displacement-based time integration scheme we need to resolve the convolution terms in a consistent way. Upon discretization the system of second-order ordinary differential equations reads € þ Cf X_ þ Mf X þ Mf X X



X



Re ðXÞ



[XPML f ;e



þ



X



Re ðUÞ ¼ Fsf ðX; UÞ;



(42)



[CPML s;e



€ þ Cs U_ þ Ms U þ Ms U U



X



Re ðUÞ



[XPML s;e



þ



X



Re ðXÞ ¼ Ff s ðU; XÞ;



(43)



[CPML f ;e



(39)



where H(t) is the unit Heaviside function. In principle these terms involve the entire past history of the medium, which is not realistically possible to store from a computational point of view. Fortunately they can be computed efficiently without having to store the whole simulation history using an incremental recursive convolution technique3,19,25–27 based on an algebraic property of the convolution kernel eai t HðtÞ: eaðt6t0 Þ Hðt6t0 Þ ¼ eat e6at0



(for t 6 t0  0) where t0 is a real constant. However, since that recursive convolution technique can only be implemented to second-order accuracy in time in a straightforward way, the convolution terms of Eq. (39) can alternatively be expressed as being the solution of the following ADE (Refs. 14, 28, and 29):



(40)



where U denotes the global nodal vector that collects displacement vector components in the solid part and X denotes the global scalar potential vector in the fluid part. The forcing term is given by X X Kbe ðXÞ þ Kab (44) Fab ðX; YÞ ¼ e ðYÞ; [XPML b;e



[CPML a;e



where indices a and b can refer to the solid or fluid. Re ðAÞ represents an element-level convolution operation on the global vector field A stemming from the first left-hand side Xie et al.
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and the right-hand side integral of Eqs. (37) and (38). For the generic forcing term in Eq. (44), Kbe ðXÞ is the element-level stiffness convolution contribution from the second left-hand side integral in Eqs. (37) and (38) in region XPML , and b Kab e ðYÞ contains the fluid-solid coupling condition convolution contribution from the right-hand side integral in Eqs. (37) and (38) that originates from the boundary of region Xb and needs to be taken into account on the boundary of Xa. In the case of the convolutional formulation of PML we march the spatially discretized governing Eqs. (42) and (43) in time using an explicit, conditionally stable, Newmark time integration scheme, combined with the stabilized recursive convolution scheme derived in Xie et al.3 As a result of the combined effect of applying a scalar displacement potential formulation to capture the fluid field behavior together with explicit time integration, we avoid having to perform iterative sub-steps within each time step for fluid-solid matching.33 In the case of the ADE formulation of PML we rewrite the system of second-order differential Eqs. (42) and (43) as a first-order system of ordinary differential equations to facilitate high-order temporal integration based on the LDDRK scheme of Berland et al.30



  xi axi ¼ pf0 1  þ ti ; Lxi



(47)



where f0 is the dominant frequency of the source and where ti is a very small shifting parameter that we use to make sure that terms such as 1=ðaxi  axj Þ are never equal in the corners of the PML, as explained above. The advantages and disadvantages of using a varying jxi are discussed in detail in Zhang and Shen.14 The main advantage is that it makes CFS-UPML more efficient at absorbing grazing-incidence waves, but a disadvantage is that it slightly decreases the absorbing efficiency for normal or near-normal incidence waves. In practice we thus always choose values of jxi lower than five at the end of the PML. Since to our knowledge no optimized profile of jxi is discussed in the literature we simply define jxi as jxi ¼ j0 þ j1



xi ; Lxi



(48)



where j0 and j1 are positive real numbers, with j0  1. In the following examples we set j0 ¼ 1 and j1 ¼ 1. A. 2D elastic Pekeris waveguide



IV. NUMERICAL RESULTS



In this section we illustrate the accuracy and efficiency of a SEM coupled with our new formulation of CFS-UPML for two ocean acoustics configurations with an elastic bottom. The first configuration is a 2D elastic Pekeris waveguide model of shallow water propagation, while the second corresponds to a less elongated model of a 3D seamount with a source located close to the bottom and leading to the generation of a surface wave of Stoneley-Scholte type at the fluid-solid interface. Unless otherwise specified, in all examples we use a polynomial degree N ¼ 4 for the Lagrange interpolants inside each spectral element. Regarding time discretization we use the LDDRK scheme for the ADE formulation of CFSUPML in the 2D example, while in the 3D case we use the Newmark time scheme coupled with our second-order convolution scheme of the convolution formulation of CFS-UPML. Following Collino and Tsogka,22 in the PML coordinate stretching function of Eq. (16) we define dxi as dxi ¼ Cxi d0







xi Lxi



Nxi



;



(45)



where Lxi is the thickness of the PML along the xi direction, xi is the distance along the normal direction measured from the entrance of the PML, Nxi is a real number greater than 1, and logðRc Þ=ð2Lxi Þ: d0 ¼ ðNxi þ 1Þcmax p



(46)



The values of Nxi ; Cxi , Rc can be optimized to obtain good absorption34 and thus here we set Nxi ¼ 2; Cxi ¼ 1; Rc ¼ 0:001 accordingly. Following a slightly modified version of Gedney34 we also set 170
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The Pekeris waveguide35 is the simplest model that, despite its simplicity, has all the main characteristic properties of wave propagation in shallow water. It has thus been extensively studied over the past decades. This reference model, which consists of an iso-velocity water column overlying a semi-infinite, sediment fluid bottom, was later extended by Press and Ewing36 in order to include shear waves in the ocean bottom. In this section we consider such a waveguide by assuming a bottom of a wet sand type having slow shear-wave velocity. In general, the geometry of shallow water propagation models is such that the vertical and horizontal dimensions are very different: typically, the water layer thickness is a few hundred meters while the propagation range can be several kilometers. This leads to very elongated models for which the use of a PML to accurately mimic a semi-infinite bottom is crucial. This section is devoted to the analysis of the benefits of adding a PML on the modal structure of the wavefield in a shallow water waveguide. For this purpose, we consider a shallow water waveguide for which the water layer thickness is on the order of a few wavelengths. In this configuration, the wavefield can be expressed as a finite sum of modes plus a branch line integral.35 Several authors37–40 have investigated the problem of replacing the semi-infinite fluid bottom with a layer of finite size to which a PML is added. They studied how adding a PML modifies the eigenvalue spectrum of the original problem. All these studies show that the approximate model provides a very good approximation to the original one, but only Lu and Zhu38 address the case in which a mode is close to its cutoff frequency, and they thus expect a large side effect due to the presence of the PML in that case. Since all these studies were performed in the frequency domain, very little attention was paid to this particular case; but performing time-domain simulations makes this Xie et al.



difficulty much more pronounced because in this case many frequencies are excited and several of them can be equal to the cutoff frequency of a propagative mode. In this section, we consider a 2D elastic Pekeris waveguide whose characteristics are given in Table I. Since the sediment shear wave speed is lower than the water sound speed, there is only one critical angle and this configuration will have characteristics close to a configuration with a fluid sediment bottom. We will consider long range propagation. As a consequence, evanescent modes will not contribute to the sound field, and in the vicinity of the source evanescent waves will be efficiently attenuated by the PML thanks to the ji parameter of Eq. (16). Because of that, in our case we should get a behavior in accordance with the results of Lu and Zhu.38 We do not consider any viscoelastic attenuation effects because our PML formulation is currently designed for elastic solids only. Considering viscoelastic solids in time-domain simulations is classical in the main domain;31,41–43 in the PML it is possible as well, see, e.g., Martin and Komatitsch44 in the case of the strong form of the wave equation, but for the weak form further developments would be required. The horizontal distance between the source and the recording station is 30 km. The source time function is an Hanning-weighted four-period sine wave with a dominant frequency of 50 Hz (see Jensen et al.,45 page 638). The modal structure of the sound field is illustrated in Fig. 2. The dotted black and red lines, respectively, represent the modal phase velocities and modal group velocities as a function of frequency, while the solid black line represents the normalized amplitude of the source spectrum. There are four propagative modes within the band of the emitted signal, the fourth being excited very close to its cutoff frequency. The signal received calculated with the OASES (Ref. 46) software package, which is based on wavenumber integration, is plotted in Fig. 3. This signal may be seen as the superposition of two signals: one very long signal starting at approximately 16.5 s and ending at approximately 22.5 s, and a much shorter one arriving approximately at 20.2 s. Considering the modal group velocities given in Fig. 2, the short signal is clearly associated with mode 1 while the long signal is mainly associated with mode 4. The structure of the long signal is explained in details in Brekhovskikh47 [pp. 394–395]. Its length is linked to the large variation of the modal group velocity that occurs within the band of the



FIG. 2. (Color online) Modal dispersion curves (dotted lines) for the elastic Pekeris waveguide (Ref. 35) used in our study and frequency content of the source signal (solid line). Phase velocity curves are in black and group velocity curves are in red.



source signal for mode 4, contrary to the case of mode 1. Its left part corresponds to the signal generated when mode 4 is near its cutoff frequency. It travels at a sound speed close to the compressional speed in the sediment; it is therefore also called the “ground wave.” Its right part is associated with the minimum of the modal group velocity and is also called the Airy wave. Thus, this configuration is particularly difficult to approximate because of the amount of energy that is sent near the cutoff frequency of mode 4. We should then expect discrepancies between the exact solution and the approximate one obtained with a PML at the bottom. However, before actually performing the numerical experiment it is hard to predict how the expected side effect due to the presence of the PML will affect the signal. We now thus define a modified Pekeris model truncated with a PML. In such a configuration, the characteristics of the PML are not the only parameters that need to be analyzed. We also have to consider the influence of the size of the sediment layer, which has to be large enough in order for the waves that propagate in the water layer not to be perturbed by the PML. Even if one is only interested in propagation in the water column, there is always some energy that travels just below the water-sediment interface. The penetration depth associated with a surface wave or simply with a reflected wave (see Jensen et al.,45 Fig. 8.5c) must thus be taken into account in order to avoid interferences with the absorbing layer.48 As a consequence, the efficiency of the



TABLE I. Elastic Pekeris waveguide (Ref. 41) parameters used in our study. Parameters Waveguide depth Source depth Recording station depth Water density Water sound speed Sediment density Sediment longitudinal speed Sediment shear speed
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Value 100 m 25 m 20 m 1000 kg m3 1500 ms1 1900 kg m3 1800 ms1 600 ms1



FIG. 3. Reference signal received at a distance of 30 km in our elastic Pekeris waveguide. Xie et al.
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PML has to be studied both in terms of variations of the size of the sediment layer and of the size of the PML. Figure 4 gives the relative errors for three values of the size of the PML and two values of the size of the sediment layer. The width of the PML is given in terms of the number of mesh elements that it consists of. For clarity the reference signal is added at the bottom of the figure to be able to locate where the errors occur. From that figure it is clear that a PML is much more efficient than a paraxial boundary condition in that context, and that it does not need to be large. One can also note that



increasing the PML thickness to a value greater than three mesh elements does not reduce the relative errors. The largest relative errors are found at the beginning of the long signal that corresponds to the ground wave or equivalently to the situation in which a mode is close to its cutoff frequency, as pointed out by Lu and Zhu.38 They can be reduced by increasing the sediment layer thickness. As a consequence, if a PML and a sediment layer are both large enough, they can efficiently replace a semi-infinite bottom. The relative errors are less than 10% for a three-element PML and a 400 m sediment layer. It should be noted that this is (purposely) the worst situation that can be encountered. For instance, if attenuation were considered in the semiinfinite sediment bottom, the part of the signal that is not accurately approximated would rapidly decrease with propagation range and the difficulties encountered in the attenuation-free model should be drastically reduced. B. 3D wave propagation around an elastic seamount



After studying a 2D elongated configuration, we now consider a significantly less elongated 3D domain consisting of a homogeneous water layer overlying a non-flat homogeneous elastic bottom. The physical characteristics of the water layer are unchanged compared to Sec. IV A. We choose to change the elastic properties of the bottom in order for an interface wave of Stoneley-Scholte type to be excited if a source is put close to the water-sediment interface. The new physical characteristics of the sediment are qs ¼ 2000 kgm3, csp ¼ 2400 ms1, and css ¼ 1200 ms1. The topography of the elastic bottom is (in meters) zð x; yÞ ¼ 400 þ 100 e½ðxx0 Þ þ150 e½ðxx1 Þ
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(49)



with x0 ¼ 3600 m, y0 ¼ 2400 m, a0 ¼ 300 m, b0 ¼ 525 m, x1 ¼ 3000 m, y1 ¼ 3000 m, a1 ¼ 300 m, and b1 ¼ 750 m. We set an explosive source at (x, y, z) ¼ (2405, 1000, 390 m) with a Ricker (i.e., the second derivative of a Gaussian) source time function: hðtÞ ¼ Að1  2p2 f02 t2 Þ ep



FIG. 4. Relative errors for two different sediment layer thicknesses and four PML thicknesses. The left column corresponds to a sediment layer thickness of 200 m and the right column to a sediment layer thickness of 400 m. The PML size is 0, 3, 6, 12 elements, respectively, starting from the top. In the case of a PML with a 0-element size we use a classical Stacey-type (Ref. 49) paraxial boundary condition instead. The reference signal is indicated at the bottom of each column. 172
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of arbitrary amplitude A ¼ 1015 . In order to be able to ignore the effects of thin sediment covers with very low shear speeds that would occur at high frequency in a real seamount we select a low-enough dominant frequency f0 ¼ 15 Hz; acoustic penetration into the sediment is thus several hundred meters. Because the source is located just 10 m above the bottom and because the shear wave speed is lower than the sound speed in water it will excite a strong ScholteStoneley interface wave. The horizontal size of the model is 6000 m along both the x and y directions and the model extends down to a depth of 1700 m, with a free surface located at the surface of the ocean at the z ¼ 0 plane. CFS-UPML absorbing layers are implemented on all the sides of the model except the free surface. The mesh is composed of 921 600 spectral elements Xie et al.



of polynomial degree N ¼ 4 in the fluid and 3  106 elements in the solid, which leads to a global grid that contains 260  106 unique points. The PMLs occupy the three outer layers of elements of the mesh. We use a time step of 2  104 s and propagate the signal for 50 000 time steps, that is, 10 s. We consider three arrays of pressure-recording stations, each composed of three different sensors. The first array is horizontal and is situated close to the bottom, in z ¼ 380 m; coordinate x is set to 1000 m while y can vary from 1000 to 5000 m. The second array is similar to the first except that it is located close to the water-air interface, in z ¼ 50 m. The last array is vertical, starting close to the top of the seamount in z ¼ 230 m and ending close to the water-air interface in z ¼ 10 m with (x, y) ¼ (3000, 3000 m). This configuration is illustrated in Fig. 5. We compare the solution computed with CFS-UPML to the solution obtained with a first-order Stacey-type49 paraxial absorbing condition as well as with a reference solution computed for a very large extended model; such a solution is very expensive to compute but is exact from the point of view of mimicking an unbounded domain for a finite propagation time. In Fig. 6 we show the relative errors between the time history of pressure recorded at the nine recording stations for a solution computed with CFS-UPML and the solution obtained with an extended domain. They agree almost perfectly, with a relative error always smaller than 4%. If the solution is computed with Stacey paraxial absorbing boundary conditions then large differences are observed, as can be seen in Fig. 7. These differences are due to the spurious reflection of body waves at grazing incidence as well as to the spurious reflection of interface waves along the ocean bottom.



FIG. 6. Relative errors between the pressure time history recorded at the nine recording stations for the 3D elastic seamount model of Fig. 5, with CFS-UPML and with a very large mesh used to provide a reference solution with no spurious waves coming back from its edges into the main domain. Station 1 is at the top and Station 9 is at the bottom. The relative errors are always smaller than 4%.



The above results demonstrate the high accuracy and efficiency of CFS-UPML in terms of absorbing incident body waves, including at grazing incidence, as well as interface waves along the ocean bottom for such a coupled fluidsolid model. V. CONCLUSIONS AND FUTURE WORK FIG. 5. (Color online) Three dimensional configuration of a seamount in shallow water used in our study. The red dot indicates the position of the source. The white dots indicate the position of recording stations belonging to two horizontal arrays, one close to the sea bottom and the other close to the sea surface. The yellow dots indicate the position of the recording stations belonging to a vertical array situated above the seamount. The horizontal size of the model is 6000 m along both the x and y directions and the distance between the sea surface and the flat part of the sea bottom is 400 m. The vertical scale is amplified by a factor of 10 here for visualization purposes. J. Acoust. Soc. Am. 140 (1), July 2016



We have developed and then validated a weak formulation of the CFS-UPML for full wave simulation of coupled fluid-solid problems in an unbounded or semi-infinite domain. We have first derived the frequency-domain CFSUPML and then its time-domain counterpart in both a convolution formulation and an ADE formulation. For the first time to our knowledge we have consistently derived the correct fluid-solid interface conditions inside the PML in the Xie et al.
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SPECFEM, which can be freely downloaded from the Computational Infrastructure for Geodynamics at www.geodynamics.org. ACKNOWLEDGMENTS



FIG. 7. Pressure time history recorded at the recording station situated in the middle of the horizontal array close to the water-air interface. Three simulations were performed: one with CFS-UPML absorbing layers (solid line), one with a very large mesh used to provide a reference solution with no spurious waves coming back into the main domain (dashed line) and one with a classical Stacey-type paraxial boundary condition (dotted line).



time domain by taking into account the effect of complex stretching and then resorting to Gauss’s theorem in complex stretched coordinates. We have implemented the convolution formulation of CFS-UPML based on a Legendre SEM with explicit Newmark time integration coupled with a secondorder convolution scheme, while for the ADE formulation we have used a fourth-order LDDRK scheme in order to drastically reduce numerical dispersion and dissipation, having long-range ocean acoustics wave simulations in mind. It is worth mentioning that we have not changed the basic idea behind PML, thus for some uncommon and highly anisotropic materials our CFS-UPML formulation will be ill-posed, as the classical PML and CFS-PML are for the same anisotropic media.50 More importantly, it is also worth mentioning that the CFS-UPML derived in this article can be applied to other numerical techniques based on the weak form of the wave equation, for instance classical finite elements or discontinuous Galerkin methods.51,52 One interesting point that arises from these developments and that is of interest to the underwater acoustic community is the use of a PML in the context of shallow water propagation. PMLs clearly modify the spectrum of the associated improper Sturm-Liouville problem and thus future work will be necessary to define guidelines to help choose the thickness of a sediment layer when using PMLs in the context of guided waves. We think that future work should also address inverse (imaging) problems in addition to forward wave propagation problems, i.e., fitting our current CFS-UPML into full waveform inversion,53–55 which have begun to gain interest in the underwater acoustics community. Another topic of interest would be extending the CFS-UPML to viscoacoustic/viscoelastic wave simulation. Last, it would be interesting to address the issue of performing a detailed accuracy analysis for CFS-UPML to find optimized profiles for the parameters used in the CFS-type coordinate transform function.56,57 All the developments presented have been integrated into our widely used open-source software package 174
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