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10.1 Introduction A wide variety of grids may be desired in various applications depending on the solution technique employed. The typical types of grids used in the field of computational fluid dynamics (CFD) are block structured [1–8], unstructured [9–12], overset [13–15], hybrid [16–18], and Cartesian grids [19]. Among them, the block-structured grid method is the most established (see Chapter 13). These grids tend to be computationally efficient, and high aspect ratio cells that are necessary for efficiently resolving viscous layers can be easily generated. But, in general, it takes too much time to generate the associated grids due to the lack of the automated techniques for block decomposition. All the methods including the block-structured approach for grid generation have their own advantages and have been used with satisfactory results. However, a critical obstacle to be overcome for the effective use of such approaches is the automatic decomposition of the spatial domain. The multiblock decomposition of a flow domain is the first and the most important step in the generation of the grids for computational flow simulations, and is considered as the most labor intensive task in any CFD application. Soni et al. [20] pointed out that it can take a significantly longer labor time to generate a computational grid than to execute the flow field simulation code on the grid or to analyze the results. Similarly, Vatsa
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et al. [21] also noted the biggest bottleneck in the grid generation process is the domain decomposition and asserted that efforts should be focused on automating or simplifying the domain decomposition process. Allwright [4] has devised various rules and strategies from the experience gained in graphical block decomposition. These rules are being progressively implemented in his automated method, which generates a wire-frame schematic to represent the grid topology when a simple block representation of the configuration to be modeled is given. Shaw and Weatherill [5] also proposed a similar approach. They used a Cartesian H-type block structure globally and C- or O-type topology was locally embedded around certain components. Stewart [6] has developed the search rules for driving directional probing from the boundary for an appropriate block decomposition, in analogy with balloons inflating to obtain a coarse approximation to the outer boundary of a region. Dannenhoffer [7] suggested an abstraction concept of the geometry to capture the basic topology. In his scheme, the grid topology is specified by placing blocking objects on the background grid, and then a set of transformations [8] is used to generate a suitable assembly of grid blocks. This approach is now being developed for three-dimensional cases. In general, the multiblock structure is, to a large extent, capable of filling up topologically complex flow domains in an efficient way. This multiblock approach also allows different flow models in different blocks and different grid refinement strategies for different blocks. Furthermore, it may be expected that this multiblock approach naturally leads to parallel executions of calculations per block on different computing resources if blocks are constrained to satisfy a supplementary constraint; the block’s dimensionality has to be consistent with a suitable load balancing. This chapter presents a new algorithm for an automatic multiblock decomposition. The main idea proposed in this chapter is inspired by the hypercube introduced by Allwright and the abstraction concept by Dannenhoffer. All procedures related to this algorithm are automatically performed with some defaults or can be customized using any user-specified parameter values for a special purpose. Thus, this algorithm would enable any grid generation system to simply and efficiently construct both a block topology and its geometry for general geometries in a systematic fashion.



10.2 Underlying Principles The basic idea behind an automatic domain decomposition into multiblocks suggested in this chapter is to carry out the decomposition not in a complex space in which the curved or complicated geometries exist, but in a simple space in which the transformed simple shapes appear. This transformation is accomplished by introducing a nonuniform rational B-spline volume that maps a physical domain onto a parameter domain. Then, all the geometric operations related to the multiblock domain decomposition are carried out in the parametric space. These procedures include the hypercube++ generation and hypercube++ merging algorithms to be described later. Grid generation or grid refinement can also be implemented in the parameter space in an effective way. Once the grids are generated in the parameter space, the grids in the physical space are derived by remapping, which is basically evaluating the NURBS volume. The basic idea described above can be illustrated as shown in Figure 10.1. The hypercube++ generation algorithm allows a real curved body and its surroundings to transform into simple brick-shaped elements, and the hypercube++ merging algorithm allows the production of a sum of the brick-shaped elements when a space surrounding multiple bodies is considered, and is similar to the Boolean sum used in solid modeling systems. Each brick-shaped element in the hypercube++ structure is mapped onto the corresponding physical space by the NURBS volume such that the face of a brick element adjacent to the internal body is transformed into the curved surface of the corresponding physical body.



10.2.1 NURBS Volume Nonuniform rational B-splines, commonly called NURBS (see Chapter 30), have become very popular in curve and surface description, and in the representation, design, and data exchange of geometric information in many applications, especially in numerical grid generation. [22]
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FIGURE 10.1



Global steps of the suggested multiblock decomposition and its related algorithms.



While in the past, the computer-aided geometric design (CAGD) has been mostly concerned with curves and surfaces, more recently there has been an increasing interest in higher-dimensional multivariate objects such as volumes and hypersurfaces in Rn, n > 3. Almost all of the methods developed for surfaces in the CAGD literature can be generalized to higher-dimensional objects. A typical example is a tensor product Bezier volume, B-spline volume, or their generalized form, NURBS volume. As noted earlier [23, 24], the NURBS volume is an extension of the well-known NURBS surface, in the same manner that the NURBS surface is an extension of the NURBS curve. A NURBS volume of order ku in the u direction, kv in the v direction, and kw in the w direction is a trivariate vector-valued piecewise rational function of the form nu nv nw



B(u, v, w) =



Ω(u, v, w) = h(u, v, w)



∑∑∑h



ijk



Bijk Niku (u) N jkv (v) Nkkw (w)
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ijk
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(10.1)



kw k



i = 0 j= 0 k = 0



The {Bijk} form a tridirectional control net, the {hijk} are the weights, and the { Niku (u)}, {Njkv (v)}, and {Nkkw (w)} are the nonrational B-spline basis functions defined on the knot vectors U = {ui }i = 0



nu + ku



= {u0 , ⋅ ⋅ ⋅, uku −1 , uku , ⋅ ⋅ ⋅ ⋅ ⋅⋅, unu , unu +1 , ⋅ ⋅ ⋅, unu + ku }



where u0 = ⋅ ⋅ ⋅ = uku −1 and unu +1 = ⋅ ⋅ ⋅ = unu + ku ,



{ } j= 0



V = vj



nv + kv



= {v0 , ⋅ ⋅ ⋅, vkv −1 , vkv , ⋅ ⋅ ⋅ ⋅ ⋅⋅, vnv , vnv +1 , ⋅ ⋅ ⋅, vnv + kv }



where v0 = ⋅ ⋅ ⋅ = vkv −1 and vnv +1 = ⋅ ⋅ ⋅ = vnv + kv , W = {w k } k = 0



nw + kw



= {w0 , ⋅ ⋅ ⋅, w kw −1 , w kw , ⋅ ⋅ ⋅ ⋅ ⋅⋅, wnw , wnw +1 , ⋅ ⋅ ⋅, wnw + kw



where w0 = ⋅ ⋅ ⋅ = w kw −1 and wnw +1 = ⋅ ⋅ ⋅ = wnw + kw .
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FIGURE 10.2



Hypercube structure.



Notice that this parametric representation maps a cube in the parameter space onto a three-dimensional space. The domain of the mapping, which is sometimes referred to as parametric space, has axes u, v, and w, and the range, which is called model space, has the usual x, y, and z axes.



10.2.2 Hypercube++ Structure 10.2.2.1 Hypercube and Its Limitations As shown in Figure 10.2, the hypercube structure introduced by Allwright and his colleagues [15] is useful for a multiblock decomposition of a region around a simple convex body by wrapping around the body. In this wrap-around strategy, a convex-shaped body is located in the central region and the other six regions are placed around the body. Thus, a hypercube is composed of seven blocks, called east, west, south, north, front, back, and center block, as shown in Figure 10.2. This naming convention naturally defines the relative position of the seven blocks. In addition to this elementary structure, degenerate structures can also be considered. They are referred to as seven basic hypercubes [18], which are shown in Figure 10.3. The combination of these basic hypercubes can lead to better geometric flexibility. However, a basic hypercube has a limitation in representing more general configurations. It is basically impossible to represent a region surrounding body surfaces by any one of the basic hypercubes in such cases that the body shape is not convex or there are multiple bodies. Therefore, we need an enhanced hypercube structure to solve two such problems. For this purpose, a hierarchical hypercube++ structure is proposed in this chapter. 10.2.2.2 Hypercube++ Structure The hypercube++ structure, which is a hierarchical extension of the hypercube, represents the parent/child relations between the related hypercubes with the relative positions (e.g., east, west, etc.) of the blocks in each hypercube, and thus provides all the topological information between decomposed blocks. The hypercube++ structure allows such topological structures, as shown in Figure 10.4. These examples demonstrate the capabilities of the hypercube++ structure. In the hypercube++ structure, a hypercube structure can be located in one of the blocks of the parent hypercube, as is shown in Figure 10.4a, where the west and the east block of the parent hypercube located in the center has a pointer to its child hypercube located to the left and the right, respectively. And also the center block can be degenerated into one face so that only two blocks exist in the hypercube as shown in Figure 10.4b, where only the back and the front block can be found. These enhanced structures make it possible to have any number of hypercubes stand in a line as shown in Figure 10.4c, or in a combined way as in Figure 10.4d. In Figure 10.4, the hypercube++ data representation of each example is shown at the right-hand side. The circles in the figure mean the blocks, and their terminal nodes represent the true blocks having the geometric definition, i.e., a NURBS volume. The blocks corresponding to the nonterminal nodes have no geometric meaning, but are introduced to represent the hierarchy between the hypercubes. In the figure, the hierarchical parent/child relation is displayed with an arrow.
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FIGURE 10.3



Seven basic hypercube shapes.



10.2.2.3 Data Structure As noted earlier, the hypercube++ structure has a hierarchical form. In this chapter, the hierarchy is implemented by the combination of the Hycu and Blk data structure written in the C language shown in Figure 10.5. The Hycu data structure is composed of seven blocks, blk [7], and also has a pointer to its parent block. The Blk data structure has pointers to its parent and child hypercube for a hierarchical structure, and bspvol to point the corresponding NURBS volume. Also, it has grid or mesh pointer for creating or modifying grid points or mesh elements. By using some operators or procedures for adding a child or parent hypercube to the hierarchical structure of a given hypercube++, the hypercube++ structure can be grown up to represent a multiblock decomposition of any complex configuration.
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FIGURE 10.4
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Examples of hypercube++ structure.



FIGURE 10.5



Hypercube++ data structure.



10.3 Best Practices 10.3.1 Hypercube++ Generation For a given component, the region around the component is represented by one of seven basic hypercubes once a user or a system specifies all feature surfaces of the component in the given configuration. The hypercube++ generation algorithm can be summarized by the following: Step 1: For a given component, input the boundary surfaces, as shown in Figure 10.6a. Step 2: Generate an inner box that minimally encloses the input surfaces and an outer box that wraps around the inner box. The size of the outer box is calculated from a characteristic length in the flow condition, e.g., the thickness of a boundary layer, or determined by a user’s input. See Figure 10.6b. Step 3: Generate a NURBS volume of which the size is the same as the outer box. In this chapter, the volume is called the local mapping volume. Step 4: Increase the number of control points of the mapping volume by knot insertion. The knots inserted into the volume are the parametric values of maximal, minimal, and center point of the inner box: three knots are inserted along each parametric direction. In general, the knots are inserted to increase the geometric flexibility in shape control. See Figure 10.6c. Step 5: Move the control points of the mapping volume, which are located on the boundary faces of the inner box, onto the input boundary surfaces. The new position of each control point is obtained such that the distance between the control point and the new position is the minimum distance from the initial control point to the boundary surfaces. See Figures 10.6d and 10.6h. Now we can notice that splitting the volume at the inserted knots results into the approximate shape of the input surfaces as shown in Figure 10.6e.
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FIGURE 10.6



Hypercube++ generation.



Step 6: Add more control points by inserting knots at appropriate points such that they are uniformly distributed on the inner box as shown in Figure 10.6f. Then translate the new control points onto the input boundary surfaces as in Step 5. See Figure 10.6g. These steps are necessary to approximate the inner shape of the mapping volume more closely. After moving the control points onto the input boundary surfaces, we can see that the curved boundary surfaces are ©1999 CRC Press LLC



FIGURE 10.7



Hypercube++ merging for a separate case.



transformed into the planes in the parametric domain. That is, the curved object in real space (x, y, z) is transformed into the box-like shape in parameter space (u,v,w), and the region around the curved object shown in Figure 10.6i is simplified into the parametric region bounded by the inner box and the outer box as shown in Figure 10.6j. Step 7: Generate a hypercube structure in the parametric domain of the mapping volume. That is, the inner box is located in the center block of the hypercube and the other blocks are created by connecting the vertices of the inner box to the corresponding vertices of the outer box in the parametric domain. The surrounding blocks except the center have their different NURBS volumes as their geometric objects, which are called as block volumes in this chapter. The center block does not need to have a NURBS volume because the grid will not be generated in the center block, i.e. inside the object.



10.3.2 Hypercube++ Merging The hypercube++ merging algorithm permits that two basic hypercubes be merged into one hypercube++ structure in a hierarchical form, or the merged hypercube++’s are also combined into a single hypercube++. In this way, an arbitrary number of the hypercube++’s are merged into one complex hypercube++, regardless of whether two hypercube++’s are overlapping or not. The relative position between two hypercube++’s can be classified into three cases: a separate, a contained, and an overlapped condition. The necessary steps in the hypercube++ merging algorithm for the three cases mentioned above are outlined as follows: Step 1: Check the relative position between two given hypercube++’s. The possible situations are: “separate” as shown in Figure 10.7, “contained” as in Figure 10.8, and “overlapped” as in Figure 10.9. We will briefly describe how these situations are handled as below. Note that the center blocks are colored dark in the figures. Step 2: For a separate case, the outer-merge algorithm allows a new merged hypercube++ to include two given ones as a child in its new hierarchical structure as shown in Figure 10.7. Step 3: For a contained case, the inner-merge algorithm allows a larger hypercube++ to include a smaller hypercube++ in its new hierarchical structure as shown in Figure 10.8.
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FIGURE 10.8



FIGURE 10.9



Hypercube++ merging for a contained case.



Hypercube++ merging for an overlapped case.



Step 4: For an overlapped case, the hypercut algorithm allows one of two hypercube++’s to be cut by all the infinite cutting planes which are obtained from the outer boundary faces of the box which minimally encloses the other, resulting in maximal six pieces which also have a hypercube++ structure. Next, the hypercube++ that originated the cutting planes, called a cutting hypercube++, is merged with one of the cut pieces located inside by using the inner-merge algorithm. Finally, the result is also merged with the cut pieces located outside the cutting hypercube++ by using the outer-merge algorithm. The above merging processes are executed by calling the overlap-merge algorithm. Two initial hypercube++’s and their merged hypercube++ are shown in Figure 10.9. To implement the three algorithms described above, two operators, i.e., hycucut and hypercut (A,B,m) algorithm, need to be developed. The hycucut operator cuts a single hypercube++ by a given cutting plane, and creates two cut hypercube++’s as shown in Figure 10.10.
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FIGURE 10.10



Hycucut operator.



• hycucut operator Input: a hypercube++, a cutting plane Output: two hypercube++’s Procedure: Step 1 ~ 2 Step 1: Generate two hypercube++’s copied from the given hypercube++. Step 2: For each hypercube++, geometrically, cut all the block volumes that can be cut by the cutting plane. Topologically, remove the unnecessary blocks that do not exist in the half-space selected, where the half-space is one of the two regions separated by the cutting plane. See Figure 10.10. The hypercut (A,B,m) operator is an elementary mechanism for the cutting process between A and B where A and B, respectively, are a hypercube++ or a single block. The algorithm is briefly described as follows: • hypercut (A,B,m) operator Input: A, B, and m, {A, B} can have the following forms: {H,H}, {H,b}, {b,H}, and {b,b} where H = hypercube++ and b = block, and the m indicates a merging option, no action if m is equal to 0, and perform a merging process if m is 1. Output: separated hypercube++’s or their combined hypercube++ Procedure: Step 1 ~ 5 (Cutting process) Step 1 ~ Step 3 Step 1: With the hycucut algorithm, B is cut by the cutting planes which are generated by infinitely extending the boundary planes of the box which minimally encloses A. Here, the cutting planes are orthogonal to the maximal length direction of B. If not cut, continue to cut with the boundary planes orthogonal to the next maximal-length direction of B. See Figures 10.11a and 10.11b. Step 2: Among the hypercube++’s or the blocks that are cut from B, find one which overlaps A. If not found, then the cutting process is terminated. Otherwise, the selected one becomes B to be used in Step 1. See Figure 10.11b.
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Step 3: Repeat Step 1 until B does not overlap A. See Figure 10.11c. (Note that this cutting process has the purpose of minimizing the total area of the boundary faces of each cut volume, which is desirable for the parallel computing in that the load on the processors is balanced and communications among processors are minimized.) (Merging process) Step 4 ~ Step 5 Step 4: Check the merging option, m. If m is 0, then this merging process is skipped, and return the cut hypercube++’s as outputs. See Figure 10.11c. Step 5: Otherwise, the cut hypercube++’s are merged into a single combined hypercube++ of which a hierarchical structure is built in a reverse sequence of the cutting process, and return the combined hypercube++ as an output. See Figure 10.11d. With an appropriate choice of A, B, and m in the hypercut (A,B,m) operator explained above, the outermerge, the inner-merge, and the overlap-merge algorithms can be easily implemented as shown below. • outer-merge algorithm Input:two hypercube++’s, H1 and H2 Output: a single merged hypercube++ Procedure: Step 1 ~ 4 Step 1: Generate a block which encloses two given hypercube++’s minimally. See Figures 10.12a and 10.12b. Step 2: Generate a new hypercube++ by cutting the block in Step 1 into three blocks, b1, b2, and the middle block such that H1 and H2 are located in b1 and b2, respectively. See Figure 10.12c. Step 3: Execute the hypercut (A,B,m) algorithm where A = H1, B = b1, and m = 1. See Figure 10.12d. Step 4: Execute the hypercut (A,B,m) algorithm where A = H2, B = b2, and m = 1. See Figure 10.12d. (Note that the new hypercube++ includes two given hypercube++’s in its hierarchical structure.) • inner-merge algorithm Input: two hypercube++’s, H1 (contains H2) and H2 (inside H1) Output: a single merged hypercube++ Procedure: Step 1 ~ 4 Step 1: For each center block of H1 where a real body is located, perform the following Step 2 and 3. Step 2: Execute the hypercut (A,B,m) algorithm where A = bc (= center block), B = H2, and m = 0. See Figure 10.13a. Step 3: Kill the cut hypercube++ inside bc and combine the remainders into a single hypercube++ (= H2 again) of which a hierarchical structure is built in a reverse sequence of the cutting process in Step 2. See Figure 10.13b. Step 4: Finally, execute the hypercut (A,B,m) algorithm where A = H2, B = H1, and m = 1. See Figure 10.13c. (Note that H2 is absorbed into H1 while H1 and H2 are cut by each other.) • overlap-merge algorithm Input: two hypercube++’s, H1 (supplies the cutting planes) and H2 (is cut) Output: a single merged hypercube++ Procedure: Step 1 ~ 3 Step 1: Execute the hypercut (A,B,m) algorithm where A = H1, B = H2, and m = 0. See Figures 10.14a, 10.14b and 10.14c. Step 2: Execute the inner-merge algorithm with H1 and the cut piece located inside H1. See Figure 10.14c. Step 3: Execute the outer-merge algorithm with the merged result in Step 2 and the cut pieces located outside H1 in a reverse sequence of the cutting process in Step 1. See Figure 10.14d.
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FIGURE 10.11



Hypercut (A,B,m) operator.



FIGURE 10.12



Outer-merge algorithm.



FIGURE 10.13



Inner-merge algorithm.



FIGURE 10.14



Overlap-merge algorithm.



Figure 10.15 illustrates a hierarchical structure of the merged hypercube++ shown in Figure 10.7b. This example aids understanding of a merged hierarchical structure caused by the hypercube++ merging algorithm. Figure 10.15a shows the physical shape of the hypercube++ at each hierarchical level while Figure 10.5b shows its corresponding schematic data representation of the topological information. Note that the final blocks decomposed by the suggested hypercube++ approach are colored dark in Figure 10.15b.



10.3.3 Main Features of Hypercube++ Approach The hypercube++ approach has many features or advantages over current graphics-based approaches that rely on high-speed graphics to allow expert users to interactively design the block topology and generate the block geometry with the trial-and-error process. The main features of this new approach are summarized as follows:
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FIGURE 10.15a A hierarchical structure of the merged hypercube++ shown in Figure 10.7b. An example for illustrating the hierarchical structure of the hypercube++ merged by the hypercube++ merging algorithm.



• A multiblock decomposition is derived in about an order-of-magnitude less time than is typically required by traditional techniques and in an automatic manner. • It is easy to search the neighboring blocks of a specific block by a simple evaluation of the hypercube++ structure. The neighboring information is necessary for the generation of contiguous grids, especially for the communication of the flow data between the blocks when solving the flow problems.
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FIGURE 10.15b



A schematic data representation of Figure 10.11a.



• It is simple to find the blocks which are in contact with the body surfaces. As is well known, the region near the body surfaces is very important in the flow computations, especially in the boundary layer flow. A higher resolution and orthogonality of grids are commonly required in a boundary layer. • The change of the shape of any geometry can be confined locally. This local property supported by the NURBS volume makes it possible to automatically modify the blocks in compliance to any change of the body surfaces in a given configuration without intensive computations that are needed in traditional techniques for the redistribution of the grids already generated. • It is not necessary to completely reconstruct the multiblock decomposition for any changed configuration when a new component is added to a given configuration. In the current systems based on the graphics-oriented approach, a complete multiblock reconstruction is needed to accommodate the new component. However, the hypercube++ merging algorithm allows the local region near a new component to be assembled into the global region around a given configuration without any reconstruction. • It is independent of the number of bodies and their relative positions in a given configuration, and thus is applicable to any complex configuration. • It is independent of the grid generator to be used together, and thus is immediately applicable to many current systems. Note that any type of grid generator, i.e., structured, unstructured, or hybrid approach, requires a domain decomposition as the preliminary step to resolve any threedimensional complex configuration. Therefore, any type of grid can be generated for each decomposed block, so resulting in the creation of any grids to be desired. • It is possible to define some templates for widely used topologies and configurations. That is, some hypercube++ structures can be reserved as templates for their reuse.
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10.3.4 Applications Three different examples have been selected to demonstrate the applicability of the present approach. These examples illustrate decomposed multiblocks and structured initial grids. The initial grids have been generated in a simple way that all grid points of each block are generated in the parameter space and then transformed into the real space by the mapping function of each block. Even though the initial grids generated in these examples have a structured type, it is possible to generate any type of grids with an appropriate grid generator, since all topological information can be derived from the hypercube++ structure generated, and all the geometric information can be calculated from the NURBS volume corresponding to each block. Figure 10.16 shows an example of an impeller configuration. The hypercube++ generation algorithm is applied to the blade surfaces of each impeller, resulting into the creation of 12 basic hypercubes, and then the hypercube++’s for all the blades are merged into a single hypercube++ by the hypercube++ merging algorithm. Figure 10.16a shows the multiblock architecture of the impeller, which is made of 140 blocks, and Figure 10.16b shows the block-structured grids, which globally have the grid dimensions of 50 × 16 × 240 in the respective (i,j,k) directions. The second example shown in Figure 10.17 is a complex airplane configuration consisting of the fuselage, the main wing, the nacelle, the pylon, the tail, and the tail wing as the shape components. The hypercube++ generation algorithm is applied to each shape component resulting in the six basic hypercubes, and then, as in the impeller case, all generated hypercubes are merged into a single one by the hypercube++ merging algorithm. It takes about 3 minutes to generate the hypercube++ structure for the airplane on a 10 MIPS engineering workstation. Figure 10.17a shows the multiblock architecture of the airplane, which has 157 blocks, and Figure 10.17b shows the block-structured grids, which globally have the grid dimensions of 80 × 30 × 50 in the three coordinate directions, i, j, k, respectively. Figure 10.17c gives another view of the wing-nacelle configuration in detail. The final example shown in Figure 10.18 is a building complex that consists of 43 buildings. To each building, the hypercube++ generation algorithm is applied into the creation of 43 basic hypercubes, and then all generated hypercubes are merged into a single one by the hypercube++ merging algorithm as in the two cases above. Figure 10.18a shows the multiblock architecture of the building complex composed of 304 blocks, and Figure 10.18b shows the block-structured grids, which globally have the grid dimensions of 70 × 50 × 10 in the three coordinate directions, i, j, k, respectively.



10.4 Research Issues and Summary A new method for an automatic multiblock decomposition of a field around any number of complex geometries has been proposed. This method is based on hypercube++ data structure to represent the hierarchical relationship between various types of hypercubes, while the geometry of the hypercube is represented by nonuniform rational B-splines (NURBS) volume, which maps the physical space of a hypercube onto the parameter space. The generation of grid topology based on the hypercube++ structure consists of two main steps: (1) the hypercube++ generation step, which is applied to the region around a single shape element, e.g., a wing in an airplane, to generate an appropriate hypercube, and (2) the hypercube++ merging step, which merges simple hypercubes or the ones merged already into a single but more complex hypercube++ to represent the regions around the shape composed of several shape elements. This approach has been demonstrated with some examples to show that it allows a user to construct a multiblock decomposition in a matter of minutes for any three-dimensional configurations in an automatic manner. The multiblock approach proposed in this chapter currently has two problems. First, the number of the resulting blocks may be too big in certain cases. A scheme to reduce the number of the blocks needs to be developed and inserted into the hypercube++ merging algorithm. One way to solve this problem
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FIGURE 10.16



Application of the hypercube++ approach to an impeller configuration.



would be to impose the size constraint to the hypercube in the hypercube++ generation algorithm. The appropriate size limit on the hypercube++ will not allow the blocks to be cut unnecessarily in the hypercube++ merging algorithm. Second, the current approach cannot generate the hypercube for strongly nonconvex shape elements without dividing them into a set of convex shape elements. A method to generate a well-structured hypercube is desired to deal with a strongly nonconvex shape element. In some cases, the given configuration may have strong nonconvex shape elements as its component. This problem may be resolved by introducing the technique of FFD [25, 26].
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FIGURE 10.17



Application of the hypercube++ approach to an airplane configuration.



Further Information A number of Internet sites have World Wide Web home pages displaying grid- or mesh-related topics. The following is just a sample. Other sites containing the electronic information related to the computational fluid dynamics can be found from the following lists. • http://www-users.informatik.rwth-aachen.de/~roberts/meshgeneration.html (Information on people, research groups, literature, conferences, software, open positions, and related topics) • http://www.ce.cmu.edu/NetworkZ/sowen/www/mesh.html (A good overview of the current literature available on the subject of mesh generation; conferences, symposiums, selected topics, authors, and other resources) • http://www.erc.msstate.edu/thrusts/grid/ (Grid technology overview: Historical perspective and state-of-the-art, and accomplishments and significant events in research) • http://www.erc.msstate.edu/thrusts/grid/cagi/content.html (Introduction to a CAGI system, which can either read the standard IGES format or generate grids from NURBS definition) • http://www.erc.msstate.edu/education/gumb/html/index.html (Tutorial on a modular multiblock structured grid generation system derived from the structured grid system embedded within the NGP system) • http://www.tfd.chalmers.se/CFD_Online/ (An overview of the vast resources available on the Internet for people working in CFD)
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FIGURE 10.17 (continued)
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FIGURE 10.18
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Application of the hypercube++ approach to a building complex configuration.
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