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A MULTIMODAL APPROACH TO INITIALISATION FOR TOP-DOWN SPEAKER DIARIZATION OF TELEVISION SHOWS



Simon Bozonnet, F´elicien Vallet, Nicholas Evans, Slim Essid, Ga¨el Richard and Jean Carrive



Abstract This technical report presents a new multimodal approach to speaker diarization of TV show data. We hypothesize that the inter-speaker variation in visual information might be less than that in the corresponding acoustic information and therefore might be better suited to the task of speaker model initialisation, an acknowledged weakness of the computationally efficient top-down approach to the task of speaker diarization that is used here. Experimental results show that a recently proposed approach to purification and the new multimodal approach to initialisation together deliver 22% and 17% relative improvements in diarization performance over the baseline system on independent development and evaluation datasets respectively.
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Introduction



Speaker diarization is now a main-stream speech processing research topic and involves determining the number of speakers in an audio document and the intervals when each speaker is active, a task otherwise referred to as ‘who spoke when?’ Among other previously popular domains of telephone conversations and broadcast news, it is today that of conference meetings which is widely considered to be the most challenging and accordingly attracts the most attention. Conference meetings are also the focus of the internationally competitive NIST Rich Transcription (RT) evaluations [1]. Among other specific attributes, the highly spontaneous nature of meetings pose several challenges to speaker diarization systems, many of which remain problematic, e.g. the detection of overlapping speech and effective system combination strategies. Since the focus on conference meeting data has somewhat of a narrow application domain, researchers are already looking to new opportunities. Speaker diarization has utility in any application where multiple speakers may be expected and, with the mass of multimedia information now available, it is arguably for speaker indexing and content structuring that speaker diarization has the greatest potential. In recent months we have started some activities in speaker diarization for mainstream multimedia data and, due to the immediate availability of the ‘Grand ´ Echiquier’ database1 , we have thus far focused our efforts on broadcast television (TV) talk-shows. The application of speaker diarization to new domains is notoriously troublesome and it is common for systems that are optimised on one domain to perform poorly when applied without modification to different data. This recent experience has proved no different and the performance of our baseline system, that is optimised for conference meeting data, performs poorly when applied to TV show data. The TV show data considered here contains far more speakers than do typical conference meetings, a greater spread of speaker floor time and more rapid speaker turns. It can thus prove quite difficult to detect speakers and therefore to initialise speaker models. Initialisation is a well known weakness of top-down approaches to speaker diarization; [2, 3] bottom-up approaches are arguably better suited to this particular task. However, the top-down approach is particularly computationally efficient and it is therefore of interest to improve its robustness for large scale applications such as indexing and content structuring. A large volume of data in such tasks is multimodal yet traditional approaches to speaker diarization exploit only acoustic information. Some earlier work investigated the utilisation of visual information for speaker diarization but most of it focuses on conference meeting data, e.g. [4], which utilised a standard bottom-up approach to speaker diarization and [5], which used BIC-based segmentation and graph spectral partitioning for clustering. To our knowledge, none of the existing work has involved top-down approaches. This technical report therefore reports 1
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the first attempt to utilise visual information to improve performance in a top-down approach to speaker diarization for large scale multimedia tasks. Due to the weaknesses of top-down approaches, in this first attempt, we concentrate on utilising visual features only at the initialisation level. The remainder of this technical report is organised as follows. Section 2 gives brief details of the multimodal database on which we report experimental results and discusses the differences between it and typical conference meeting recordings. Section 3 describes our baseline diarization system and the modifications which were necessary in order to apply it successfully to the new database. Section 4 describes how visual features are utilised and our experimental work to assess their benefit is reported in Section 5. Finally, our conclusions are presented in Section 6.
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TV shows vs meetings



The baseline speaker diarization system used in this work was developed for the conference meeting domain, which is the focus of current NIST RT evaluations. In this paper we report experiments on a corpus comprised of over 50 French´ language, ‘Grand Echiquier’ (GE) TV talk-show programmes from the 1970-80s. Each show focuses on a main guest, and other supporting guests, who are both interviewed by a host presenter. The interviews are punctuated with film excerpts, live music and other performances. The database presents numerous characteristics and challenges that have made it popular among both national and European multimedia research projects, e.g. the European K-Space network of excellence [6]. The speaker diarization of such data is especially challenging and there are numerous differences between conference meetings and TV shows. Among the most obvious are those related to recording quality. Meetings are generally recorded using distant wall-mounted or desktop microphones. The distances between speakers and microphones can vary greatly and may change throughout the recording if speakers turn their heads or move around the meeting room. In contrast, TV shows are usually recorded with high-quality boom and/or lapel microphones and therefore the signal-to-noise ratio is often much better than it is for meeting recordings. The better audio quality of TV shows should be to our advantage. However, perhaps surprisingly, and as we explain later, speech activity detection tends to be more challenging for TV shows than it is for meetings. In TV shows, aside from the presence of film excerpts, live music, audience applause and laughter, silences during speaker turns can be very short or almost negligible. Compared to meetings, where speakers often pause to collect their thoughts or to reflect before responding to a question, TV show speech tends to be more fluent and sometimes almost scripted. This is perhaps due to the fact that the main themes and discussions are prepared in advance and known by the speakers. Quantitative differences between TV shows and conference meetings are summarised in Table 1 which illustrates various statistics (column 1) for 7 TV shows
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(column 2) from the GE database, which have thus far been annotated according to standard NIST RT protocols [1], and the 7 conference meetings from the NIST RT‘09 dataset (column 3). The average show length for the GE and RT‘09 dataset is 147 minutes and 25 minutes respectively. On average there are 50 minutes (GE) and 13 minutes (RT‘09) of speech per show (i.e. with noise and music removed). In the GE dataset there are an average of 1033 speech segments per show with an average length of 3 seconds (cf. 882 segments with an average length of 2 seconds for the RT‘09 dataset). There are also differences in the amount of overlapping speech (averages of 5 minutes cf. 3 minutes per show). As a fraction of the average speech time the percentage of overlapping speech in each case is 10% (GE) and 23% (RT‘09) and thus there is less overlapping speech in the GE dataset than there is in the RT‘09 dataset. Finally, we consider differences in speaker statistics. Also illustrated in Table 1 are the average number of speakers and the average floor time for the most and least active speakers in each show. On average there are 13 speakers per TV show and only 5 speakers per conference meeting. This might be expected given the longer average length of TV shows. Given a larger number of speakers we can expect a smaller average inter-speaker difference than for meetings and hence increased difficulties in speaker diarization. Furthermore, we see that the spread in floor time is much greater for the GE dataset than it is for the RT‘09 dataset. The average speaking time for the most active speaker is 1476 seconds for the GE dataset (cf. 535 seconds for RT‘09) and corresponds to the host presenter in each case. The average speaking time for the least active speaker is only 7 seconds (cf. 146 seconds for RT‘09) and corresponds to one of the minor supporting guests. Speakers with such little data are extremely difficult to detect and thus this aspect of the TV show dataset is likely to pose significant difficulties for speaker diarization even if, according to standard NIST protocols, each speaker’s contribution to the diarization performance metric is time weighted. Furthermore, the presence of one or two dominant speakers means that lesser active speakers will be comparatively harder to detect, even if they too have a significant floor time. Even if there is less overlapping speech the nature of TV shows thus presents unique challenges not seen in meeting data: the presence of music and other background non-speech sounds, shorter pauses, a greater spread in speaker floor time and more speakers. These issues are likely to exacerbate weaknesses with initialisation and thus we seek to improve performance by utilising video features.
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System Description



In this section we describe a baseline top-down speaker diarization system and then some modifications which are necessary so that it may be applied successfully to TV show data. The system described here is audio-only. A multimodal approach is described later in Section 4.
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Attribute No. of shows Evaluation time Total speech No. of segments Av. segment length Overlap No. speakers most active least active



GE



NIST RT‘09



7 147 min. 50 min. 1033 3 sec. 5 min. 13 1476 sec. 7 sec.



7 25 min. 13 min. 882 2 sec. 3 min. 5 535 sec. 146 sec.



´ Table 1: A comparison of Grand Echiquier (GE) and NIST RT‘09 database characteristics. The baseline diarization system adopted here is that of LIA-EURECOM’s submission [2] to the NIST RT‘09 evaluation [1]. Developed by LIA, the system is based upon an evolutive hidden Markov model (E-HMM) [7] approach to speaker diarization where states correspond to speakers and transitions between states correspond to speaker turns. Speakers are modelled with Gaussian mixture models (GMMs). A full description of the system is available in [2] and accordingly only a brief system summary is reported here. The system is composed of four stages, each one of which is summarised below with a recently introduced purification stage [3]. Speech activity detection (SAD) is the first step and is performed by alignment to a 2-state HMM with speech and non-speech models. Several iterations of decoding and adaptation are performed and produce the speech/non-speech labels which are used in subsequent stages. Segmentation and clustering aims to identify the speakers and when each of them is active. First, a general GMM model is fitted to all the speech available in the recording with an expectation maximisation (EM) algorithm. A new speaker is then identified with the selection of single segment currently assigned to the general GMM and a new speaker model is trained, again with EM. Several iterations of Viterbi decoding and adaptation are performed to give a new segmentation hypothesis. New speakers are added one-by-one, in identical fashion, and the process stops when there remains no more eligible segments for model initialisation. Purification was added recently [3] and was inspired by the segmental initialisation approach proposed in [8]. The aim is to purify the clusters by retraining new speaker models using only the sub-segments which best fit each model and by reassigning the other sub-segments to the nearest new model via several iterations of Viterbi decoding and adaptation. Resegmentation is applied to refine the speaker boundaries and to delete irrelevant speakers (speakers with too little speech). In contrast to the previous segmentation and clustering step the models are incorporated simultaneously into the HMM, and 4



the models are tuned through the MAP adaptation of a world model that is trained on external data. Normalization and resegmentation involves a final pass of resegmentation but on feature vectors that are normalised segment-by-segment to fit a zero-mean and unity-variance distribution. Full details are available in [2]. The baseline system was developed for conference meeting data and our preliminary attempts to apply the same system to TV show data produced poor results. Some minor modifications were necessary so that the system can be applied successfully to TV show data. Non-speech periods in the TV show data are mainly music, applause or laughter. Since we have not implemented a music detector we assume that the few music intervals are known and thus they are manually removed. Also, as described above, speech pauses are far less common than they are in meeting data. Since the penalty incurred by ignoring speech pauses is greater than that incurred by trying to detect them (i.e. it leads to high levels of missed speech), and since there is in any case very few genuine non-speech intervals, we decided to skip the SAD step for TV show data. The recently introduced purification step was also optimized for meetings and did not give good performance when applied to the TV show data. This is mainly due to inactive speakers for which, after purification, there remain insufficient data with which to retrain new speaker models. The approach still delivers improved performance for speakers with sufficient data and so purification is here only applied to speakers who, following segmentation and clustering, are deemed to be active for more than 14 seconds. Finally, the normalization step, whose purpose for meeting data includes channel compensation to reduce the effects of differing distances between microphones and speakers, was found not to bring any consistent performance improvement for the TV show data, where recordings are made in far more controlled and consistent conditions. This step is therefore also skipped. It is acknowledged that the manual labelling of music intervals renders our experiments artificial. However, it is reasonable to assume that automatic music detection errors should have equivalent effects on speaker diarization system performance both with and without visual features and so it should not detract too significantly from the assessment reported here. Further more, even though we do not make any effort to detect non-speech intervals they are nonetheless included for scoring purposes, as dictated by standard NIST speaker diarization assessment protocols.
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Multimodal approach



TV show data is edited; shot selection is performed by a TV director who generally tries to focus on the active speaker. Therefore we can assume that, most of
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the time, ‘we see who we hear’. However, the task is to determine who is speaking, not who we see, and thus it is still the acoustic signal that carries the most pertinent information. Since it is not necessarily the case that acoustic and visual information are correlated in terms of speakers, multimodal feature combination or fusion can be problematic in speaker diarization tasks and so standard approaches to combination or fusion are not appropriate. For this reason, and due to the initialisation weaknesses of top-down speaker diarization systems, we thus propose to use visual features as early as possible in the process and here consider their use only for initialization. Our hypothesis is that, even though visual features might not always reflect the active speaker, for an unsupervised task such as speaker diarization, they are better suited to initialisation than are acoustic features since they are more stable and consistent, i.e. whereas the acoustic content will surely change, certain aspects of a speaker’s appearance, namely their clothing, will surely not. The idea is to perform unsupervised pre-clustering with visual features to overcluster the data into a pool of small pre-clusters whose number should exceed the true number of speakers. A candidate cluster is then selected, according to some criteria, and is used to introduce a new speaker into the E-HMM. This is done using the corresponding acoustic features in exactly the same manner as before. New speakers are added one-by-one, but now using the pre-clusters for initialisation, and the process is repeated until there are no more remaining candidate clusters. Except for the model initialisation stage the system is identical to that described in Section 3. In the following we describe our choice of visual features and the approach to pre-clustering.



4.1



Visual features



On a TV set clothing is often carefully chosen so that participants are easily distinguishable and to avoid clothing clashes. Therefore we expect that features which characterise faces or clothing should be of use for speaker diarization. Face detection is performed according to the popular Viola and Jones method [9] with the software available in the OpenCV library [10]. From identified faces bounding boxes are then determined according to a scaled rectangle situated immediately below the face, similar to the method described in [11]. An example is illustrated in Figure 1 where the green and red rectangles show the bounding boxes for faces and clothing respectively. Colour features are then extracted from the clothing region. A total of 22 visual features were considered (not reported here) and were ranked according to their speaker discriminability according to the method used in [12]. This analysis showed that the feature based on the average dominant clothing colour had the highest speaker discriminability and is that used for visual preclustering experiments reported here.
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Figure 1: An illustration of face (green) and clothing (red) bounding boxes. The dominant, on-screen clothing colour is illustrated below against time and corresponds to the active speaker. Changes in the dominant clothing colour can indicate a speaker turn.



4.2



Pre-clustering



Since the guest lineup often changes between musical intervals we first segment the show into non-musical (i.e. speech) intervals and treat each individually. We suppose that each speech segment contains between 2 and 10 speakers and we apply a classical k-means clustering [13] to the average dominant clothing colour feature to partition the visual observations into a number of clusters. So as to reduce the chances of a single cluster attracting data from more than a single speaker we aim to identify more clusters than there are speakers and have adopted the method proposed by Sugar and James in [14] which determines the appropriate number of clusters automatically. We only keep clusters with more than 10 seconds of assigned observations. Clusters with fewer than 10 seconds of observations are removed and their data is reassigned to other clusters. The procedure usually results in more than one model per speaker. Then, new models are trained using the acoustic data which corresponds to each of the pre-clusters. The new models are then purified using the approach described in [3] but, to accommodate an increased spread in speaker floor time, we use a purity factor of 75% (cf. 55% in [3]). This produces a new set of pre-clusters. Our experiments have shown that it is important to add the most dominant speaker to the E-HMM ahead of less dominant speakers and so the five pre-clusters which are assigned the most data are selected as potential candidates for adding the first speaker model into the E-HMM. Assuming that pre-clusters of good quality (i.e. those which largely correspond to a single speaker) will attract frames from fewer, but concentrated segments, rather than a large number of short, fragmented segments, we then compute the ratio of the total amount of data and the number of segments in each of the five pre-clusters. The pre-cluster with the highest ratio of frames-to-segments is selected as the first speaker and a new model is thus added to the E-HMM, which is updated in the usual way. The four other pre-clusters are moved back into the pool of pre-clusters which are used to add subsequent 7



System



Dataset



SpkError



SAD



DER



Baseline System Baseline + Pur. Optimized audio system + Pur. Multimodal system Multimodal system + Pur.



GE dev. GE dev. GE dev. GE dev. GE dev.



25.7/26.0 23.6/23.4 21.9/21.5 22.0/23.8 18.3/19.5



15.2/9.7 15.2/9.7 11.8/5.8 11.8/5.8 11.8/5.8



40.8/35.6 38.7/33.0 33.6/27.3 33.8/29.6 30.0/25.3



Baseline System Baseline + Pur. Optimized audio system + Pur. Multimodal system Multimodal system + Pur.



GE eval. GE eval. GE eval. GE eval. GE eval.



30.4/31.1 28.8/29.5 22.9/25.9 24.9/26.2 24.2/25.5



9.4/5.5 9.4/5.5 7.4/3.4 7.4/3.4 7.4/3.4



39.7/36.5 38.2/34.9 30.3/29.3 32.3/29.6 31.6/28.8



RT‘09 RT‘09



17.6/18.3 12.7/12.8



8.4/3.2 8.4/3.2



26.0/21.5 21.1/16.0



Baseline Baseline + Pur.



Table 2: Speaker diarization performance on the GE dataset (development and evaluation subsets) and the NIST RT‘09 dataset with different system configurations. Illustrated are the contributions of speaker error (SpkError) and speech activity detection (SAD) performance to the total combined diarization error rate (DER). In all cases error rates are given with/without scoring overlapping speech regions. speakers. Additional speakers are added to the E-HMM by choosing the next pre-cluster which has the largest amount of data currently assigned to the general GMM model in the E-HMM. Speaker models are added one-by-one, in the same way as before, until there remain no more pre-clusters with more than 6 seconds of data assigned to the general GMM.
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Experimental work



Our experimental results are summarised in Table 2 and aim to demonstrate the potential merit of a multimodal approach to speaker diarization. We report experiments on two subsets of the GE database. The 7 annotated shows are divided into a development set of 4 shows and an evaluation set of 3 shows. We acknowledge that the number of shows, and therefore the statistical significance, is small. However, each of the GE shows is recorded in almost identical conditions and therefore the average inter-show difference is likely to be less than it is for a typical NIST RT dataset. Conference meetings are recorded at different sites, using different acquisition equipment and different room layouts etc. The TV studio is, in contrast, mostly the same. Table 1 shows that there is an average of only 13 minutes of speech per show in the RT‘09 dataset which amounts to a total of 91 minutes of speech for the whole dataset. The GE evaluation set of 3 shows has an average of 50 minutes of speech per show. This amounts to a total of 150 minutes of speech.
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Therefore we have less inter-show variation and considerably more speech than there is in a standard NIST RT speaker diarization dataset. To facilitate the comparison of performance to the work of others, all results in Table 2 are presented with/without the scoring of overlapping speech. In the following, unless explicitly stated otherwise, we only discuss scores which include the scoring of overlapping speech. The total diarization error (DER) is illustrated with the contributions from speaker errors (SpkErr) and speech activity detection (SAD). The second line of Table 2 shows performance when the baseline speaker diarization system of [2] was applied directly to the GE dataset without modification. This system is that described in the start of Section 3 but does not include the recently introduced purification stage. A total diarization error rate of 40.8% corresponds to an SpkErr of 25.7% and SAD errors of 15.2%. For comparison we illustrate in line 12 of Table 2 the performance obtained when the exact same system is applied to the NIST RT‘09 database. Results here are identical to those published in [2]. For the meeting data, corresponding results are a total DER of 26.0% (17.6% SpkErr and 8.4% SAD). The 3rd and 13th lines of Table 2 show performance on the GE and RT‘09 datasets with integrated purification, as described in the start of Section 3. This system corresponds to that published in [3]. Respective DERs of 38.7% and 21.1% show a consistent improvement across the two datasets. Performance is considerably worse for TV shows than it is for meetings. Both SpkErr and SAD performance are poor for the TV show data (23.6 % and 15.2% respectively cf. 12.7 % and 8.4% for meetings) but significant improvements in performance are obtained with the system modifications proposed toward the end of Section 3, namely those of removing SAD, optimized purification and no normalisation. Corresponding results are illustrated on line 4 which show a total DER of 33.6%. There are improvements in both SpkErr and SAD error rates (21.9% and 11.8% respectively). Over the baseline system with purification (line 3) this corresponds to a relative improvement in DER of 13%. The SpkErr remains high, however, and is caused by the poor detection of relatively inactive speakers.. When we perform initialisation with visual features, according to the system described in Section 4, but without purification, we obtain a total DER of 33.8% (line 5). Thus similar levels of improvement are obtained with purification and visual features. When we combine purification and initialisation with the use of visual features we obtain an average DER of 30.0% (line 6). Therefore the recently introduced purification module, and the approach to initialisation with visual features that is proposed here, bring complementary improvements to speaker diarization performance. Compared to the baseline system with purification (line 3) this corresponds to a relative improvement of 22% in DER and is attributed to improvements in speaker model purity and the better detection of relatively inactive speakers. All of the above results correspond to systems that are optimised for the development set. To validate our findings on unseen data we repeated the experiments on the evaluation set and observed a similar trend in performance. The original 9



baseline system without purification gives an average DER of 39.7% (line 7). With purification performance improves to 38.2% (line 8). Without SAD, optimised purification and no normalisation, we obtain 30.3% (line 9). Using visual features for initialisation, but no purification, we obtain 32.3% (line 10). Finally, when we combine purification and visual features we obtain a DER of 31.6% (line 11). These results are marginally worse than the results for the optimised audio system with purification (line 9) but do not discount the merit of visual features. These scores include overlapping speech even though we do not attempt to detect overlap. We note that when these regions are not scored, we achieve a small gain in performance with visual features and purification (29.3% cf. 28.8%). Compared to our baseline system with purification (line 3) and, referring once again to scores including overlapping speech, this corresponds to a relative improvement of over 17%. The combined approaches thus deliver complementary improvements in DER on both development and evaluation datasets and serve to both validate the efficiency of our purification step introduced in [3] and the merit of video features for initialisation.
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Conclusion



This technical report reports our first attempts to utilise visual information to assist with speaker diarization. Experiments are reported on a dataset of 7 TV shows. Whilst the two development and evaluation subsets contain fewer files than a typical NIST RT dataset, they both contain more speech and should have less inter-show variation. Based on the hypothesis that we often ‘see who we hear’, our assumption that visual features are better suited to initialisation than are acoustic features and due to the acknowledged weaknesses of the computationally efficient top-down approach to speaker diarization, we investigate the use of visual information for initialisation purposes only. Experimental results show that whilst diarization performance is lower than that reported for conference meeting data, a recently proposed purification step and the use of visual features give complementary improvements in speaker diarization performance and relative improvements in DER of 22% and 17% on the development and evaluation sets respectively. The paper thus establishes the potential of visual information for intialisation purposes, in particular for the identification of relatively inactive speakers. With such a computationally efficient, top-down approach to speaker diarization there is thus potential for large scale indexing and content structuring applications.



7



Acknowledgements



The work reported in this paper was partly funded by the French InstitutT´el´ecom SELIA project.



10



References [1] NIST, “The NIST Rich Transcription 2009 (RT’09) evaluation,” http://www.itl.nist.gov/iad/mig/tests/rt/2009/docs/rt09-meeting-eval-planv2.pdf, 2009. [2] C. Fredouille, S. Bozonnet, and N. Evans, “The LIA-EURECOM RT09 Speaker Diarization System,” in RT‘09, NIST Rich Transcription Workshop, May 28-29, 2009, Melbourne, Florida, USA, 2009. [3] S. Bozonnet, N. W. D. Evans, and C. Fredouille, “THE LIA-EURECOM RT‘09 speaker diarization system : enhancements in speaker modelling and cluster purification,” in ICASSP 2010, to appear, March 2010. [4] G. Friedland, H. Hung, and C. Yeo, “Multi-modal speaker diarization of realworld meetings using compressed-domain video features,” in International Conference on Acoustics, Speech and Signal Processing, 2009. [5] H. Vajaria, T. Islam, S. Sarkar, R. Sankar, and R. Kasturi, “Audio segmentation and speaker localization in meeting videos,” in International Conference on Pattern Recognition, 2006. [6] K-Space, “The European K-Space Network Of Excellence,” http://www.kspace.eu/. [7] S. Meignier, J. Bonastre, and S. Igounet, “E-HMM approach for learning and adapting sound models,” in Proc. Odyssey Speaker and Language Recognition Workshop, 2001, pp. 175–180. [8] T. Nguyen et al., “The IIR-NTU Speaker Diarization Systems for RT 2009,” in RT’09, NIST Rich Transcription Workshop, May 28-29, 2009, Melbourne, Florida, USA, 2009. [9] P. Viola and M. Jones, “Robust real-time object detection,” in International Workshop on Statistical and Computational Theories of Vision-Modeling, Learning, Computing and Sampling, 2001. [10] G. Bradski and A. Kaehler, Learning OpenCV: Computer Vision with the OpenCV Library. O’Reilly Media, 2008. [11] G. Jaffr and P. Joly, “Costume: A new feature for automatic video content indexing,” in International conference on Adaptivity, Personalization and Fusion of Heterogeneous Information, 2004. [12] G. Friedland, O. Vinyals, Y. Huang, and C. Muller, “Prosodic and other longterm features for speaker diarization,” Audio, Speech, and Language Processing, IEEE Transactions on, vol. 17, no. 5, pp. 985–993, July 2009.



11



[13] R. O. Duda, P. E. Hart, and D. G. Stork, Pattern Classification. Wiley, 2000. [14] C. A. Sugar and G. M. James, “Finding the number of clusters in a data set : An information theoretic approach,” Journal of the American Statistical Association, vol. 98, pp. 397–408, 2003.



12



























des documents recommandant







[image: alt]





a multimodal approach to initialisation for top-down ... - Eurecom 

ranked according to their speaker discriminability according to the method used in [12]. This analysis .... v2.pdf, 2009. ... O'Reilly Media, 2008. [11] G. Jaffr and P.










 


[image: alt]





A bottom-up approach to top-down VMM 

within Atmel design or protoverification groups. ..... endmodule. Unsurprisingly, a SystemVerilog testbench is not so different from its Verilog parent. It.










 


[image: alt]





A bottom-up approach to top-down VMM 

We already had a promising Vera+RVM+VIP one. â€¢ Side goal: assert for RTL designer acceptance. â€“ Or bootstrap a dedicated (proto)verification group.










 


[image: alt]





Formal Approach to Multimodal Control Design ... - Laurent Pietrac 

Nov 6, 2009 - machines, SCT applicability for industrial application schemes does not seems easy. ... Color versions of one or more of the figures in this paper are available online ..... quirements (illustrated by the green book). For each ...










 


[image: alt]





Towards a Multimodal Wireless Video Capsule for 

Colorectal cancer (CRC) is the first cause of death by cancer in developed countries, with an estimated incidence of 728.550 cases worldwide in 2008, with fatal ...










 


[image: alt]





A multimodal corpus approach to the design of virtual recruiters - LSIS 

poses a method for partially automating the authoring of non- verbal actions based .... are used to specify the time intervals when the recruiter is not visible in the ...










 


[image: alt]





a social-context approach to writing for international publication 

there is a need to examine the social context where science writing takes place. ... craft. b) That the language of science is determined by scientific conventions ...










 


[image: alt]





A principled approach to biological motor control for generating 

reference angular value. Indeed, the robustness of the low- level control of each link allows to make the hypothesis that static forces are exactly counterbalanced ...










 


[image: alt]





A New Approach to Automated Multiblock Decomposition for Grid 

All the methods including the block-structured approach for grid generation have their ... blocks and different grid refinement strategies for different blocks. ...... Melton, J.E., and Berger, M.J., Adaptation and surface modeling for Cartesian mesh










 


[image: alt]





A New Approach to Automated Multiblock Decomposition for 

due to the lack of the automated techniques for block decomposition. All the methods ... suitable assembly of grid blocks. This approach is ... would enable any grid generation system to simply and efficiently construct both a block topology and.










 


[image: alt]





A multimodal corpus approach to the design of virtual recruiters - LSIS 

signals that are used by the listener in the speaker turn to ... [21] predict occurences of speaker .... We test the dependency between behaviors and the inter-.










 


[image: alt]





A viability approach to control food processes: Application to a 

Jul 23, 2011 - This paper addresses the issue of studying the viability theory, developed for ... Email address: [email protected] (N. Perrot).










 


[image: alt]





Tree Approach for Scalable Many-to-many 

One is ACK tree oper- ation overhead such as timers for loss detection, feedback .... ful packet delivery to a receiver and 0 indicates a packet loss. For example .... repeats a similar procedure Kp times and for each core, selects RTT value for a.










 


[image: alt]





Computer Networking: A Top Down Approach Featuring ... - Mephistope 

RÃ©seau. 1. ENPC. Computer Networking: A Top Down Approach. Featuring the Internet,. 2nd edition. Jim Kurose, Keith Ross. Addison-Wesley, July. 2002.










 


[image: alt]





Computer Networking: A Top Down Approach Featuring ... - Mephistope 

4 jn1-at1-0-0-19.wor.vbns.net (204.147.132.129) 16 ms 11 ms 13 ms ... 9 de2-1.de1.de.geant.net (62.40.96.129) 109 ms 102 ms 104 ms. 10 de.fr1.fr.geant.net ...










 


[image: alt]





A sensorimotor approach to sound localization - CiteSeerX 

MD, 20742. Cynthia F. ... Systems Research, University of Maryland, College Park, MD, 20742. Jonathan Z. ...... Science, 300(5618), 498â€“502. Clifton, R. K. ...










 


[image: alt]





A corpus-based approach to Information Extraction 

some original proposals implicating Topic Detection, Lexical Tuning and Intelligent ... service systems, Information Extraction, Human-computer interaction.










 


[image: alt]





A Mean Field Approximation Approach to Blind 

email: {ichir,[email protected]}, web: {mahieddine.ichir,djafari}.free.fr. ABSTRACT. In this paper we address the problem of Bayesian blind source separation ...










 


[image: alt]





A Combinatorial Approach to the Solitaire Game 

PAPER Special Section on Discrete Mathematics and Its Applications. A Combinatorial Approach to ..... Operations Research from Cornell Uni- versity in 1992.










 


[image: alt]





A Bayesian approach to Fourier Synthesis inverse 

Mono and Bistatic SAR Imaging geometries and the Fourier domain data. ..... which gives the possibility of jointly segmenting and reconstruction [18, 19, 20, 21].










 


[image: alt]





A corpus-based approach to Information Extraction 

Statistical Sense Disambiguation with Relatively Small Corpora using. Dictionary Definitions. Proceedings of the 33rd Annual Meeting of the ACL. MUC-5 (1993) ...










 


[image: alt]





Development of a substructuring approach to 

Development of a substructuring approach to model the vibroacoustic behavior of submerged stiffened cylindrical shells coupled to non-axisymmetric internal ...










 


[image: alt]





A Constraint-Based Approach to Constructing 

to who actually won the election. .... adjacent regions also exert area forces upon shared vertices, resulting in a tug of war, with the .... Cellular Automata Machine.










 


[image: alt]





A conventional approach to nighttime visibility in 

Keywords: target visibility, headlight, fog. 1 Introduction. This paper presents a conventional approach for assessing highway visibility at night in foggy weather, ...










 














×
Report a multimodal approach to initialisation for top





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



