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A Model-Theoretic Framework for Grammaticality Judgements Denys Duchier, Jean-Philippe Prost, and Thi-Bich-Hanh Dao LIFO, Universit´e d’Orl´eans



Abstract. Although the observation of grammaticality judgements is well acknowledged, their formal representation faces problems of different kinds: linguistic, psycholinguistic, logical, computational. In this paper we focus on addressing some of the logical and computational aspects, relegating the linguistic and psycholinguistic ones in the parameter space. We introduce a model-theoretic interpretation of Property Grammars, which lets us formulate numerical accounts of grammaticality judgements. Such a representation allows for both clear-cut binary judgements, and graded judgements. We discriminate between problems of Intersective Gradience (i.e., concerned with choosing the syntactic category of a model among a set of candidates) and problems of Subsective Gradience (i.e., concerned with estimating the degree of grammatical acceptability of a model). Intersective Gradience is addressed as an optimisation problem, while Subsective Gradience is addressed as an approximation problem.
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Introduction



Model-Theoretic Syntax (MTS) fundamentally differs from proof-theoretic syntax (or Generative-Enumerative Syntax—GES—as coined by Pullum and Scholz [1]) in the way of representing language: while GES focuses on describing a procedure to generate by enumeration the set of all the legal strings in the language, MTS abstracts away from any specific procedure and focuses on describing individual syntactic properties of language. While the syntactic representation of a string is, in GES, the mere trace of the generative procedure, in MTS it is a model for the grammar, with no information as to how such a model might be obtained. The requirement to be a model for the grammar is to satisfy the set of all unordered grammatical constraints. When compared with GES, the consequences in terms of coverage of linguistic phenomena is significant. Pullum and Scholz have shown that a number of phenomena, which are not accounted for by GES, are well covered in MTS frameworks. Most noticeably, quasi-expressions1 and graded grammatical1



The term quasi-expression was coined by Pullum and Scholz [1] in order to refer to those utterances of a natural language, which are not completely well-formed, yet show some form of syntactic structure and properties. In contrast, expressions refer to well-formed utterances, that is, utterances which strictly meet all the grammatical requirements. We adopt here the same terminology; we will use utterance to refer to either an expression or a quasi-expression.



ity judgements are only covered by MTS. Yet there exists no logical formulation for such graded grammaticality judgements, although they are made theoretically possible by MTS. This paper proposes such a formulation, based on the model of gradience implemented by Prost [2]. Our contribution is 3-fold: first and foremost, we offer precise model-theoretic semantics for property grammars; we then extend it to permit loose models for deviant utterances; and finally we use this formal apparatus to devise scoring functions that can be tuned to agree well with natural comparative judgements of grammaticality. While Prost [2] proposed a framework for gradience and a parsing algorithm for possibly deviant utterances, his formalization was not entirely satisfactory; among other things, his models were not trees, but technical devices suggested by his algorithmic approach to parsing. Our proposal takes a rather different angle; our models are trees of syntactic categories; our formalization is fully worked out and was designed for easy conversion to constraint programming. The notions of gradience that underly our approach are described in section 2; property grammars are introduced in section 3; their strong semantics are developed in section 4; their loose semantics in section 5; section 6 presents the postulates that inform our modelization of acceptability judgements, and section 7 provides its quantitative formalization.
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Gradience



Aarts [3] proposes to discriminate the problems concerned with gradience in two different families: those concerned with Intersective Gradience (IG), and those concerned with Subsective Gradience (SG). In reference to Set Theory, IG refers to the problem of choosing which category an item belongs to among a set of candidates, while SG refers to the problem of estimating to what extent an item is prototypical within the category it belongs to. Applied here, we regard the choice of a model for an utterance (i.e. expression or quasi-expression) as a problem of IG, while the estimation of a degree of grammatical acceptability for a model is regarded as a problem of SG. For example, Fig 1 illustrates a case of IG with a set of possible parses for a quasi-expression. In that case the preferred model is the first one. The main reason is that, unlike the other ones, it is rooted with the category S. Fig 2 illustrates different sentences ordered by decreasing grammatical acceptability. Each given judgement corresponds to a (human) estimate of how acceptable it is compared with the reference expression 1. Fig 3 gives models for quasi-expressions 2 (QE2) and 5 (QE5) from Fig.2. We observe that the model for QE2 is rooted by S, while the one for QE5 is rooted by Star (wildcard category). QE5, unlike QE2, is essentially and crucially missing a VP. QE5 is also unexpectedly terminated with a P. QE2, on the other hand, is only missing a determiner for introducing rapport, since it is a requirement in French for a noun to be introduced by a determiner. For all these reasons, the model for QE5 is judged more ungrammatical than the one for QE2.
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Fig. 1. Intersective Gradience: possible models for the French quasi-expression Marie a emprunt´e un tr`es long chemin pour



1. Les employ´es ont rendu un rapport tr`es complet ` a leur employeur [100%] The employees have sent a report very complete to their employer 2. Les employ´es ont rendu rapport tr`es complet a ` leur employeur [92.5%] The employees have sent report very complete to their employer 3. Les employ´es ont rendu un rapport tr`es complet ` a [67.5%] The employees have sent a report very complete to 4. Les employ´es un rapport tr`es complet a ` leur employeur [32.5%] The employees a report very complete to their employer 5. Les employ´es un rapport tr`es complet a ` [5%] The employees a report very complete to their employer



Fig. 2. Sentences of decreasing acceptability
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Fig. 3. Models for the quasi-expressions 2. and 5. from Fig.2



We will come back shortly to the precise meaning of model. For the moment, let us just say that a model is a syntactic representation of an utterance. Intuitively, the syntactic representation of an expression can easily be grasped, but it is more problematic in case of a quasi-expression. What we propose in that case, is to approximate models, then to choose the optimal one(s). The numeric criterion to be optimised may take different forms ; we decide to maximise the proportion of grammatical constraints satisfied by the model. Once the problem of IG is solved, we can then make a grammaticality judgement on that model and estimate a degree of acceptability for it. We propose that that estimate be based on different psycholinguistic hypotheses regarding factors of influence in a grammaticality judgement. We propose a formulation for each of them, and for combining them into a single score for the model.
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Property Grammars



The framework for gradience which we propose is formulated in terms of Property Grammars [4]. Property Grammars are appealing for modeling deviant utterances because they break down the notion of grammaticality into many small constraints (properties) which may be independently violated. Property Grammars are perhaps best understood as the transposition of phrase structure grammars from the GES perspective into the MTS perspective. Let’s consider a phrase structure grammar expressed as a collection of rules. For our purpose, we assume that there is exactly one rule per non-terminal, and that rule bodies may be disjunctive to allow alternate realizations of the same nonterminal. In the GES perspective, such a grammar is interpreted as a generator of strings. It is important to recognize that the same grammar can be interpreted in the MTS perspective: its models are all the syntax trees whose roots are labeled with the axiom category and such that every rule is satisfied at every node. For example, we say that the rule NP → D N is satisfied at a node if either the node is not labeled with NP, or it has exactly two children, the first one labeled with D and the second one labeled with N.



In this manner, rules have become constraints and a phrase structure grammar can be given model-theoretical semantics by interpretation over syntax tree structures. However these constraints remain very coarse-grained: for example, the rule NP → D N simultaneously stipulates that for a NP, there must be (1) a D child and (2) only one, (3) a N child and (4) only one, (5) nothing else and (6) that the D child must precede the N child. Property grammars explode rules into such finer-grained constraints called properties. They have the form A : ψ meaning in an A, the constraint ψ applies to its children (its constituents). The usual types of properties are: obligation uniqueness linearity requirement exclusion constituency



A : 4B A : B! A:B≺C A:B⇒C A : B 6⇔ C A : S?



at least one B child at most one B child a B child precedes a C child if there is a B child, then also a C child B and C children are mutually exclusive the category of any child must be one in S



For the rule NP → D N studied above, stipulation (1) would be expressed by a property of obligation NP : 4D, similarly stipulation (3) by NP : 4N, stipulation (2) by a property of uniqueness NP : D!, similarly stipulation (4) by NP : N!, stipulation (5) by a property of constituency NP : {D, N}?, and stipulation (6) by a property of linearity NP : D ≺ N. In other publications, property grammars are usually displayed as a collection of boxes of properties. For example, Table 1 contains the property grammar for French that is used in [2]. The present article deviates from the usual presentation in four ways. First, in the interest of brevity, we do not account for features though this would pose no formal problems. Consequently, second: we omit the dependency property. Third, we make the constituency property explicit. Fourth, our notation is different: the S box is transcribed as the following set of property literals: S : 4VP, S : NP!, S : VP!, and S : NP ≺ VP.
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Strong semantics



Property grammars. Let L be a finite set of labels representing syntactic categories. We write PL for the set of all possible property literals over L formed ∀c0 , c1 , c2 ∈ L in any of the following 6 ways: c0 : c1 ≺ c2 ,



c0 : 4c1 ,



c0 : c1 !,



c0 : c1 ⇒ c2 ,



c0 : c1 6⇔ c2 ,



c0 : s1 ?



Let S be a set of elements called words. A lexicon is a subset of L × S.2 A property grammar G is a pair (PG , LG ) where PG is a set of properties (a subset of PL ) and LG is a lexicon. 2



We restricted ourselves to the simplest definition sufficient for this presentation.



S (Utterance) obligation : 4VP uniqueness : NP! : VP! linearity : NP ≺ VP dependency : NP ; VP



AP (Adjective Phrase) obligation : 4(A ∨ V[past part] ) uniqueness : A! : V[past part] ! : Adv! linearity : A ≺ PP : Adv ≺ A exclusion : A 6⇔ V[past part]



NP (Noun Phrase) obligation : 4(N ∨ Pro) uniqueness : D! : N! : PP! : Pro! linearity : D ≺ N : D ≺ Pro : D ≺ AP : N ≺ PP requirement : N ⇒ D : AP ⇒ N exclusion : N»6⇔ Pro – » gend gend 1 ;D dependency : N num 2 num



1 2



–



PP (Propositional Phrase) obligation : 4P uniqueness : P! : NP! linearity : P ≺ NP : P ≺ VP requirement : P ⇒ NP dependency : P ; NP



VP (Verb Phrase) obligation : 4V uniqueness : V[main past part] ! : NP! : PP! linearity : V ≺ NP : V ≺ Adv : V ≺ PP requirement : V[past part] ⇒ V[aux] exclusion : Pro[acc] 6⇔ NP : Pro[dat] 6⇔ Pro[acc]2 3 type pers » – pers 1 6case nom7 dependency : V ; Pro4pers 1 5 num 2 num 2



Table 1. Example property grammar for French



Class of models. The strong semantics of property grammars are given by interpretation over the class of syntax tree structures defined below. We write N0 for N \ {0}. A tree domain D is a finite subset of N∗0 which is closed for prefixes and for left-siblings; in other words it satisfies: ∀π, π 0 ∈ N∗0 ∀π ∈ N∗0 , ∀i, j ∈ N0



ππ 0 ∈ D ⇒ π ∈ D i < j ∧ πj ∈ D ⇒ πi ∈ D



A syntax tree τ = (Dτ , Lτ , Rτ ) consists of a tree domain Dτ , a labeling function Lτ : Dτ → L assigning a category to each node, and a function Rτ : Dτ → S ∗ assigning to each node its surface realization. For convenience, we define the arity function Aτ : Dτ → N as follows, ∀π ∈ Dτ : Aτ (π) = max {0} ∪ {i ∈ N0 | πi ∈ Dτ } Instances. A property grammar G stipulates a set of properties. For example the property c0 : c1 ≺ c2 is intended to mean that, for a non-leaf node of category c0 , and any two daughters of this node labeled respectively with categories c1 and c2 , then the one labeled with c1 must precede the one labeled with c2 . Clearly, for each node of category c0 , this property must be checked for every pair of daughters of said node. Thus, we arrive at the notion of instances of a property. An instance of a property is a pair of a property and a tuple of nodes (paths) to which it is applied. We define the property instances of a grammar G on a



syntax tree τ as follows: Iτ [[G]] = ∪{Iτ [[p]] | ∀p ∈ PG } Iτ [[c0 : c1 ≺ c2 ]] = {(c0 : c1 ≺ c2 )@hπ, πi, πji | ∀π, πi, πj ∈ Dτ , i 6= j} Iτ [[c0 : 4c1 ]] = {(c0 : 4c1 )@hπi | ∀π ∈ Dτ } Iτ [[c0 : c1 !]] = {(c0 : c1 !)@hπ, πi, πji | ∀π, πi, πj ∈ Dτ , i 6= j} Iτ [[c0 : c1 ⇒ s2 ]] = {(c0 : c1 ⇒ s2 )@hπ, πi, πji | ∀π, πi, πj ∈ Dτ , i 6= j} Iτ [[c0 : c1 6⇔ c2 ]] = {(c0 : c1 6⇔ c2 )@hπ, πi, πji | ∀π, πi, πj ∈ Dτ , i 6= j} Iτ [[c0 : s1 ?]] = {(c0 : s1 ?)@hπ, πii | ∀π, πi ∈ Dτ }



Pertinence. Since we created instances of all properties in PG for all nodes in τ , we must distinguish properties which are truly pertinent at a node from those which are not. For this purpose, we define the predicate Pτ over instances as follows: Pτ ((c0 : c1 ≺ c2 )@hπ, πi, πji)



≡



Lτ (π) = c0 ∧ Lτ (πi) = c1 ∧ Lτ (πj) = c2



Pτ ((c0 : 4c1 )@hπi)



≡



Lτ (π) = c0



Pτ ((c0 : c1 !)@hπ, πi, πji)



≡



Lτ (π) = c0 ∧ Lτ (πi) = c1 ∧ Lτ (πj) = c1



Pτ ((c0 : c1 ⇒ s2 )@hπ, πi, πji)



≡



Lτ (π) = c0 ∧ Lτ (πi) = c1



Pτ ((c0 : c1 6⇔ c2 )@hπ, πi, πji)



≡



Lτ (π) = c0 ∧ (Lτ (πi) = c1 ∨ Lτ (πj) = c2 )



Pτ ((c0 : s1 ?)@hπ, πii)



≡



Lτ (π) = c0



Satisfaction. When an instance is pertinent, it should also (preferably) be satisfied. For this purpose, we define the predicate Sτ over instances as follows: Sτ ((c0 : c1 ≺ c2 )@hπ, πi, πji)



≡
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