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A MEAN FIELD APPROXIMATION APPROACH TO BLIND SOURCE SEPARATION WITH Lp PRIORS Mahieddine M. ICHIR and Ali MOHAMMAD-DJAFARI Laboratoire des Signaux et Syst`emes, CNRS -Sup´elec - UPS Plateau de Moulon, 91192, Gif-sur-Yvette, France email: {ichir,[email protected]}, web: {mahieddine.ichir,djafari}.free.fr ABSTRACT In this paper we address the problem of Bayesian blind source separation with generalized p-Gaussian priors for the sources (also known as L p priors). These kind of priors are useful when modeling sparse sources (spiky signals, wavelet coefficients ...) The corresponding posterior laws are non linear and either maximum a posteriori (MAP) or posterior mean estimates are computationally difficult to obtain especially for values of p approaching unity. In this work, we consider a mean field approximation approach to approximate the joint posterior distribution by a separable distribution on its parameters: unobservable sources, mixing matrix, noise covariance matrix and hyper-parameters (source scale parameters). This approach requires, however, marginalisation of the log-likelihood with respect to these parameters. With appropriate prior assignments, this can be done explicitly for the mixing matrix, the noise covariance matrix and the scale parameters. For the sources, we consider a Kullback distance based approximation in order to obtain estimates of the first two moments of the sources. Simulation results are presented to support the proposed approach. 1. INTRODUCTION Blind source separation (BSS) has emerged as an active area of research and finds application in various fields of engineering. It consists mainly in finding a set of unobservable sources from a set of their linear and instantaneous mixtures, formalized by: xt = Ast + ε t ,



t = 1, . . . , T



(1)



where xt is an m-column vector of the observed data at time t, st is an n-column vector of the unobserved sources at time t, A is the m × n mixing matrix and ε t is the noise vector where it is assumed in the sequel that ε t ∼ N (0, Σε )1 . The Bayesian solution to the BSS problem begins by writing the posterior joint distribution of the unknown parameters: the sources (S = s1:T ), the mixing matrix (A) and the noise inverse covariance matrix (Σε ): p(S, A, Σε |X) ∝ p(X|S, A, Σε ) π(S, A, Σε )



(2)



where p(X|S, A, Σε ) is the likelihood function and π(S, A, Σε ) is the joint prior distribution of the parameters where we consider herein a separable prior on these parameters. An estimate is then defined, generally the maximum a posteriori or the posterior mean. 1 for



convenience, we work with inverse covariance matrices.



In our work, we are concerned with generalized pGaussian (gpG) priors for the sources of the form:



π(si,t ) ∝ exp(−λi |si,t | p ) ,



1≤ p> Im and the sources where initialized by4 S 0 = X. As a measure of performance and comparison, we have considered the performance index[4] given by: 1 PI(B = Aˆ −1 A) = 2
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(24)



As a convergence criteria, one would naturally evaluate the functional given in equation (8) since the objective is to 4 this



is equivalent by initializing the sources by (A0,† A0 )−1 A0,† X
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Figure 3: Evolution of the Performance Index (equation (24)) along the iterations (sub figure: zoom of the evolution of the PI at the last iterations). 5. CONCLUSION c
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Figure 1: scatter plots of: (a). mixture X1 vs. source S1 , (b). X1 vs. S2 , (c). X2 vs. S1 , (d). X2 vs. S2



look for the approximating distribution that maximizes this functional. However its evaluation is not so trivial as it needs explicit expressions of moments with respect to a Wishart prior. So we have choosen, for a stopping criteria, the stationnary points of successive differences of the mixing matrix norm. In figure (2) scatter plots of the estimated sources as function of the original ones are presented (a diagonal line is represented to visually evaluate the performances). Figure (3), represents the evolution of the performance index (PI) of equation (24) through the iterations.



In this paper, we have considered a mean field approximation to blind source separation under a Bayesian framework with L p priors. These kind of priors are suited for modeling sparse signals such as the wavelet coefficients of piecewise regular signals. The mean field approach allowed us to establish a relatively simple but efficient algorithm. A matrix form of the noise covariance prior allowed us to account, in addition, for a spatially correlated Gaussian noise. We have shown, by a simulation example, that this is approach is quite promising. However, we think that some improvement can be made concerning the approximating distribution of the sources since the one presented is based on a unidimensional approximation. Even though the presented approach accounts for observations Gaussian noise (spatially correlated), we think that an additional denoising step should be processed on the estimated sources. REFERENCES [1] J. W. Brewer. Kronecker products and matrix calculus in system theory. IEEE Trans. on Circuits and Systems, 9:772–781, 1978. [2] Jean Franc¸ois Cardoso. Higher-order contrasts for independant component analysis. In Neural Computation, volume 11 of MIT Letters, pages 157–192. 1999. [3] Mahieddine M. Ichir and Ali Mohammad-Djafari. S´eparation de sources mod´elis´ees par des ondelettes. In 19eme Colloque sur le Traitement du Signal et des Images, volume I, pages 185– 188, ENST, Paris, Septembre 2003. GRETSI.
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Figure 2: scatter plots of: (a). estimated source Sˆ1 vs. original source S1 , (b). Sˆ1 vs. S2 , (c). Sˆ2 vs. S1 , (d). Sˆ2 vs. S2
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