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Plan



1. Motivations 2. A new metaheuristic for combinatorial (Intensification Diversification Walk)



3. Parameter tuning



4. Experiments



optimization:



IDWalk
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Context



• Combinatorial optimization problems • Example : MAX-CSP framework: minimization of the number of violated constraints (or weighted sum of violations). • Solving Methods ? Complete methods : Tree search (Branch & Bound) ? Incomplete methods ∗ Local Search : trying to upgrade a current configuration ∗ Population based methods (Genetic algorithms, GWW)
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Local Search



• A local search is defined by : ? A neighborhood ? An algorithm • Example of neighborhood : for MAX-CSP ? changing the value of any variable ? changing the value of a variable participating to a conflict A problem with a minimization criterion and a neighborhood define the search landscape with its local minima.
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Finding a global minimum



• Main difficulty for local search : escaping local minima, while exploring promising areas in the search space. • Tradeoff : ? intensification for rapidly reaching good solutions, ? diversification for not staying stuck in a given area. • Two algorithmic solutions : ? Hill-climbing and restarting : for example GSAT ? Metaheuristics : when and how accept a deteriorating move ?
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Motivations for a new heuristic



• Study the main phase of local search : examination of candidates-neighbors for next move: candidate list strategy (CLS). • Define a simple metaheuristic a few parameters easy to tune • Validate this metaheuristic on a set of diverse combinatorial problems
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IDWalk (Intensification Diversification Walk)



• New metaheuristic : walk with intensification et diversification • Extension of candidate list strategy Aspiration Plus [Glover, Laguna 1997] with a diversification device (SpareNeighbor), to escape local minima. • IDWalk parameters: ? S: number of moves in a walk (local search) ? MaxNeighbors: maximum number of examined candidates for performing a move. ? SpareNeighbor: a way for escaping local minima when no candidate has been accepted
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IDWalk: description



• IDWalk performs S moves and returns the best configuration found during the walk. • For selecting a move IDWalk examines at most MaxNeigbors candidate neighbors. ? Intensification : The neighborhood is explored (at most MaxNeighbors candidates) until a a better or equal cost configuration is found. ? Diversification : When no candidate has been accepted, one of the MaxNeighbors examined candidates is returned. SpareNeighbor indicates how many bad neighbors are reviewed to select the less worsening move among them .
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Parameter significance MaxNeighbors and SpareNeighbor • MaxNeighbors gives the intensification effort of IDWalk, et indicates when diversify. 1. Only a portion of the neighborhood is explored. 2. MaxNeighbors has to be sufficiently large for exploring aggressively promising areas (intensification). 3. Maxneighbors has to be sufficiently small for making the search escaping local minima (diversification). • SpareNeighbor indicates how much deteriorate the evaluation when escaping the current neighborhood. Two main variants ? IDW(any) : SpareNeighbor = 1 : the first examined neighbor is chosen (probably strong deterioration) ? IDW(best)SpareNeighbor = MaxNeighbors : the best (less bad) among explored neighbor (probably weak deterioration)
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IDWalk: algorithm algorithm IDWalk (S: number of moves, MaxNeighbors: number of neighbors, SpareNeighbor : diversification) Starting configuration x BestConfiguration ← x for i from 1 to S do Candidate ← 1 ; RejectedCandidates ← ∅ ; Accepted? ← false for (Candidate ≤ MaxNeighbors) and (not Accepted?) do x0 ← Chose (Neighborhood(x), any) if cost(x0 ) ≤ cost(x) then Accepted? ← true else RejectedCandidates ← RejectedCandidates ∪ {x0 } end Candidate ← Candidate +1 end. if Accepted? then x ← x0 else x ← Select (RejectedCandidates, SpareNeighbor) end if cost(x) < cost(BestConfiguration) then BestConfiguration ← x end. return BestConfiguration end.
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IDWalk : parameter tuning and run • Automatic parameter tuning 1. S ← S0 (length S of the walk is initialized) 2. Until a maximum time is reached (a) Tune MaxNeighbors and SpareNeighbor by running IDWalk on R reduced walks (walklength S/K). (Ni, Si) best parameter values (b) Run IDWalk(S, Ni, Si). (c) S ← F × S ? One parameter tuning : S0 = 1000000 , K= 50 , R= 10, F =4 ? Two parameters tuning : S0 = 1000000 , K= 50 , R= 25 (5*5), F =4 • Tuning tool also used for local search algorithms with 1 parameter (Simulated annealing, Metropolis) or 2 parameters (tabu search). • Future works : dynamic or adaptive tuning
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Experiments



• Pentium IV 935 MHz, Linux OS, INCOP C++ library • Comparison of IDWalk with simple versions of common metaheuristics : ? Simulated Annealing - SA(S, Ti) - : linear temperature decrease from Ti to 0 ? Metropolis (S, T ): constant temperature ? Tabu Search - TS (S, L, Max) - : ∗ tabu list of constant length L ∗ Aspiration criterion, ∗ MaxNeighbors examined neighbors, the best non tabu is chosen • Experiments on 35 instances (21 instances with 1 or 2 neighborhoods) in 5 categories: frequency assignment, graph coloring, random CSPs, spatially balanced latin square, car sequencing
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INCOP library



• C++ library for solving combinatorial optimization problems with local search methods • Research library main aim : compare as fairly as possible local search metaheuristics for solving a combinatorial problem • Object oriented programming ? Diverse problems : random CSPs, graph coloring, CELAR frequency assignment, car sequencing ... with evaluation functions and neighborhoods ? Diverse methods : simulated annealing, tabu search, IDW ... ? Easy to extend • A version is avalaiable and can be downloaded http://www-sop.inria.fr/coprin/neveu/incop/incoppresentation.html
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Frequency Assignments (results)



• CELAR benchmarks ? ? ? ? ?



Variables : frequency to assign Domains : discrete values (domain size 6 to 44) Distance Constraints : |fi − fj | > d Criterion : weighted sum of constraint violations Neighborhood : variables in conflict, any value



Pb



Bor. inf



T



06 07 08 09 10



3389 343592 262 15571 31516



14 6 50 3 1



IDW(any) 58 29742 29 0 0



0 406 5 0 0



IDW(best) 470 8.6 105 131 801 323



304 487406 73 671 0



Metropolis 1659 5.6 106 108 2188 59



517 2.5 106 38 416 0



SA



TS



778 150 9 105 113301 19 2 69 0 0 0



389 227 9 105 376787 84 38 644 249 0 0



T : time per try (minutes) Average and best value on 10 trues (difference with lower bound)
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Car Sequencing (results) • Car sequencing benchmark of CSPLIB ? car classes with predefined options ? car demand per class ? capacity constraint for each option (at most k cars with an option in a sequence of r cars). ? configuration : sequence of car classes ? minimize the sum of number of subsequences in conflict for an option ? 2 neighborhoods ∗ swap of 2 classes in the sequence(NoConflict) ∗ swap of 2 classes in the sequence, one participating to a conflict (VarConflict) . Neighborhood



IDW(any)



IDW(best)



Metrop.



SA



TS



pb10-93 pb10-93



NoConflict VarConflict



759 (0) 1330 (1)



1842 (6) 442 (10)



737 (6) 509 (7)



697 (0) 709 (4)



5902 (4) 1400 (9)



pb16-81 pb16-81



NoConflict VarConflict



2450 (8) 603 (2)



499 (10) 188 (10)



945 (10) 677 (10)



592 (9) 1039 (9)



580 (9) 99 (10)



Average time per try (seconds) and number of success among 10 tries
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Graph Coloring (results)



• coded as Max-CSPs with a fixed number of colors, • minimization of the number of conflicts (2 linked nodes with the same color) • 2 neighborhoods : ? variable in conflict, any value ? variable in conflict, value minimizing the conflicts ( Min-conflicts heuristics by Minton)



le450 15c le450 15c



Neighborhood



#col



IDW(any)



IDW(best)



Metrop.



SA



TS



VarConflict Minton



15 15



99 (10) 27 (10)



151(8) 8 (10)



220 (0) 108 (10)



82 (3) 74 (6)



112 (10) 3 (10)



le450 25c VarConflict 25 3.3 2 3.6 2 4.1 3 5.9 2 le450 25c Minton 25 3.2 3 3.5 2 3.2 2 3.8 2 le450 15c : Average time per try (seconds) and number of success in 10 tries le450 25c : Average value and best value obtained in 10 tries



2.3 2.6



0 1
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Spatially Balanced Latin Square (results)



Latin square problem with additional balance constraints for each value pair : the average distance between these values in a line must be (r + 1)/3 (Gomes et al CPAIOR 2004) • Coding : line : sequence of n distinct values • Constraints : alldiff constraints on the columns + balance constraints • Neighborhood : swap of two values on a line (the first value with a column conflict)



size 8 size 9



IDW(any) 23 (10) 998 (6)



IDW(best) 1.5 (10) 5 (10)



Metrop. 10(10) 26 (10)



SA 15 (10) 46 (10)



TS 2.8 (10) 9 (10)



Average time (seconds) and success rate (on 10 tries)
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2 Parameters Algorithm : MaxNeighbors and SpareNeighbor



• When no neighbor among MaxNeighbors visited neighbor is accepted SpareNeighbor parameter indicates : ? SN : number of neighbors, among Maxneighors explored neighbors, in which the less deteriorating is chosen. ? SpareNeighbor (SN) can vary from SN=1 (IDW(any) to SN=MaxNeighbors (IDW (best))) • 2 parameters Algorithm : longer but more robust tuning than an a priori choice IDW(any) or IDW(best)
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2 parameters Algorithm : MaxNeighbors and SpareNeighbor Results



Problem MN CG: le450 15c CG: le450 25c AF: CELAR06 AF: CELAR07 OV: pb10-93 OV: pb16-81



46 151 100 93 1234 729



IDW(any) val. 0 2.3 3473 369836 4 0



time



MN



1 (59) 11 (230) 17 (282) 21 (302) 17(283) 7 (126)



17 70 15 7 375 168



IDW(best) val. time 0 2 3859 1050000 3 0



2 (128) 11 (194) 26 (414) 27 (415) 1 (28) 1 (32)



MN



SN



IDW val.



28 75 75 93 450 200



3 27 2 1 252 37



0 2 3544 369836 3 0



Table 1: For each algorithm, tuned parameters (MN) ou (MN,SN) and results : val. average of evaluation function on 10 tries ; average time of one try (total time 10 tries with tuning), in minutes.



time 0.1(78) 10(247) 16(302) 21(393) 2 (121) 1 (19)
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Results Analysis : IDWalk with 2 parameters



• longer Automatic tuning (5*5 tries instead of 10 tries) • total time IDW < total time IDW(any) + total time IDW (best) • More robust Algorithm • One retrieves SpareNeighbor : ? large for car sequencing problems (flats landscapes), ? small for CELAR frequency assignment problems (rough landscapes) ? intermediate value for graph coloring
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Conclusion



• IDWalk favorably compares with common metaheuristics. • SpareNeighbor Diversification mechanism is crucial. • 2 parameters IDW algorithm easy to automatically and robustly tune. • Memory mechanism : an hybridization with a tabu list mechanism is possible if necessary. • For a combinatorial problem User effort can be concentrated on modeling and on the neighborhood, the algorithmic part is automatic.
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