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Abstract We present and test an Adaptive Mesh Refinement scheme directed to high-dimensional kinetic systems. It relies on an automatic dyadic adaptive meshing, high-order finite differences and interpolets. Adaptivity provides both data compression and computational efficiency. The numerical scheme does not need time-splitting and is stable under a weaker CFL condition1 than the uniform grid Eulerian methods.
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Introduction



For a decade major research efforts have intended to simulate the collisionless fluid equations –like Boltzmann equation– with all its complexity. These typically unfold in the six-dimensional phase space: three dimensions for the space and three dimensions for the velocity. Multiple applications can be found in domains such as plasma physics and astrophysics. The main promises originate from the exponential increase of the computer power and the high performance computing technics [18]. For convection problems in two or three dimensions, some authors already explored adaptive technics [17, 14, 13, 4, 5]. In particular the Adaptive Mesh Refinement (AMR) allows a substantial gain in terms of memory and computational time. This manuscript presents specific mesh refinement technics suitable for six-dimensional simulations. Running simulations in six dimensions places heavy constraints on the choices of the numerical methods: all the operations must have a complexity ∗



Institut Jean Lamour, CNRS – Universit´e de Lorraine, [email protected] The name CFL comes from R. Courant, K. Friedrichs, and H. Lewy who noticed and explained a stability condition linking the time step to the space step. 1
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independent of the number of dimensions. Numerically, the use of Adaptive Mesh Refinement is compulsory to capture the small scales. Also, in order not to dissipate the solution (necessary with such a sparse discretization: √ 6 N ≈ 20 for N = 108 points) we use a high-order scheme (third-order as advised in [3]). And we avoid spurious oscillations thanks to upwind schemes. Hence we propose to apply a straightforward recipe with the simplest numerical tools: Eulerian discretization, polynomial interpolation and finite differences for hyperbolic partial differential equation. The main achievement is the self-adapting grid which permits to refine the solution: with 500 million points we reach a local precision of 2566 in phase space, corresponding to a compression rate of 1.8E − 6. The author do not know of previous works operating an Adaptive Mesh Refinement in six dimensions. The present scheme is conceived and designed in six dimensions, but the illustrations of the manuscript restrict to two dimensions. Although this presentation obliterates some of the issues at stake, it allows to perceive most of them. We apply this AMR method to gravitational systems in astrophysics. This corresponds to the reverse time Vlasov-Poisson equations for collisionless plasma.
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Dyadic grid



The most popular refinement technics rely on embedded dyadic grids associated to finite volume schemes as presented in [17, 14, 5]. But –here begins the specificity of our scheme– we propose a point-centered refinement (see Fig. 1) as in collocation methods [13]: instead of a cell-centered one. New points are located at the same and middle positions, the point density is multiplied by 2d at each refinement. This leads to a first difficulty since the new middle point have to be located at the right or at the left of the old one. And this breaks the symmetry of the grid. In [6], the author avoids this problem using a triadic refinement: in one dimension, each point of the coarser level is refined into three points at the finer level. So we consider a regular grid on the domain [0, 1]d with periodic boundary conditions. This domain is also noted Td in the following. At level j, the points are located at 2−j k with k = (k` ) ∈ Nd and k` ∈ [0, 2j − 1] for 0 ≤ ` ≤ d − 1. Hence, at level j + 1 all the points with even positions k, i.e. with k` divisible by 2 for all `, are at the same place as a point of level j. We require that all the points at level j + 1 be located in the convex envelop formed by the points which both remain to levels j and j + 1 in order to ease the interpolation step. The tensorial interpolation makes the complexity of the algorithm inde-
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level j



level j+1



level j+2



Figure 1: Refinement of a two dimensional grid: on the left the refinement process, on the right the resulting adaptive grid. pendent of the dimensionality (see Fig. 2). In one dimension, one can form



1 1 1 1 2 2 2



Figure 2: Interpolation of the finer-level green points by the coarser-level black points with direction by direction operations: we first interpolate horizontally and then vertically. an N th-order interpolation from N aligned and distinct points. In multidimension we interpolate direction by direction a growing number of points with a high-order polynomial approximation. For instance Fig. 2 represents a centered fourth-order interpolation I4 which satisfies, for a function f sufficiently regular and a step h: −f (−2 h) + 9 f (0) + 9 f (2 h) − f (4 h) 3 = f (h)+ h4 f (4) (h)+O(h6 ). 16 8 (1) Each point of the finer grid calls one interpolation involving four points. These latest can be points of the coarser level, points of the finer level or intermediate points that do not remain to the computational grid. These ‘special’ points are colored in red in Fig. 2. If we do not need the fourth-order precision, we avoid these intermediate



I4 f (h) =



3



points: it simplifies the implementation and already provides some results as shown in the numerical tests Sec. 6. On the other hand we make sure that there are always at least three aligned points from the coarser level. Then we apply a third-order interpolation I3,r : I3,r f (h) =



3 f (0) + 6 f (2 h) − f (4 h) h3 = f (h) − f (3) (h) + O(h4 ), 8 2



(2)



or its symmetric form, the letters r and l in I3,r and I3,l standing for right and left: −f (−2 h) + 6 f (0) + 3 f (2 h) I3,l f (h) = . (3) 8 In some cases –for projection (see Sec. 5), we just use second-order interpolation I2 : f (0) + f (2 h) I2 f (h) = . (4) 2 The interpolation step is applied in three occasions: when we have to interpolate the new points appearing in the grid, when we lack neighboring points during the computation of a differentiation or when we project the solution on a hierarchical basis (see Sec. 5).
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Adaptive mesh



For each point at level j we compute the difference between the point value and its interpolate by level j − 1. Then we sum up the squares of these values inside cube-wise areas delimited by points from the level j − 1, hence d each area yields a refinement weight Pregroups 3 points (see Fig. 3). This 2 associated to the point of 2 |f − (I f ) | wj,k = 6 j−1→j j,k+ j,k+ ∈{−1,0,+1} level j located at 2−j k with k` odd for all ` and figured by a red circle in Fig. 3.



wjk



Figure 3: Area of influence for the refinement. We fix a real α ∈ R, and a threshold ε > 0. And we apply the following refinement rules in this order: 4



• if wj,k > 2αj ε, the points inside the area are refined (if it is not the case already); instead of 3d points the refinement area contains 5d points now, • if wj,k > 2αj 2ε , then the points inside the area are preserved; we also activate (create or preserve) the neighbors located under the wind, • if a point 2−j k is neither active at at level j nor at finer levels then it is removed from the level j, Sometimes, we also impose a refinement level limit: j ≤Maxj. The larger α, the closer the grid will be to a uniform grid. Varying ε allows to increase or decrease the number of points in the grid in order to cope with the memory storage limit of the computer (see the numerical experiments in Sec. 6).
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Numerical scheme for the convection



Let us consider the following equation for the convection of a distribution function f by a velocity function v : Td 7→ Rd : ∂t f (t, x) + v(x) · ∇f (t, x) = 0 (5) P where ∇f = (∂0 f, ∂1 f, . . . , ∂d−1 f ) and v · ∇f = i vi ∂i f . We want to use the adaptive grid described in Sec. 2 for. We recursively compute the differentiation ∂i f from the coarsest level to the finest level. At each level we first interpolate the differentiation obtained at the coarser level. Then we apply an upwind finite difference scheme modified at the boundaries of the current level of refinement (see Fig. 4). With a negative velocity, it is written: • when all the necessary points are present we apply the fifth-order upwind formula: 2 f (3 h) − 15 f (2 h) + 60 f (h) − 20 f (0) − 30 f (−h) + 3 f (−2 h) 60 h (6) 5 h = f 0 (0) + f (6) (0) + O(h6 ), 60



Df (0) =



• when one of the extremities is missing, we use the third-order upwind formula: Df (0) =



−f (2 h) + 6 f (h) − 3 f (0) − 2 f (−h) 6h



= f 0 (0) −



h3 (4) f (0) + O(h4 ), 12 5



(7)



• when the point 2h does not remain to the current computational level j, then we use the following third-order differentiation: Df (0) =



5 f (h) − 4 f (0) − f (−h) 1 − D2h f (h) 4h 2



(8)



h3 (4) f (0) + O(h4 ), with (6) 24 7 = f 0 (0) + h3 f (4) (0) + O(h4 ), with (7) 24 where D2h = Ij−1→j Df denotes the differentiation computed with (6) or (7) at level j − 1 and interpolated at level j, = f 0 (0) −



• when the point is located at one end of the domain (i.e. h or −h do not remain to level j) then Df (0) = D2h f (0).



(9)



As a result the only points directly computed by interpolation are located on hyperplans orthogonal to the direction i. Then interpolation does not interfere with the upwind property of the differentiations. If the velocity is exactly zero (it can happen in phase-space simulations), we apply a fourth-order centered finite difference, so we do not break the symmetry of the data.



wind



Interpolation (9) (7) (6) (6) (6) (6) (7) (8) (8)



(7) stencils



(7) (6)



Figure 4: Overview of the different cases for the differentiation. The numbers refer to the formulas of the text. The transport gradient is computed by adding successively the six funcP tions vi ∂i f : v(x) · ∇f (t, x) = 5i=0 vi ∂i f . For the time increment, we apply a fourth-order Runge-Kutta scheme
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[12] to the equation (5):  k0 = −v(x) · ∇fn ,       k = −v(x) · ∇fn(1) ,   1 k2 = −v(x) · ∇fn(2) ,     k3 = −v(x) · ∇fn(3) ,     k = k60 + k31 + k32 + k63 ,



fn(1) = fn + fn(2) = fn +



δt 2 k0 δt 2 k1



fn(3) = fn + δt k2 .



(10)



fn+1 = fn + δt k



For a fourth-order Runge-Kutta scheme associated with an upwind differentiation and a space step h, the CFL condition on the time step δt is given by: h δt ≤ C (11) maxx∈Ω kv(x)k`1 with the constant C approximately P equal to 1.73 (from [7] and experiments by the author) and kv(x)k`1 = 5i=0 |vi |. In our case, the space step h of the grid depends on the position x in the computational domain Ω. So in the adaptive mesh, the CFL condition becomes: δt ≤ C min x∈Ω



h(x) , kv(x)k`1



(12)



In phase-space coordinates, this condition on the time stepping is particularly advantageous since the high velocity parts of the grid generally present a low refinement: usually h(x) >> h(0) for x such that kv(x)k >> kv(0)k, so the time step δt remains large independently of maxx∈Ω kv(x)k`1 . Applying this process iteratively, the whole algorithm unfolds as follows: 1. we compute the time step δt using (12), 2. we compute k sequentially adding the contributions from k` for ` ∈ {0, 1, 2, 3}, and fn(`) is regularly updated using (10), 3. we make fn+1 = fn + δt k, 4. we compute the weight of the refinement details: w(fn+1 ), 5. we refine and prune the tree using w(fn+1 ) and the refinement algorithm from Sec. 3, 6. we loop to 1. This algorithm only requires six storing values for each point: • 0 −→ fn , • 1 −→ k and w(fn ), 7



• 2 −→ vi , • 3 −→ vi ∂i f , • 4 −→ k` , • 5 −→ fn(`) . The resulting scheme is third-order in space and fourth-order in time.
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Projection onto a multi-scale basis



The discretization issued from Sec. 2 can be associated with the multiscale structure of the interpolets. Initiated in [8], interpolets are wavelets derived from dyadic interpolation schemes. The corresponding Mulitresolution Analysis with scale function ϕ satisfies: ϕ(k) = δ0 (k) for k ∈ Z. For numerical schemes, this property allows to pass directly from the point values to the scale function coefficients. This simplifies a lot the computations. (1) For the second-order interpolation f ( 21 ) = f (0)+f , the corresponding 2 scale function filter is given by: 1 1 x ϕ2 ( ) = ϕ2 (x + 1) + ϕ2 (x) + ϕ2 (x − 1) 2 2 2



(13)



which is also the linear B-spline function, and for the fourth-order interpolation: 1 −f (−1) + 9 f (0) + 9 f (1) − f (2) f( ) = , (14) 2 16 the scaling function is given by x 1 9 9 1 ϕ4 ( ) = − ϕ4 (x + 3) + ϕ4 (x + 1) + ϕ4 (x) + ϕ4 (x − 1) − ϕ4 (x − 3). 2 16 16 16 16 (15) More generally X x ϕ2n ( ) = c` ϕ2n (x − l), (16) 2 `



with the symmetry c−` = c` ∀`, the condition c2` = 0 for ` ≥ 0 and the other condition    1   1 1 ... 1 c1 2 2 2  1   c3   0  3 . . . (2n − 1)      (17)  ..   ..  =  ..  .. .. ..  .  .   .  . . . c2n−1 0 1 32n−2 . . . (2n − 1)2n−2 the solution to this Vandermonde matrix system of equations is given by: c2`+1 =



1 2



n−1 Y j=0,j6=`



` (2j + 1)2 n n−1 (−1) = C C n+` . (2j + 1)2 − (2` + 1)2 24n−3 2n−1 2` + 1 2n−1
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(18)



Then the wavelet is given by any function ψ such that X x x ψ2n ( ) = ϕ2n (x − 1) + αk ϕ2n ( − k), 2 2



(19)



k



with the reals (αk )k well chosen with respect with the desired properties of the wavelet: symmetry, zero-moments, small compact support. The choice αk = 0 for all k provides a hierarchical basis. In the numerical experiments, we use a second-order hierarchical basis (with the linear B-spline function) when we project the solution to estimate the mass and the L2 -norm. In the Vlasov-Poisson simulations, part 6.2, it allows to integrate the solution along the velocity directions Eq. (26).
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Numerical experiments



6.1



Convection and stretching of a Gaussian



We test the numerical  method 2of  Sec. 4 with the convection of a Gaussian kx−x0 k function f0 (x) = exp − 2σ with x0 = ( 21 , . . . , 12 ) on T6 by the velocity field:   1  cos(2πx0 + 1)      v(x0 , x1 , . . . , x5 ) =  cos(2πx0 + 2)  . (20)   ..   . cos(2πx0 + 5) As X0 (t) = X0 (0) + t for any particle at position X(t) = (Xi (t))0≤i≤5 , and Z



1



Z



1



vi (X(t)) dt = t=0



Z



1



cos(2πX0 (t)+i) dt = t=0



cos(2πt+2πX0 (0)+i) dt = 0, t=0



the Gaussian comes back with its initial shape to its initial position at integer t, so we can compute the error exactly. More generally, the exact solution is given by: f (t, x) = f0 (x0 − t, x1 −



1 (sin(2πx0 + 1) − sin(2π(x0 − t) + 1)) , . . . 2π



1 (sin(2πx0 + 5) − sin(2π(x0 − t) + 5))) (21) 2π We carried this test out thanks to a code written in C and parallelized with Open-MP. This experiment required an average of 4E8 points over 320 time steps. And it took 34 hours on 16 threads. This approximately corresponds to a speed of 65, 000 points time-steps per second per thread. In Fig. 5, we represent a two-dimensional projection onto (x0 , x1 ) of the solution and of the adaptive grid, and a cut in the (x0 , x1 ) plan of the error . . . , x5 −
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t=0



t = 0.2



min



t = 0.7



0



t=1



max



Figure 5: Evolution of the solution (first row), the adaptive grid (second row) and of the error (third row) for the convection of a Gaussian in six dimensions at times t = 0, t = 0.2, t = 0.7 and t = 1. at its extremum. The maximum refinement level (in dark green) corresponds to a 1286 uniform grid. The time step is taken constant and equal to δt =



1 320



slightly larger than C



h 1 ≈ kvk`1 344



with C = 1.73, h = 2−7 and kvk`1 ≈ 4.642. The parameter α for the thresholding is taken equal to 1, the initial value of ε is equal to 0.015 and the standard deviation of the Gaussian σ = 0.1. In Fig. 5, we observe that the refinement of the grid follows the stretched 10



Gaussian. The L∞ error primarily appears at the boundaries between the different levels of refinement ahead of the Gaussian. As expected, the Gaussian comes back to its original position. The scale used in Fig. 5 –with the calibration depending on the maximum– applies to all the other two-dimensional representations. 0.14
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Figure 6: Error analysis. The L∞ -norm of the error remains inferior to 5% as shown in Fig. 6. In this figure, we also represent the L2 -norm of the error, the minimum value of the solution (which shows that the scheme does not conserve the positivity), the threshold ε used to form the adaptive grid as indicated in Sec. 3, the number of points contained in the grid and the corresponding memory needs. The memory needs coincide rather well with the number of active points. In order not to exceed the memory limit and optimize the memory use, we bound the memory needs with a maximum and a minimum. The minimum represents 80% of the maximum. Each time the memory needs exceed this maximum, the threshold ε is increased by 10%, leading to a drop in the number of allocated points and memory needs. This explains the saw-teeth aspect of the curve plotting the number of points, for t ∈ [0, 0.5]. On the contrary if the memory needs are too low, we decrease the threshold by 10%. This is what happens in the second part of the graph, for t ∈ [0.5, 1]. The error increases dramatically when the grid is at its minimum of refinement, with a high threshold ε and a major stretching of the solution, around t = 0.5. In Fig. 7, we plot second-order estimates of the mass, of the L2 -norm
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Figure 7: Conservation analysis. and of the maximum of the solution. They indicate a precision of 1.5%. For a six-dimensional simulation, this is encouraging. The curves represent relative values that equal 1 at time t = 0. The fast oscillations of the maximum correspond to the displacement of the actual maximum of the solution from a point of the mesh to an other one. The third-order convergence of the scheme is verified by comparing two runs: one on a personal computer with 4E7 points, and an other one on a cluster with 4E8 points. For a method of pth-order, and since N ∼ h−6 , the error should satisfy: e = C hp = C (N 1/6 )−p = C



1 N p/6



.



Experimentally, we found p = 3.019 for the L∞ -norm.
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Application in Astrophysics: the merging of two Plummer models



In order to test our numerical scheme, we apply it to a six-dimensional problem in astrophysics: the ‘collision’ of two halos of stars. When separated, these halos form stable systems. Thanks to the present scheme, we are able to simulate their interaction modeled by the gravitational Vlasov-Poisson equations. For a collisionless self-gravitating system such as a halo of stars or dark matter, the distribution function of matter in the phase space (x, v) ∈ R6 , 12



with x = (x, y, z) and v = (u, v, w) f:



R × R3 × R3 → R+ t, x, v 7→ f (t, x, v)



(22)



obeys the Vlasov-Poisson equations: ∂t f + v · ∇x f + E(t, x) · ∇v f = 0



(23)



E(t, x) = −∇x φ(t, x)



(24)



∆x φ(t, x) = 4πGρ(t, x)



(25)



where the density function ρ is given by: Z f (t, x, v) dv ρ(t, x) =



(26)



R3



These equations admit stationary solutions [2]. One of them, the Plummer model, was successfully tested by Takao Fujiwara in [11] using the symmetries of the problem in a two-dimensional plus one invariant simulation. It is given by the following distribution function: 3M f (r, kvk) = 3 3 7π a if



!7/2   r 2 −1/2 2 2 1+ − kvk a



  r 2 −1/2 2 1+ − kvk2 ≥ 0 a



(27)



and f (r, kvk) = 0 everywhere else. We noted r2 = x2 + y 2 + z 2 and kvk2 = u2 + v 2 + w2 . Then the potential function is given by: GM φ(r) = − a



  r 2 −1/2 1+ , a



(28)



and the density function by: 3M ρ(r) = 4πa3



 1+



 r 2 −5/2 a



.



(29)



In these formulas, G denotes the constant of gravity, M the total mass and a a length parameter. In the following simulations, these constants are taken equal to 1. This distribution function Eq. (27) is compactly supported in velocity but not in space, see Fig. 8. In Fig. 9, we represent this stationary solution in an adaptive grid. The maximum level of refinement corresponds to a 2566 uniform grid (in red). 13
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Figure 8: Graphical representation of the Plummer Model distribution function f (cut in one space direction and one velocity direction), the z-direction represents the value of f (x, 0, 0, v, 0, 0).



Figure 9: The Plummer Model: a two-dimensional cut on the left, a projection on the middle and the corresponding adaptive grid in (x, u)-view on the right. We apply our adaptive six-dimensional scheme to the merging of two spherical Plummer models. The convection is solved using the scheme described in Sec. 4, the projection using Sec. 5 at second-order, and the gravitational forces are computed in the three-dimensional Fourier space on a uniform grid of the smallest scale (i.e. with FFT in a 2563 grid). The time step δt is computed at the beginning of each Runge-Kutta cycle by the CFL formula (12) with C = 2. This value exceeds the value for uniform domains and constant velocity C = 1.73 but as the velocity peaks locally it passes with C = 2. At the end of each Runge-Kutta cycle, we let the mesh evolve as described in Sec. 3 with α = 1.7 and ε = 9.383E − 4 at t = 0. We use the residues of the second-order interpolation for the refinement weights. Concerning our experiment, the initial condition is schematized in Fig. 10. In order to visualize the evolution of the numerical solution, we make a cut in the (x, y)-direction at the maximum of the solution (x0 , y0 , z0 , u0 , v0 , w0 ) = 14
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v=(0.3,0,0) x=(−6,0,−2) v=(0,0.3,0) x=(0,−6,2)



Figure 10: Initial conditions for the interaction of two Plummer models. arg max(f ), so we plot f (x0 + x, y0 + y, z0 , u0 , v0 , w0 ) for (x, y) ∈ T2 in Fig. 11, first row. The color scale is the same as in Fig. 5. In Fig. 11, we observe rings of the phase space localized in the physical domain at time t = 33.6. The mesh follows the details of the solution and adapt automatically. In Fig. 12, we see the collision and merging of the two spheres in a three-dimensional (x, y, z) projection. In Fig. 13, we observe that the collision produces a kind of Plummer ellipsoid with twice the maximum density of the original Plummer spheres. Nevertheless it is a complex process where phase mixing plays an important role. In the phase space, Fig. 14, we can observe this phenomenon. Contrarily to the physical space Fig. 12, we see in the first row Fig. 14 (and less in the second row) that the two spheres never totally merge for the time of observation t ∈ [0, 60]. Only when the small scales are under-resolved at time t = 20 does the numerical mixing begin: the entropy increases (Fig. 15) and later the maximum of f also increases. In Fig. 15, we plot • the mass



Z M (t) =



f (x, v, t) dx dv



(30)



x,v



• the L2 -norm Z



2



kf k2 (t) =



1 2



f (x, v, t) dx dv



(31)



x,v



• the entropy Z −f (x, v, t) ln(f (x, v, t)) dx dv



S(t) = x,v



15



(32)



t = 15.0



t = 33.6



t = 49.2



Figure 11: Collision of two Plummer spheres, a cut in the (x, y)-direction (first row), the projection onto (x, y) (second row) and the adaptive grid (third line) at times t = 15.0, t = 33.6 and t = 49.2. which are conserved quantities for the Vlasov-Poisson equations. In Fig. 16 we also plot • the kinetic energy Z Ec (t) = x,v



kvk2 f (x, v, t) dx dv 2
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t = 0.6
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Figure 12: Three dimensional view in physical space of the collision of two Plummer spheres at times t = 0.6, 12.6, 15.6, 19.8, 25.8, 49.2 (this visualization was realized thanks to the IFRIT 3D Data Visualization Open Source software). The mass is not conserved exactly but remains in a ±15% range. The entropy increases reasonably (+25%) and this increase can be explained by the usual numerical averaging of the filamentation [16]. Watching at the theshold evolution Fig. 16, we can distinguish five 17



Figure 13: Final state at time t = 60.0, after the collision of two Plummer models: an ellipsoid in physical space. phases: 1. for t ∈ [0, 12], the two spheres get close, the complexicity stays steady, 2. for t ∈ [12, 15], first collision, the complexity surges and the kinetic energy and the time derivative make a jump, 3. for t ∈ [15, 19], the spheres recede one from the other, the complexity even begins to decrease slightly, 4. for t ∈ [19, 24], the spheres interact anew, creating a complexe situation, 5. for t ∈ [24, 60], damping, the solution decomplexifies, the threshold decreases to retain more and more small scales while these are dissipated by the numerical scheme or discarded by the resolution of the grid. We fix the maximum number of points at 200, 000, 000, and the minimum at 70% of the maximum i.e. 140, 000, 000. Running this experiement took 2, 638 time steps, and 226 hours of computation on 12 threads. This means an average speed of 42, 000 points time-steps per second per thread. This experiment can be compared to the one presented in [18]. In this paper [18], two King spheres interact in a 646 uniform mesh (∼ 6.87E+10 points, i.e. 300 times what we are using) applying a Positive Flux Conservation (PFC) scheme [9] which is a kind of finite volume method, associated to a massive MPI/OpenMP hybrid parallelization on 1024 CPU cores on 64 nodes (i.e. 85 times the ressources we are consumming).



18



t = 15.0



t = 33.6



t = 49.2



Figure 14: View in the phase space of the collision of two Plummer spheres, a cut in the (z, w)-direction (first row), the projection onto (z, w) (second row) and the corresponding adaptive grid (third line) at times t = 15.0, t = 33.6 and t = 49.2.
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Conclusion



In this paper, we demonstrated the feasibility of the simulation of the sixdimensional Vlasov-Poisson equations thanks to an innovative high-order adaptive scheme. It is characterized by a fourth-order in time, third-order in (phase-)space for the convection and second-order in space for the com-
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Figure 15: Conservation analysis. These are second-order estimations of the quantities. 3.0
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Figure 16: Evolution of the threshold ε (normalized scale), the number of points (×1E+8 for the scale), the kinetic energy Ec (normalized scale) and the maximum of the time derivative |∂t f | (normalized scale). putation of the force field. Due to its weaker CFL condition Eq. (12) compared to the Eulerian schemes with uniform grids [18], it becomes competitive with semi-lagrangian 20



schemes [15]. In contrast with the N-body methods which are plagued with few unphysical effects [1], it allows a fine meshing of the velocity and does solve the Vlasov equations in phase space. The scheme presented here requires a strong effort on the implementation side to optimize the consumption of the computer memory and of the computational ressources. Typically we are able to run grids with 500 M points which are automatically and adaptively located. We also reallized an 80% efficient OpenMP parallelisation of this code. The next steps are the implementation of the fourth-order interpolet discretization which shall permit substantial gains regarding the conservations on one hand, and the MPI parallelization of the code on the other hand.
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