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SUMMARY We image the internal density structure of the Pyrenees by inverting gravity data using an a priori density model derived by scaling a Vp model obtained by full waveform inversion of teleseismic P-waves. Gravity anomalies are computed via a 3-D high-order finite-element integration in the same high-order spectral-element grid as the one used to solve the wave equation and thus to obtain the velocity model. The curvature of the Earth and surface topography are taken into account in order to obtain a density model as accurate as possible. The method is validated through comparisons with exact semi-analytical solutions. We show that the spectral-element method drastically accelerates the computations when compared to other more classical methods. Different scaling relations between compressional velocity and density are tested, and the Nafe–Drake relation is the one that leads to the best agreement between computed and observed gravity anomalies. Gravity data inversion is then performed and the results allow us to put more constraints on the density structure of the shallow crust and on the deep architecture of the mountain range. Key words: Numerical solutions; Inverse theory; Gravity anomalies and Earth structure.



1 I N T RO D U C T I O N Seismic tomography is commonly used to obtain images of the Earth’s interior. Among the different tomographic approaches, full waveform inversion (FWI) is a promising technique for improved resolution of tomographic images in spite of its high computational cost (Tarantola & Valette 1982; Lailly 1983; Tarantola 1984; Tromp et al. 2005, 2008; Virieux & Operto 2009; Fichtner 2010; Monteiller et al. 2013, 2015). In theory, FWI has the potential to resolve simultaneously not only the compressional and shear velocities but also density. However, density is not generally well imaged with seismic data alone (Wang et al. 2016). This suggests that adding gravimetric data to seismic data could potentially improve our capacity to image the density distribution in the lithosphere. Furthermore, empirical correlations between compressional wave speed and density are now well documented (Birch 1961; Ludwig et al. 1970; Gardner et al. 1974; Brocher 2005). Such relations carry important a priori information that can help us to better constrain the solution of the joint inversion problem in the lithosphere. In this study, we invert seismic data collected in the Pyrenees region during the PYROPE and IBERARRAY temporary experiments (Chevrot et al. 2014, 2015). Our ultimate goal is to obtain models of density and seismic velocities in order to constrain the composition and thermal state of the lithosphere. We focus more particularly on the western PYROPE transect (Chevrot et al. 2015) and construct an a priori density model by scaling the Vp model obtained by FWI (Monteiller et al. 2015; Wang et al. 2016) to density. Starting from this a priori model we perform an iterative inversion of Bouguer gravity anomalies measured on the topography. Different forward modelling approaches have been used to compute gravity anomalies (Barnett 1976; Coggon 1976; Okabe 1979; Gotze & Lahmeyer 1988; Poh´anka 1988; Yao & Changli 2007). Analytical integrations inside prismatic bodies (Bhattacharyya 1964; Nagy 1966; Plouff 1976; Bhattacharyya 1980; Nagy et al. 2000), polygons with arbitrary shapes (Talwani et al. 1959; Talwani & Ewing 1960; Talwani 1965), polyhedra (Tsoulis 2012), tesseroids (Uieda et al. 2010, 2011, 2016) or fast multipole methods (Casenave et al. 2016) have for instance been introduced. Building from these different forward modelling approaches, a wide variety of inversion techniques has been
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developed in the last decade. For instance, the semi-analytical prismatic body approach has been used to image complex structures such as sulphide ore bodies or salt domes (Dubey et al. 2014; Dubey & Tiwari 2016). Parallel inversion of gravity data in southwest Ghana (Perrouty et al. 2012; Martin et al. 2013) has been performed from an initial a priori model constructed with the Geomodeller software package (Lajaunie et al. 1997; Calcagno et al. 2008; Guillen et al. 2008), the choice of the a priori model being a crucial issue. Nagihara & Hall (2001) applied a simulated-annealing global optimization technique to invert synthetic gravity data computed for a salt dome model. The shape of the dome at depth was constrained using 3-D inverse modelling. Simulated annealing has also been applied by Roy et al. (2005) to estimate water-sediment and sediment-basement interfaces. Zhang et al. (2004) have imaged the crustal structure of central Taiwan using a stochastic parallel genetic algorithm and an a priori model derived from traveltime tomography. Ren´e (1986) developed gravity inversion by iteratively applying open, reject and fill criteria within a modelling procedure based on initially assigned prismatic body density contrasts and a shape-of-anomaly fill criterion. Uieda & Barbosa (2012a,b) performed 3-D gravity inversion by using a shape-of-anomaly data misfit and L2 -norm data misfit to better delineate geological structures. Recently, Nava-Flores et al. (2016) applied stochastic simulated annealing inversion to determine salt dome structures trapped inside sediments in the Gulf of Mexico, using an a priori model obtained by pre-stack migration of seismic data. In this study, we develop an efficient and accurate high-order spectral-element method (SEM) to compute gravity anomalies on the same grid as the one used to solve the elastic wave equation (Komatitsch & Tromp 1999; Peter et al. 2011). An advantage of the SEM is that topography can be handled naturally. After comparing the solutions computed with the SEM using different polynomial degrees to exact analytical solutions, we demonstrate that we can use the same polynomial order to handle both seismic and gravity problems. Furthermore we show that the SEM drastically accelerates the computations by at least a factor of around 40 when compared to more classical semi-analytical techniques. We then test different a priori density anomaly models constructed with different Vp to ρ scaling relations. Effects of topography and ellipticity of the Earth are added to compute solutions that are as accurate as possible. An inversion process is then performed using a least-square technique that is accelerated via parallelization of the code TOMOFAST3D described in Martin et al. (2013). Furthermore, a depth-weighting operator similar to the one introduced by Li & Oldenburg (1998) and Pilkington (1997) for gravity or magnetic data is applied to the sensitivity matrix and to the density model. This weighting enhances the sensitivity to density perturbations at depth. A wavelet compression of the sensitivity matrices is introduced in our procedure to accelerate it further (as in Li & Oldenburg (2003) for magnetic data inversion). We apply this inversion technique to the data of a southwest-northeast profile across the Maul´eon basin north of the Pyrenees (France), in which strong Bouguer anomalies are observed. 2 C O M P U TAT I O N O F B O U G U E R G R AV I T Y A N O M A L I E S 2.1 Principle The gravity force is the resultant of the gravitational and centrifugal forces. In this study, since we work at the regional scale, we do not take into account the rotation of the Earth. Thus, in the absence of centrifugal forces, the gravitational potential  at a given position r caused by an arbitrary density distribution ρ in a 3-D Earth domain  is given by  ρ(r ) dr , (1) (r) = G   ||r − r || where r is the position of an elementary density cell volume, and G the universal constant of gravity equal to 6.672 × 10−11 m3 kg−1 s−2 . The components of the gravity acceleration resulting from the distribution of masses in a Cartesian coordinate system (ξ , η, ζ ) at an observational point (x, y, z) located at the surface are given by  ∂ (x − ξ ) =G ρ dξ dηdζ (2) gx (x, y, z) = 2 + (y − η)2 + (z − ζ )2 ]3/2 ∂x [(x − ξ )  g y (x, y, z) =



∂ =G ∂y



gz (x, y, z) =



∂ =G ∂z



 



ρ



(y − η) dξ dηdζ [(x − ξ )2 + (y − η)2 + (z − ζ )2 ]3/2



(3)



ρ



(z − ζ ) dξ dηdζ. [(x − ξ )2 + (y − η)2 + (z − ζ )2 ]3/2



(4)



 



In this paper we will only consider the vertical component of the gravity field gz . Let us also note that the second-order gravity tensor g = (Gxx , Gxy , Gxz , Gyy , Gyz ) can be computed following the same philosophy. 2.2 Computation of density kernels 2.2.1 The classical semi-analytical approach Let us consider an Earth model discretized into a set of prisms with rectangular sections. The gravity kernel S can be computed using the semi-analytical formulae given by Blakely (1995) and implemented in his GBOX routines. This gravity kernel expresses the contribution of
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each voxel (i.e. each mesh cell volume) to the gravity field. The vertical component of the gravity anomaly gz due to a density anomaly ρ is then gz (x, y, z) =



2  2 2  



Si, j,k (x, y, z) ρi, j,k ,



(5)



i=1 j=1 k=1



where



    xi y j − xi log(Ri, j,k + y j ) − y j log(Ri, j,k + xi ) , (6) Si, j,k (x, y, z) = Gμi, j,k z k tan−1 z k Ri, j,k  with Ri, j,k = xi2 + y 2j + z k2 , μi, j, k = ( − 1)i + j + k , xi = x − ξ i , yj = y − ηj , zk = z − ζ k , i, j, k = 1 or 2, and (ξ i , ηj , ζ k ) being the coordinates of the elemental cell vertices.



2.2.2 The finite-element approach If one wants to consider more complicated geometries for the integration by taking into account the topography of the free surface or of internal discontinuities, one can introduce a finite-element integration. The idea is to use the same numerical integration rules as in finite-element methods. Furthermore, integration rules based on Gauss quadrature to compute eq. (4) will avoid the computation of logarithms and arctangents, without loss of accuracy. Numerical integrals are performed on collocated or non-collocated points using quadrature weights. Here we make the choice of using a spectral-element integration approach in space, in which each cube is sampled at Gauss–Lobatto–Legendre (GLL) points using high-order Lagrange interpolants. At any observation point (x, y, z) above topography, the three components of g are given by  (x − ξ ) ρ J dαdβdψ (7) gx (x, y, z) = G 2 2 2 3/2  [(x − ξ ) + (y − η) + (z − ζ ) ]  g y (x, y, z) = G



ρ







 gz (x, y, z) = G







ρ



(y − η) J dαdβdψ + (y − η)2 + (z − ζ )2 ]3/2



(8)



(z − ζ ) J dαdβdψ, [(x − ξ )2 + (y − η)2 + (z − ζ )2 ]3/2



(9)



[(x −



ξ )2



where J is the local Jacobian of the bijective mapping (assuming that the Jacobian is non-singular and thus invertible) of the reference cube (α, β, ψ) ∈ [−1,1]×[−1,1]×[−1,1] to a given deformed cube (ξ , η, ζ ) ∈ . Then, after discretization and integration on elementary deformed cubes, the particular case of the vertical component of gravity anomaly (along the z direction) is computed as gz (x, y, z) = G







ρil jk



l,i, j,k



(z − ζiljk ) [(x −



ξiljk )2



+ (y − ηil jk )2 + (z − ζiljk )2 ]3/2



Jiljk ωi ω j ωk dαdβdψ



(10)



where l = 1, N, i = 1, Nα , j = 1, Nβ , k = 1, Nψ . ρ is the density anomaly, N is the number of elementary cell volumes, Nα , Nβ and Nψ are the number of collocation GLL points associated to each cell along the axes α, β and ψ, and the ωl coefficients (with l = i, j or k) are the quadrature weights. The x and y components can be computed in the same way. If a single-point Gauss-quadrature integration is chosen, one has ωm = 1 for m = i, j or k and Nα = Nβ = Nψ = 1, dξ = dη = dγ = 1. The effect of density in block l on the gravity anomaly at position (iD , jD , kD ) located at point (x, y, z) of the surface can then be defined as: i , j D ,k D



gz,lD



=G



 i, j,k



ρil jk



(z − ζiljk ) [(x −



ξiljk )2



+ (y − ηil jk )2 + (z − ζiljk )2 ]3/2



Jiljk ωi ω j ωk



where i = 1, Nα , j = 1, Nβ and k = 1, Nψ . One can then write (11) in a more compact form:  i , j ,k      gl D D D = G M l ρ l = G Mil jk ρil jk , gz (x, y, z) = l=1,N



l=1,N



(11)



(12)



l=1,N i=1,Nα j=1,Nβ k=1,Nψ



where Ml is the local gravity mass matrix, Mil jk the element of Ml assigned to each local GLL point, and ρil jk the density anomaly assigned to each local GLL point. The second-order tensor g = (Gxx , Gxy , Gxz , Gyy , Gyz ) can be computed in a way similar to the algebraic calculations of gravity anomalies in eqs (10) and (11). Finally, as can be seen in eq. (12), the anomaly gravity field can thus be computed by the matrix-vector product: gz = S ρ, where S = GM is the global gravity kernel.



(13)
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3 C O M PA R I S O N B E T W E E N S E M I - A N A LY T I C A L A N D F I N I T E - E L E M E N T C O M P U TAT I O N S O F B O U G U E R G R AV I T Y A N O M A L I E S Let us now validate and assess the accuracy of our spectral-element integration method by computing synthetic Bouguer anomalies predicted for different density distributions: a single sphere, one hundred spheres, a density model defined by different depth-dependent density gradients, and a prior density model provided by FWI in the more realistic case of the western Pyrenees. The results obtained based on the SEM approach are compared to those obtained with the classical semi-analytical (GBOX) method approach of Blakely (1995) as well as to exact analytical solutions.



3.1 Synthetic cases 3.1.1 Sphere distribution We first consider the simple case of a 3 km radius sphere centred at 25 km depth in the middle of a 220 km × 10 km × 50 km computational domain. The average spacing between points in the computational domain is approximately 0.91, 0.5 and 0.84 km along the x, y and z axes, respectively. The density inside the sphere is 2700 kg m−3 . The number of cells is 240, 20 and 60 along the x, y and z axes, respectively for the GBOX/Blakely semi-analytical method, while the number of GLL points for the SEM is 241, 21 and 65 along each axis (corresponding to 60 × 5 × 16 spectral finite elements and a slightly smaller z-spacing of 0.78 km). In Fig. 1, one can see that for a similar number of



(A)



(B)



(C)



(D)



Figure 1. We show (A) the GLL points mesh (triangles) and the edges of the spectral elements as well as (B) the GBOX cells and their centres to illustrate the discretization differences between the SEM and GBOX for a single sphere case. The discretized density values inside the sphere are assigned to the GLL points located inside the sphere, while they are assigned to each entire cell whose centre is inside the sphere in the case of GBOX. (C) Comparison of Bouguer gravity anomalies computed with the semi-analytical and spectral-element integration methods for the case of a single 3 km radius sphere located at 25 km depth. The numerical solution is almost identical to the exact analytical solution. In the SEM approach, five GLL collocation points are used along each spatial direction of a 3-D spectral element. (D) Errors with respect to the analytical solution. Larger errors are obtained when using the semi-analytical GBOX approach due to the fact that one has fewer prismatic bodies included in the sphere, while more discretization GLL points are located inside in the SEM approach. The computations are 40 times faster with the SEM compared to GBOX.
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Figure 2. Top: comparison of gravity anomalies in the case of 100 spheres located in a vertical plane when using semi-analytical or spectral-element integration methods. The numerical solutions are almost identical to the exact analytical solution. In the SEM approach, five GLL collocation points are used in each spatial direction of a 3-D spectral element. Bottom: larger errors are obtained when using the semi-analytical GBOX approach due to the fact that one has fewer prismatic bodies included in a sphere, while one has more discretization GLL points inside in the SEM approach. Maximum errors of around 1.1 per cent in the GBOX case and less than 0.6 per cent in the SEM case are obtained.



discretization points the semi-analytical solution is slightly less accurate than the SEM solution when compared to the exact solution given by  z − zl gz (x, z) = G π Rl3 ρl 2 + (z − z )]3/2 3[(x − x ) l l l=1,N s



where Ns is the number of spheres, ρ l , Rl , xl and zl are respectively the density, the radius, the distance and the depth of the centre of lth sphere. The four vertices of each spectral element in the 2-D vertical plane are shown (there are eight such vertices in the 3-D calculations) and the number of GLL points is similar to the number of GBOX cells. Solutions are very similar but the main difference between the two methods lies in the computational speed (around 8 s for SEM and 318 s for GBOX on a current 3 GHz PC). We thus obtain a computing acceleration of around 40 with SEM compared to GBOX. The reason is that GBOX involves logarithm and arctangent functions which have a high computational cost, while in the SEM only simple computations such as sums and multiplications are needed. For the same 220 km × 10 km × 50 km computational domain, we now consider a more complex medium with a density model defined by 10 lines of 10 spheres spaced by 22 km along the x longitudinal direction, and by 4 km along the depth direction down to a depth of 50 km, the centre of each sphere being located at a depth of 5 km for the first line and at a depth of 41 km for the last line of spheres. All the lines start at x = 10 km. The centres of all the spheres are located in the same vertical plane. The density is constant inside each sphere but varies linearly between the first/top line and the last/bottom line, from 250 to 2050 kg m−3 according to ρ l = 50 (1 + 4l) kg m−3 , l = 1–10 being the line number. At line l all the spheres have the same radius equal to 2 + (l − 1)/9 km (2 km on the first/top line and 3 km on the last/bottom line). The number of GBOX/Blakely cells is 200 × 20 × 60 while the number of GLL points for the SEM is 209 × 21 × 65 (corresponding to 52 × 5 × 16 spectral finite elements). We use an average spatial resolution of 4.2 km along x, 2 km along y and 3.125 km along z between the spectral-element control (vertex) nodes and an average spacing around 1.05 km along x, 0.5 km along y and 0.78 km along z between the GLL points, for a number of points equal to 5 in each spatial direction of each spectral element. Similar spacings are taken for GBOX. The semi-analytical solution is slightly less accurate than the SEM solution when compared to the exact solution computed by summing the anomalies produced by each individual sphere (Fig. 2). The error is around 2 per cent for the semi-analytical approach, while the SEM gives
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Figure 3. Comparison of gravity anomalies in the case of a density gradient inside a 2 km × 1 km × 1 km material block located at 1 km depth. A weak (top) and a stronger gradient (bottom) are tested. We get similar solutions when weak gradients are considered in both SEM and semi-analytical computations, but the SEM is slightly more accurate with a maximum error around 0.69 per cent just below the centre of the anomaly response. The Blakely approach gives errors up to around 1.5 per cent. In the case of a stronger gradient, the SEM gives a better result (error around 0.14 per cent) than the Blakely method (error around 1.1 per cent). In the SEM approach, five GLL collocation points are used along each spatial direction of a 3-D spectral element.



an error around 0.7 per cent. Furthermore, for a similar number of discretization points, the SEM takes 7 s to compute while GBOX takes 249 s. The SEM technique is thus very promising for large scale computations and is much more competitive than the Blakeley technique. In all cases, equivalent or better accuracy and a drastically increased rapidity of the code is obtained for SEM when compared to GBOX.



3.1.2 Density gradient in depth We now compute gravimetric anomalies produced by different density gradients from weak to high density variations in depth. Density anomalies ρ are distributed in a prism 2 km long, 1 km wide and 1 km deep with its top edge located at zt =1 km depth: ρ =



ρo3 , [ ρo − d(z − z t )]2



(14)



where d = 0.001 kg m−4 is a test parameter given in Chakravarthi et al. (2002), and zt is the depth location of the top edge of the density anomaly. Two different values of ρ o equal to 100 and 1000 are tested. For ρ o = 100 a significant density gradient is obtained, and for ρ o = 1000 a weak gradient is obtained. A total number of GLL points in the SEM approach equal to 49 along the z-direction (depth) is introduced and corresponds to 12 spectral elements with an average spacing of 0.125 km. We compare the SEM solution to that obtained with the Blakely semi-analytical computations performed with a 48-cell discretization along the z-direction. Both solutions are compared to the exact analytical solution of Chakravarthi et al. (2002). In Fig. 3, the SEM solutions are more accurate than semi-analytical solutions, with respective errors around 0.14 per cent for the SEM and around 1.1 per cent for the Blakely solution in the case of a value of ρ o = 100 kg m−3 . If weak density gradients are considered, that is, for ρ o = 1000 kg m−3 , errors are approximately equal to 0.69 per cent for the SEM and 1.4 per cent for the Blakely semi-analytical solution. This means that the SEM is a better candidate to accurately model geological structures when density gradients are present, which is the case in almost all realistic cases. In addition, as above, SEM is much faster than GBOX by a similar factor of around 40 in terms of computational speed.



412



R. Martin et al.



Figure 4. 2-D a priori seismic pressure velocity Vp section (top), a priori density anomalies (middle) and total density distributions (bottom) using Birch (left) or Nafe–Drake (right) correlation laws.



3.2 Western Pyrenees Let us now illustrate the accuracy of the SEM integration by computing the Bouguer anomaly for a 3-D density model of the western Pyrenees and comparing the results to the GBOX technique. The density model is derived by scaling a Vp model (Wang et al. 2016) obtained by FWI of teleseismic P-waves (Monteiller et al. 2015) recorded by the western PYROPE profile (Chevrot et al. 2014). The 3-D density model is constructed by extracting a Vp profile going from (−2.6150◦ , 42.071◦ ) to (0.32167◦ , 44.4323◦ ). To construct the density model we test two different scaling relations between Vp and ρ: (1) A Birch linear scaling (Birch 1960, 1961) defined in the CGS unit system for Vp ≤ 7.4 km s−1 : ρ = (V p + 1.9)/3.



(15) −1



(2) A Nafe–Drake law (Ludwig et al. 1970; Brocher 2005) for Vp ≤ 7.4 km s : ρ = 1.6612 V p − 0.4721 V p2 + 0.0671 V p3 − 0.0043 V p4 + 0.000106 V p5 .



(16)



For these two scaling laws, we set ρ = 3.2 g cm−3 for Vp > 7.4 km s−1 . We then set the density anomalies ρ = ρ − 2.67 g cm−3 in the crust (from the upper surface down to a Moho depth of reference located at 30 km) and ρ = ρ − 3.27 in the upper mantle (at depths larger than 30 km). The dimensions of the 3-D computational grid are 340 km × 150 km × 20 km, with a voxel discretization of 136 × 61 × 15 points (2.5 km × 2.5 km × 1.5 km cell volumes). To avoid edge effects, the model is laterally extended over 50 km on each side of the mesh. Density values at the vertical edges are tapered to 2.67 g cm−3 in the top 30 km and to 3.2 g cm−3 below 30 km depth. Nafe–Drake scaled densities of the western profile are shown in Fig. 4. We then compute Bouguer anomalies along the profile using the semi-analytical and SEM techniques for both density distributions (Fig. 5). For a number of GLL points smaller than 4 in each cell, solutions are inaccurate, but for 5 points the agreement between the semi-analytical reference solution and the spectral-element computation is excellent. Consequently, in the following, a number of GLL points equal to 5
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Figure 5. Comparison of gravity anomalies for an initial a priori model obtained with the Nafe–Drake relation (Fig. 4, bottom right), applying semi-analytical or spectral-element integration methods with different numbers of GLL (NGLL = 3, 4 or 5) integration points along each spatial direction of a 3-D spectral element. The solutions are well superimposed. A spectral-element method of degree 4 with five GLL (NGLL = degree + 1) collocation points along each direction is thus sufficient. Slight or strong shifts are respectively observed in the anomalies when using only three or four points instead of five.



is retained in all our spectral-element computations. In Fig. 6, we show the observed and computed anomalies with a priori models built based on Birch or Nafe–Drake scaling relations applied to the Vp model. A strong positive jump of around 90 mgal is observed north of the Pyrenees, in the Maul´eon basin. The a priori density model derived from the Nafe–Drake law provides a much better fit to the gravity data. In the remainder of this paper, we will therefore use only the Nafe–Drake scaled density model as our a priori model in all the inversions.



4 G R AV I T Y D ATA S E T We have extracted a data set of Bouguer gravity anomalies measured on the ground surface from the Bureau Gravim´etrique International (BGI) database (Fig. 7). For the inversions we inverted the data interpolated on the western PYROPE profile passing through the Maul´eon basin. The Vp model is taken from the teleseismic FWI of Wang et al. (2016) on a SEM grid that includes the profile. This Vp model is scaled to density using the Nafe–Drake relation (16). To construct the mesh, we take into account the Earth curvature from the WGS84 reference ellipsoid, and use the ETOPO1 model for topography (Amante & Eakins 2009). To model the oceans, between the sea floor and the ellipsoid level densities are set to a constant value of 1030 kg m−3 . To avoid edge effects, density values are again tapered over an extended outer domain of 50 km surrounding the profile, to reach the reference values 2670 and 3270 kg m−3 respectively at depth z < 30 km and at depth z > 30 km. The Bouguer anomaly profile predicted by our a priori density model is shown in Fig. 8. The computed anomalies are close to the ground observations, but significant deviations are observed in the Ebro and Aquitaine basins. Besides, the calculations along the profile are not significantly impacted by density anomalies at distances larger than 50 km from the profile. For the inversions we will thus perform the calculations in a 40 km-wide slice containing the longitudinal seismic profile. We also notice that gravity anomalies computed on a spherical Earth or on the WGS84 ellipsoid differ by less than 1 mgal. However, the surface topography has a significant effect in the anomaly computations. In Fig. 8 (bottom), we show the difference between simple and complete measured Bouguer anomalies. One can see that the topography corrections reach values as high as 7 mgal across the Pyrenees and 3 mgal in northern Spain, and are much less significant in the Aquitaine basin. The effect of topography is thus not negligible. The difference between the computed and measured complete Bouguer anomalies varies from around −19 to 14 mgal due to mass defects in the Pyrenees and excesses of mass in the Aquitaine basin, where lower densities should exist due to the presence of thick sedimentary layers close to the surface.



5 INVERSION METHOD 5.1 Inversion procedure Some of the main problems encountered when inverting gravity data are the choice of the a priori model, the density of observations (data coverage) along and around the profile, and the way the topography is taken into account. FWI mainly constrains the velocity model beneath the transect due to the fact that the seismic array is dense along the profile, with around 5 km spacing between stations, but is sparse over distances of 20 to 40 km apart from the profile. Consequently we will perform data inversion only in a 40 km wide domain. The inversion consists in searching for the model that minimizes the misfit function: χ ( ρ) =



1 1 || gobs − g( ρ) ||l22 + λ || ρ − ρo || L 2 , 2 2



(17)
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Figure 6. Top: gravity anomalies predicted by the density models obtained with the Birch and Nafe–Drake scaling relations. The Nafe–Drake relation gives results in closer agreement to the observed data. Bottom: differences between computed and observed anomalies. The smallest misfit is obtained with the Nafe–Drake relation.



where ρ o is the a priori density anomaly model, ρ is the density anomaly to be retrieved after inversion, gobs the observed gravity anomaly, and λ the damping parameter that regularizes the inverse problem. Let us denote m the model vector containing the density anomalies ρ. This model vector is obtained by solving the linear system of equation: 







S gobs m= , (18) λId λm o where Id is the identity matrix and mo = ρ o is the a priori model. The solution of eq. (18) is obtained by an iterative LSQR algorithm (Paige & Saunders 1982). At each ith LSQR inversion cycle we solve a linearized version of the system of eq. (18) as follows: 



S λId



For 1 ≤ i ≤ iter 



[ m i ]



=



mi



=







gobs − g(m i−1 ) 







−λ(m i−1 − m o ) m i−1 + m i



Every 3 or 4 cycles: the model m i is tapered towards a reference model m o in the lateral boundary extents End for,



(19)



where mi is the perturbation of the density anomaly model ρ at the ith LSQR cycle, and gobs and g are respectively the observed and calculated data for the current model. At each new LSQR cycle the model in the right-hand side mi is replaced with the solution computed at the previous inversion cycle. Every three or four cycles, a tapering of the current model mi to the reference model mo is applied from the
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Figure 7. Complete Bouguer gravity anomaly data measured on the ground and distributed in space in the Pyrenees region (extracted from the worldwide BGI/Bureau Gravim´etrique International database). The seismic profile along which we invert seismic and gravity data is depicted by the blue line. The dots represent the locations where gravity measurements are missing. L and SG denote respectively the Labourd and Saint-Gaudens locations showing positive Bouguer gravity anomalies.



inner boundary of the computational domain to the outer boundary through the 50 km lateral extents in order to damp possible edge effects. However, this linear system is not well conditioned because the sensitivity matrix decreases as a function of the square of the distance to the observation point. We thus introduce a diagonal preconditioning operator H defined as (Li & Oldenburg 1998; Pilkington & Hildebrand 2000; Li & Oldenburg 2003): ⎤ ⎡ z1 ⎥ ⎢ ⎥ ⎢ ... ⎥ ⎢ ⎥ ⎢ (20) H =⎢ zi ⎥, ⎥ ⎢ ⎥ ⎢ ... ⎦ ⎣ zn where z is the vertical distance from the observed data location to the density anomaly m location. At the ith LSQR process cycle the new set of equations reads:
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Every 3 or 4 cycles: the model m i is tapered towards a reference model m o in the lateral boundary extents End for,



(21)



where the depth-normalized model is m = H −1 m i . In order to accelerate the computations and to be able to handle large model sizes in the future, we perform the inversions in a wavelet-compressed model space, following an idea that has been applied to magnetic data i
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Figure 8. Top: a priori complete Bouguer anomalies (‘WGS84 red solid line’) computed with the SEM for a full 3-D density model including ETOPO1 topography, Atlantic Ocean (sea level) and the WGS84 Earth reference ellipsoid. The simple (green curve) and complete (blue curve) Bouguer anomalies are measured ground data that are interpolated on the 1-D profile and compared to the Bouguer gravity anomaly computed with the SEM. A small shift is observed between the two anomaly curves. Bottom: difference between complete and simple Bouguer anomalies. One can observe that positive differences are mainly concentrated in the Pyrenees (up to 7 mgal) and the Spanish regions (up to around 3 mgal) due to significant topography effects, and are much less pronounced in the Aquitaine basin, as expected. One can also notice that topography correction effects are significant.



inversion by Li & Oldenburg (2003). We use the same wavelet compression procedure as the one applied to sensitivity kernels in seismic tomography (Chevrot et al. 2012) or in the TOMOFAST3D code (Martin et al. 2013). The reader is referred to these articles for more details. By applying a (CDF4) fourth-order Cohen–Daubechies–Fauveau (Cohen et al. 1992) lifting scheme to the sensitivity matrix in each direction of the 3-D space, the matrix can be compressed by a factor of about 80 per cent for an error of less than 1 per cent in the evaluation of the response. We apply the compression wavelet operator three times, once along each spatial dimension. If one compresses too much, too much information is lost and the inversion process is not efficient due to the fact that many parts of the domain can have an infinity of solutions, since the compressed sensitivity matrix has elements equal to zero there. A sparse sensitivity kernel is obtained after thresholding the wavelet coefficients of the wavelet transform matrix; this is why we say that the sensitivity kernel is compressed. This threshold is defined once and for all before the whole inversion process by keeping wavelet coefficients of the transformed matrix that have values lower than 10−3 of the
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Figure 9. Top: gradient of the complete Bouguer anomaly (CBA) misfit function for the Nafe–Drake scaled a priori density anomaly model. The sensitivity to density perturbations is mainly concentrated in the first 20 km depths. Bottom: depth-preconditioned gradient of the CBA data misfit for the a priori density anomaly that is normalized linearly with depth. The gradient is increased with depth and sensitivity is thus enhanced at depth compared to the non-depth-weighted gradients. The depth-weighted sensitivity is increased at depth, and then density is more perturbed at depth during the inversion process.



maximum wavelet coefficient value. The following linear system is then solved in the compressed space:
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Figure 10. Top: observed BGI anomalies and computed anomalies after different inversions and different a priori model reinitializations, when using initial Nafe–Drake law-based density anomalies of Fig. 1. A regularization parameter λ = 20 has been used. One can observe that the solutions are very well superimposed, even if the models obtained after inversion are different in depth. After six and even nine global iterations of the entire inversion process the Nafe–Drake correlation-based models have converged, with much smaller gravity residuals than after three global iterations. One global iteration means one LSQR inversion process. It is interesting to note that even if the problem is linear it is crucial to update the a priori model several times in order to converge. Bottom: the impact of the number of inversion cycles on the decrease of the gravity residuals is shown when we plot the differences between the computed and observed BGI anomalies after several inversions. The misfit is drastically reduced further after six and even nine inversions.



where wT is the inverse wavelet operator applied to the compressed model in order to reconstruct the model m in the physical (uncompressed) space.



5.2 Gradient of the misfit function The gradient of the misfit function (17), without considering the depth weighting pre-conditioner, is defined by: ∇χ (m) = S T [ gobs − g(m)] + λ(m − m o ),



(23)



where m = ρ and mo = ρ o are respectively the inverted and a priori density anomaly models. Physically, this gradient gives the direction along which one needs to perturb the density to make the misfit function decrease. Fig. 9 shows the gradient computed in the a priori model. The gradient decreases by almost three to four orders of magnitude over 20 km along the depth dimension. This means that the data sensitivity to model perturbations is not really significant at depths larger than approximately 15–20 km. This gives a first indication that large-scale structures are already well captured by the FWI model and cannot be significantly improved by the gravity data inversion. On the other hand, small-scale shallow structures are required to improve the fit to gravity anomalies. If a depth-weighting pre-conditioner is introduced, the gradient of the misfit function (17) then reads ∇χ (m  ) = H −1T S T [ gobs − g(m)] + λ(m  − m o ),



(24)
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Figure 11. Top: L-curve for the first iteration of the CBA data inversion and different λ regularization parameters 0.01, 0.1, 0.5, 1, 5, 10, 20 , 30 , 50 and 100. An apparent inflection point appears in a region where data misfit reaches a reasonably low value. The inflection of the L-curve appears for damping parameters λ ranging between 5 and 10. For a value of 10 we get a misfit norm greatly reduced compared to the case of a high damping value of 50. Bottom: That L-curve is shown after the final iteration of the inversion process. One can see that an inflection region also appears for damping values between 5 and 10, and misfits are even more reduced compared to the solution after the first iteration. Between the first and last inversion cycle the misfit decreases as expected in each case by around two orders of magnitude. It is thus important to perform more than one global inversion cycle to reduce the misfit.



where m = H−1 ρ and m o = H −1 ρo are respectively the inverted and a priori density anomaly depth-weighted models. In Fig. 9 the depth-weighted misfit gradient is enhanced at depth and thus the perturbations of the model are more pronounced at depth than close to the surface, even for depths larger than 20 km. 6 N U M E R I C A L R E S U LT S O F T H E I N V E R S I O N An appropriate choice for the regularization parameter λ has to be made in order to numerically stabilize the inversion process and obtain models that provide a good fit to the data. To determine a suitable λ value to use, we have thus performed inversions with λ values varying
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Figure 12. Inverted complete Bouguer gravity anomaly profile (left) and residual errors (right) obtained after inversion with different regularization parameters λ varying from 0 to 100. Increasing the regularization drastically reduces the spurious modes near the surface in both the models and the computed gravity data. One can see that for λ < 30 the response is well reconstructed, while for λ > 30 the response exhibits some discrepancies and has not really converged towards the measured gravity data.



from 0.01 to 50. Usually the LSQR algorithm converges after 300 iterations for each ith LSQR cycle. Furthermore, three global cycles of the inversion problem including four inner loops at each cycle have been used to converge efficiently towards the solution. As explained in the previous section, at each inner loop iteration i of a given global cycle, the new model obtained at the end of the previous iteration i − 1 is introduced as an a priori model for the current inversion i. In Fig. 10, the decrease of the misfit between observed and computed data is shown for the different inversion cycles and for a damping coefficient λ = 20. Solutions have almost converged after three inversion cycles but the residuals are even more reduced after six or even nine inversion cycles. In some tests, not shown here by sake of brevity, the misfit after two inversion cycles is much lower for the Nafe–Drake a priori model than for a Birch a priori model. The Birch correlation-based model has not totally converged even after nine iterations and this is another reason why inversion results are not shown here for Birch-scaled models. For values λ < 10, inverted density models exhibit spurious artefacts close to the surface. For λ < 1, solutions are non-physical. For λ > 20, artefacts in the solutions have much smaller amplitudes, and for even larger values of λ the solutions are getting closer to the prior model due to strong damping. Fig. 11 shows the data misfit as a function of the L2 norm of the density model. These curves have a typical L-curve shape (Hansen 2001), with an inflection point for λ values between 5 and 20. In this range, the inverted models provide a good trade-off between reasonably low data misfit and a reasonable norm of density perturbations that are sufficiently important to get away from the a priori model without introducing numerical artefacts. In Fig. 11 (top), at the first iteration the inflection point corresponds to a λ value around 20 but at the last iteration, which is iteration 12 (Fig. 11-bottom) the inflection point occurs for a λ value around 10 that gives a smaller misfit. We therefore retain a value λ = 10 in the inversion. One should note that, between the first and the last cycle of the inversion process, the misfit has decreased by at least one or two orders of magnitude. In Fig. 12, the gravity response computed after inversion with different damping parameters varying from 0 to 100 is compared to the real data measured along the seismic profile. Increasing the regularization drastically reduces the spurious modes near the surface in both the models and their related gravity responses obtained after inversion. For values of λ between 0 and 30, gravity anomalies are almost superimposed to the measured gravity anomaly, while for larger values (50, 70 and 100) convergence of the inversion process is not totally
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Figure 13. Total density (left) and density perturbation (right) with respect to the a priori model obtained after the three cycles of the inversion process, using different regularization parameters λ (from top to bottom: λ = 1, 5, 20 and 50).



achieved. However, low λ regularization values produce noisy density models. Therefore, a range of damping parameters between 5 and 20 seems optimal to produce acceptable solutions according to the L-curves of Fig. 11. In Fig. 13, different λ damping values are tested. The related inverted density models and differences between inverted models and a priori models are shown. For damping values higher than 50, the smoothing seems to be too high and the model cannot be further improved and rather remains around the given a priori model. For values between 1 and 30, solutions seem to evolve, while for damping values lower than 5, for instance equal to 1 (top figures), spurious modes appear close to the surface. For damping values lower than 0.1, solutions do not seem to make sense from a physical point of view. For values larger than 5 the spurious modes disappear. This is consistent with the range of λ values around the apparent inflection point of the L-curve. Besides, the density model is almost the same in the whole domain except close to the surface in the southern (Spanish) part of the profile in the Ebro basin. In the inflection part of the L-curve, values around λ = 10 lead to densities lower than 2550 kg m−3 over approximately 7–10 km depth that can be interpreted as basin density values. Full joint seismic and density inversions should thus be performed at higher frequencies to better image the basin density. We have also performed some tests without constraint (using a tiny λ value of 10−30 ). One can observe in Fig. 14 that the model is then stretched in depth and that solutions have large local spatial variations, with significant artefacts close to the surface, in the first 10 km and even almost everywhere in the model; in addition, significant changes are present even below the mantle-crust interface. Furthermore low density values are not present close to the topography, which is not consistent with observed Aquitaine basin densities. Low density values should be expected for sedimentary basins like the Aquitaine or Ebro basins (density should typically range between 2200 and 2550 kg m−3 ). Indeed, density models obtained in this area using compaction laws and correlations with well-log density samples show variations from 1700 to 2500 kg m−3 in the first 5 km (Grandjean 1994), while the a priori Nafe–Drake scaled densities are generally overestimated at shallow depths as noted by Brocher (2005). In our inversions we are able to define values that are more consistent with the density values modelled or observed close to the surface.
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Figure 14. From top to bottom, density distributions after inversion, differences between inverted and a priori total densities, and density anomalies are shown for (left) an optimal regularization parameter λ of 10 and (right) for almost no constraints in the misfit function (very small λ 1). For λ = 10, densities are almost the same in the whole computational domain except close to the surface in the first 7–10 km depth in the southern part of the Pyrenees. These low density structures close to the surface seem to correspond to sedimentary basin layers. However, for small λ values, solutions do not seem to be physical since they exhibit strong numerical artefacts that appear almost everywhere as well as low densities close to the surface that are not consistent with expected Aquitaine basin densities.



7 C O N C LU S I O N S A N D F U T U R E WO R K We have shown gravity modelling results in 3-D realistic cases using a new numerical approach based on a high-order polynomial integration of each density volume contribution to the Bouguer gravity anomalies. Four to five GLL collocation points in each mesh element are sufficient to compute responses with good accuracy when compared to analytical solutions and to classical rigid density body approaches. The SEM is also much faster than the semi-analytical techniques of Blakely, with an acceleration factor larger than one order of magnitude. We have then shown an application to the western Pyrenees. With this new approach, it is straightforward to account for topography (here at the 1 mn ETOPO1 resolution), Earth curvature as well as oceans. We have found that the Nafe–Drake law for scaling seismic pressure wave speed to density seems more accurate than Birch scaling for developing an a priori density anomaly model, at least in the western Pyrenees. A depth-weighting function leads to a better preconditioning of the gravity sensitivity matrix. This is an important ingredient of density tomography in order to have a more balanced sensitivity to density perturbations as a function of depth. In future work we plan to include more constraints in the a priori model, for instance by introducing additional constraints to account for sedimentary basins.
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