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Abstract A hierarchical approach to elastic registration based on mutual information, in which the images are progressively subdivided, locally registered, and elastically interpolated, is presented. To improve the registration, a combination of prior and floating information on the joint probability is proposed. It is shown that such a combination increases the registration speed at the coarser levels in hierarchy, enables a registration of finer details, and provides additional guidance to the optimisation process. Besides, a threefold local registration consistency test and correction of shading were employed to increase the overall registration performance. The proposed hierarchical method for elastic registration was tested on an experimental database of 2D images of histochemically differently stained serial cross-sections of human skeletal muscle. The obtained results show that 95% of the images could be successfully registered. The inclusion of prior information is an important break through that may enable routine use of the mutual information cost function in a variety of 2D and 3D image registration algorithms in the future. 䉷 2001 Elsevier Science B.V. All rights reserved. Keywords: Elastic hierarchical registration; Mutual information; Shading correction



1. Introduction A valuable method of gathering knowledge about healthy and diseased organs, tissues, and cells is the integration of complementary information from images of these objects, obtained by different modalities, different image acquisition techniques, or different object preparation procedures. A fundamental task in the integration of image information is image registration by which images, containing the complementary information, are brought into the best possible spatial correspondence with respect to each other. A broad and general overview of image registration problems and techniques is given by Brown [1]. The registration methods applied to the field of medical imaging, reviewed in a number of surveys [2–4], may be classified according to the nature of the registration basis and the nature of the transformation. With respect to the first criterion, the methods are classified as point based, segmentation based, or whole image content based methods [2]. The latter, which are the most general and currently among the most studied methods, operate on the image grey levels throughout the * Corresponding author. Tel.: ⫹386-01-4768-312; fax: ⫹386-01-4264630. E-mail address: [email protected] (F. Pernusˇ).



registration process and, for a given transformation, optimise a functional measuring the similarity between the images. A great variety of similarity measures have been introduced in the past (see, e.g. Ref. [2]), but recently, there has been significant interest in information-theoretic measures, especially the mutual information [5–8]. This measure is very general and powerful because it does not assume any functional relationship between the intensities of the images. According to the nature of the transformation, the global rigid, affine, and projective transformations are most frequently used. However, when the objects under investigation are highly non-rigidly deformed, a curved transformation, which can be modelled by the spline warps, truncated basis function expansions, Navier–Lame´ equations, or by a viscous fluid model, is needed to achieve a successful registration [4]. Searching for the global registration transformation by the optimisation of a similarity measure is practicable only when the number of parameters defining a transformation is low, e.g. for rigid or affine transformations. In a curved transformation the number of parameters is large, which is generally reflected in a highly complex similarity functional that may have many local optima. One way to overcome this problem is to use a local approach by which the images to be registered are
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Fig. 1. Images of serial transverse sections of human muscle. A: ATPase pH 9.4; B: ATPase pH 4.6; and C: ATPase pH 4.3.



subdivided into sub-images, which are then locally registered by a rigid or affine transformation. The global, continuous and smooth, curved transformation is found by assimilating all the local transformations [9–12]. Such an approach can be used in a hierarchical procedure in which the images are progressively subdivided, locally registered, and elastically interpolated [12]. However, if mutual information is employed in the local approach to global curved registration, the performance heavily depends on the statistical power of the local joint intensity histogram from which the mutual information is defined. The statistical power,



being proportional to the number of samples (binned intensity pairs) used to form the joint histogram, is reduced when finer details, i.e. smaller sub-images, are to be registered. The same problem is encountered when large sub-sampling rates are used to speed-up the registration. As a consequence of small sub-images or large sub-sampling rates, the random effects in the estimation of the joint intensity distribution and the effects of imperfect intensity interpolation become more pronounced, introducing additional local optima in the similarity functional [10,13]. This phenomenon, which is inherently more severe in 2D than in 3D mutual information



Fig. 2. The hierarchical approach to elastic registration.
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based image registration, defines the lower bound of reliable registration of finer details and/or limits the rate of image sub-sampling. In this paper, we present an efficient solution to this problem and apply it, together with the geometric, similarity, and optima distinctiveness consistency tests and shading correction, in a hierarchical elastic registration method. The method is evaluated on an experimental database of 40 stacks of three differently stained serial transverse sections of muscle fibres (Fig. 1) and compared to the method presented in Ref. [12].



B, respectively, and H(A,B) denotes their joint entropy. Images A and B may be brought into alignment by transforming the image B in such a way that the mutual information I(A,TB) of the image A and the floating image TB is maximised [5,6]. Because it has been shown that the normalised mutual information Y(A,TB) is robust and overlap independent [8], we use it as a measure of similarity between the reference image A and the floating image TB: Y…A; TB† ˆ



H…A† ⫹ H…TB† H…A; TB†



…3†



The optimal parameters to of the optimal transformation To, which brings the images into registration, are found by maximising the normalised mutual information:



2. Methods



To ˆ argmax Y…A; TB†



2.1. Problem formulation and registration strategy



T



Suppose that we are given two images, a reference image A and a subsequent image B, which corresponds to A under the mapping T; A ⬅ TB. Each transformation T, be it rigid, affine, projective, or curved, can be defined by a set of real parameters t [14]. For instance, the affine transformation Afn T is defined by six parameters: x 0 ˆ txx x ⫹ txy y ⫹ tx
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y 0 ˆ tyx x ⫹ tyy y ⫹ ty



…1†



The problem of image registration is to find the parameters t, defining the transformation T that brings one image into the best possible spatial correspondence with the other image. We adapt the whole image content based registration, which is performed by transforming one image and measuring the similarities of all geometrically corresponding pixel pairs of the two images to be registered, to the hierarchical registration scheme by which an elastic registration can be achieved. The proposed scheme entails four major levels (Fig. 2). At each level, the images registered at a higher level are partitioned into progressively smaller sub-images. Each sub-image pair is then registered by changing the parameters of the affine transformation in such a way that the normalised mutual information is maximised. Once all the sub-images are registered and checked by three consistency tests, an elastic thin-plate splines interpolation, using the centres of the registered sub-images as point pairs, is applied to achieve a globally consistent registration. The registration details, i.e. the maximisation of mutual information, joint probability estimation, local registration consistency tests, and elastic interpolation, are given in the following subsections. 2.2. Registration by maximisation of mutual information According to information theory, the degree of the dependency between the variables (images) A and B, or the amount of information that one contains about the other, is given by their mutual information I(A,B) [15]: I…A; B† ˆ H…A† ⫹ H…B† ⫺ H…A; B†



…2†



where H(A) and H(B) denote the marginal entropies of A and



…4†



using Powell’s multi-dimensional directional set method and Brent’s one-dimensional optimisation algorithm [16]. Maximisation of Y(A,TB) seeks that transformation T, which minimises the joint entropy with respect to the marginal entropies. The optimal transformation To transforms the image B into the image ToB, which contains maximal possible information about the reference image A. 2.3. Estimation of the joint probability A key factor, determining the accuracy, speed, and reliability of the mutual information based registration is the estimation of the marginal, p(A) and p(TB), and the joint, p(A,TB), intensity probabilities of the images undergoing registration, from which the corresponding entropies H(A), H(TB), and H(A,TB) are calculated: X H…·† ˆ ⫺ p…·† log p…·† …5† 2.3.1. Probability estimation and interpolation artefacts The probabilities may be estimated either by the Parzen window method [5] or by normalisation of the joint intensity histogram [6]. We follow the latter strategy, where first, the joint intensity histogram is obtained by binning the intensity pairs (A,TB) of the overlapping parts of the reference image A and the floating image TB, second, the joint floating probability p(A,TB) is estimated by normalising the joint intensity histogram, and third, the marginal probabilities p(A) and p(TB) are obtained by summation over either the rows or columns of the joint probability. Because the grid points of the floating image TB generally do not coincide with the grid points of image A, the interpolation of intensities of image A is needed to obtain the intensity pairs (A,TB). For this purpose, we use a bilinear partial volume interpolation [6]. However, the reduction of the number of samples due to the partition of the images into smaller sub-images (Fig. 2) reduces the statistical power of the joint intensity histogram and pronounces the interpolation artefacts [13]. These artefacts, which manifest themselves as a pattern of local
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Fig. 3. Responses of the normalised mutual information to translation (^1/4 of the sub-image size) of progressively smaller sub-images of images A and B from Fig. 1. Thin lines denote the responses obtained by histograms with 64 bins, while thick lines denote the responses obtained by histograms with 16 bins.



extrema in the registration function, are the consequence of the change of the dispersion of the joint histogram, caused by the imperfect interpolation of grey levels from the neighbour grid points. This phenomenon is more pronounced in grid-aligning transformations, such as translations over the x, y,or x–y axes, and in low-resolution images [13]. Fig. 3 illustrates the responses of the normalised mutual information Y(A,TB) to translation over the x-axis of progressively smaller sub-images in the centre of the original coarsely registered images A and B …760 × 512; 8 bit) illustrated in Fig. 1. The responses obtained by binning the intensity pairs are given in the left column. At each resolution, histograms with 64 (thin lines) and 16 (thick lines) bins were used. The typical interpolation artefact pattern is more pronounced when smaller images and more bins are used. Such patterns affect the local optimisation methods and the registration accuracy. If the image size is 64 × 64 pixels or less, the histogram binning approach to the estimation of the probabilities may not necessarily provide the correct registration. To overcome this problem one may either over-sample the images or, alternatively, use a higher order intensity interpolation, but in both cases at the expense of additional computations. To improve on the classical probability estimation, described above, we propose two more powerful approaches, i.e. random re-sampling of one image and inclusion of a prior joint probability.



2.3.2. Random re-sampling By random re-sampling, each integer grid point (i, j) in image B is slightly transformed into …i ⫹ Di; j ⫹ Dj† by randomly selecting two real transformations Di and Dj in an interval [⫹1/2, ⫺1/2], using a uniform probability distribution. The grey value of each transformed point is determined by the bilinear interpolation from the four neighbouring points. In this way, a new image B ⴱ is obtained, which has real and irregularly distributed pixel co-ordinates. During the registration process, the use of the floating image TB ⴱ prevents the alignment of a too large number of grid points in certain grid-aligning transformations and, consequently, minimises the interpolation artefacts. The middle column of Fig. 3 shows the responses of the normalised mutual information obtained by this approach. In comparison to the corresponding responses obtained without random re-sampling, given in the left column in Fig. 3, a significant reduction of interpolation artefacts was achieved. However, the responses of the smallest images are still noisy due to the low statistical power of the joint intensity histogram.



2.3.3. Including the prior joint probability To increase the statistical power of the floating joint probability p(A,TB), we propose to combine it with the prior
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joint probability p ⴱ(A,B): p…A; TB† ← l



p…A; TB† |‚‚{z‚‚}



ⴱ



⫹ …1 ⫺ l† p …A; B† |‚‚{z‚‚}



floating probability



…6†



prior probability



where l ; l 僆 [0,1], is the weighting parameter, defining the trade-off between the floating and the prior probability. For l ˆ 1; the joint probability is defined in a classical manner, i.e. with no a priori information about the joint intensity distribution. For l ˆ 0; the joint probability is not a function of the registration transformation T but consists solely of the prior probability. Consequently, the registration by maximisation of the mutual information is no longer possible. In this special case, the registration may be achieved by using the prior joint probability p ⴱ(A,B) and maximising the log likelihood of the two images, as proposed by Leventon and Grimson [17] for global registration or, alternatively, by using the prior joint probability p ⴱ(A,B) to extract the conditional probability p ⴱ(A兩B) and maximising the grey level correspondence, as proposed by Maintz et al. [10] for local registration. We propose a combination of the classical …l ˆ 1† and the prior based …l ˆ 0† approach, assessed by 0 ⬍ l ⬍ 1: The joint probability, used for calculating the mutual information, is thus a combination of the floating joint probability and the prior joint probability. The registration concept, i.e. maximisation of the mutual information, is therefore preserved, while the additional prior joint probability, which is not a function of the transformation T, increases the statistical power of the joint intensity distribution and provides additional guidance to the registration process. The prior joint probability p ⴱ(A,B) may be obtained once and for all from a pre-registered training set, if the intensity distributions of the training images are similar to the distributions of the images undergoing registration. Because this may generally not be the case, we propose to estimate the prior p ⴱ(A,B) from the coarsely pre-registered images and use it in the registration of the sub-images. The right column in Fig. 3 illustrates the registration functions obtained by this approach. The prior joint probability p ⴱ(A,B) was estimated by binning the intensity pairs from the whole coarsely registered images, excluding the central sub-images for which the responses are given. In this way, the statistical power was increased by the additional information from the coarsely registered images. Consequently, the interpolation artefacts were minimised, as illustrated by the smooth responses, obtained at all resolutions and for both 64 and 16 bin histograms. This approach to the estimation of the joint probability is incorporated into the hierarchical scheme (Fig. 2). At each level, the prior joint intensity p ⴱ(A,B) is incrementally improved after the registration and global interpolation and then used for local registration at the subsequent lower level. 2.4. Local registration consistency In our hierarchical registration scheme, very few
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constraints are imposed on the deformation field with the aim to achieve a precise and truly local registration, independent of the nearby displacements. Because a correct registration at each level in the hierarchy is crucial for the successful subsequent registrations at the lower levels and thus for the overall registration accuracy, the possible local registration errors should be detected and removed prior to the elastic interpolation. Usually, only a geometric consistency test, by which a geometric constraint is imposed on the deformation field, is carried out to detect possible local mismatches. However, because the geometric consistency test does not detect the mismatches showing small geometric displacements, we employ two additional consistency tests, i.e. the similarity and optima distinctiveness consistency tests. By the first test we detect the sub-image pairs whose similarity is low and inconsistent. While by the second test we estimate the distinctiveness of the similarity function optimum of each sub-image pair, by a simple analysis of the similarity measure surface, and check its consistency. Therefore, each registered sub-image pair, say (a i,b i); a i 傺 A, b i 傺 B, is characterised by the geometric displacement di, di ˆ 储…xai ; yai † ⫺ …xbi ; ybi †储; defined as the distance between the centroids of a i and b i, by the similarity si, si ˆ Y…ai ; bi †; between the corresponding sub-images a i and b i, and by the distinctiveness oi of the similarity function optimum reached by the optimisation procedure. Following the method described in Ref. [18], we define oi as: v��������������������������������� uY u K K …7† …Y…ai ; bi † ⫺ Y…ai ; k bi †† oi ˆ t kˆ1



where b i are K sub-images whose centres lie on a circle. The origin of the circle with radius 1 is in the centre of subimage b i. The three consistency tests are carried out in the following sequence: k



1. Geometric consistency test: In the set of registered sub-image pairs mark all geometrically inconsistent subimage pairs (a i,b i), i.e. the pairs whose geometric displacement di exceeds a pre-specified displacement threshold D. 2. Similarity consistency test: Mark the sub-image pair (a i,b i), having the smallest similarity si in the set of the unmarked sub-image pairs, if the similarity si does not fulfil the smallest value consistency condition (Eq. (8)). Repeat this step until the smallest value consistency condition is fulfilled. 3. Optimum distinctiveness consistency test: Mark the subimage pair (a i,b i), having the smallest optimum distinctiveness oi in the set of the unmarked sub-image pairs, if the optimum distinctiveness oi does not fulfil the smallest value consistency condition (Eq. (8)). Repeat this step until the smallest value consistency condition is fulfilled. The smallest value, say vi, in a set of values v ˆ
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Fig. 4. Responses of the normalised mutual information to translation of ^32 pixels, i.e. 1/8 of the sub-image size, of progressively sub-sampled images A and B from Fig. 1. Thin lines denote the responses obtained by histograms with 64 bins, while thick lines denote the responses obtained by histograms with 16 bins.



…v1 ; v2 ; …; vN † fulfils the consistency condition if it is higher than the lower confidence limit: v i ⬎ m ⫺ Ls



…8†



where m and s are the mean and standard deviation of all, except the i th, values in the set v, while L denotes a pre-specified consistency parameter. The centres of the unmarked sub-image pairs, which are supposed to be accurately registered, are used for the elastic interpolation.



The parameters txx, txy, tx, tyx, tyy and ty are representing the linear affine transformation, while the parameters txi and tyi are representing the weights of the non-linear radial interpolation function U:



The transformation functions Tx(x,y) and Ty(x,y) provide a smooth interpolation as they minimise the functional J: " 2 !2 !2 !2 # ZZ 2 Tx 22 Tx 22 T x ⫹2 ⫹ Jˆ dx dy 2x 2y 2x2 2y2 R2



2.5. Elastic interpolation To interpolate between the centres of the registered subimages (Fig. 2), we use the elastic thin-plate splines technique [19]. The method has an elegant algebra expressing the approximation of a physical bending of a thin metal plate on point constraints. The transformation TpsTn is defined from two sets of n corresponding centres (xi,yi) of the registered sub-images (a i,b i) that passed the three consistency tests: 0



x ˆ T x …x; y† ˆ txx x ⫹ txy y ⫹ tx ⫹



n X



txi U…储…xi ; yi † ⫺ …x; y†储†



iˆ1



y 0 ˆ Ty …x; y† ˆ tyx x ⫹ tyy y ⫹ ty ⫹



n X



tyi U…储…xi ; yi † ⫺ …x; y†储†



iˆ1



…9†



…10†



U…r† ˆ r2 log r2



⫹



"



ZZ R2



22 Ty 2x2



!2



22 Ty ⫹2 2x 2y



!2



22 Ty ⫹ 2y2



!2 # dx dy …11†



which is a measure of the total amount of bending [19]. 2.6. Shading correction Shading or intensity inhomogeneity is an adverse phenomenon in microscopy and MRI, manifesting itself via large-area intensity variations not present in the original scene [20,21]. In microscopy, for example, shading may arise from inaccurate object preparation, such as varying slice thickness or staining inhomogenities, or from imperfections in the image acquisition process, such as a
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formed on a full grey value range. To minimise the interpolation artefacts, the histogram is slightly blurred by a small triangular window prior to the normalisation to the probabilities. The reader is referred to Ref. [22] for a detailed description of the shading correction method.



3. Experiments and results 3.1. Testing the joint probability estimation



Fig. 5. Simulation of the elastic deformation. The sub-images …64 × 64 pixels), used for testing the registrations in the presence of elastic deformations, are outlined by squares.



non-uniform background illumination or imperfect optics and video camera. Shading correction is generally needed after image acquisition, because shading effects may hamper the registration process, e.g. the estimation of the joint probability and similarity consistency test. We suppress the shading of an acquired image N by using an additive SA and a multiplicative SM shading component to transform the acquired image N into a corrected image U: Uˆ



N ⫺ SA 1 ⫹ SM



…12†



The shading components SA and SM are approximated by a globally neutralised second order polynomial S: ! ! W2 H2 2 2 ⫹ syy y ⫺ S ˆ sx x ⫹ sy y ⫹ sxy xy ⫹ sxx x ⫺ 12 12 …13† defined by five parameters s; s ˆ …sx ; sy ; sxy ; sxx ; syy † and with its origin in the centre of the image, having width W and height H. The optimal parameters of both components, say sAo and sMo, are found by Powell’s multi-dimensional directional set method and Brent’s one-dimensional optimisation algorithm [16] and minimising the entropy H of the acquired image N:    N ⫺ SA …14† {sAo ; sMo } ˆ argmin H 1 ⫹ SM {sA ; sM } The parameters sAo and sMo define the components SA and SM, respectively, which transform the acquired image N into the corrected image U (Eq. (12)). The entropy H is calculated from the probability distribution, which is estimated by normalisation of the corresponding intensity histogram of the transformed image N. A partial intensity interpolation is used and the histogram is



The classical histogram binning, random re-sampling, and the inclusion of the prior joint probability approaches to the estimation of the joint probability were tested on: (a) progressively smaller images; (b) progressively subsampled images; and (c) randomly, elastically deformed muscle fibre images. The responses of the normalised mutual information to translation over the x-axis for the three approaches to joint probability estimation and progressively smaller images are illustrated in Fig. 3. The results were discussed during the explanation of the approaches in Section 2.3. The responses to progressive image sub-sampling are shown in Fig. 4. The sub-image, 256 × 256 pixels large and in the centre of the original image (760 × 512 pixels) illustrated in Fig. 1, was sub-sampled by the factors of 4, 16, and 64. The prior joint probability p ⴱ(A,B) was estimated from the sub-sampled original image excluding the central sub-image. Similarly as with the progressive image sub-division, it can be seen that the reduction of the statistical power caused by image sub-sampling makes the interpolation artefacts more pronounced, especially when estimating the probabilities by the simple histogram binning. The random re-sampling approach may reduce the adverse effects, but the approach using the prior joint probability is even more efficient. It yields smoother responses with larger capturing ranges and thus enables a correct registration by sampling less intensity pairs and also when starting further from the optimum. To further compare the three approaches to joint probability estimation, we have quantitatively tested their influence on the accuracy of the registration of small sub-images. For this purpose, we used five pairs (A–B) of registered muscle fibre images …256 × 256 pixels, 8 bit). The image B was elastically deformed by using five points and the thin-plate spline technique, as illustrated in Fig. 5. The four corner points were fixed, while the central point in image B was randomly (uniform distribution) displaced within a circular neighbourhood having a radius of 32 pixels. In this way, the image B was elastically transformed into image B 0 by a known displacement of its central point. Then, the central sub-images …64 × 64 pixels) of images A and B 0 were registered by the affine transformation and the registration error of the central point was determined. Histograms with 16 bins were used. The prior joint probability p ⴱ(A,B) was estimated from the image A and the deformed
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Fig. 6. The results of registrations, given for the original sub-image resolution, i.e. 64 × 64 pixels (top charts), and sub-sampled sub-images, i.e. 32 × 32 samples per sub-image (bottom charts). The elastic deformations and the corresponding registration errors are given in pixels.



image B 0 excluding the central sub-images. This experiment was repeated 500 times (100 times per each image pair) for each joint probability estimation method and for both the original sub-image resolution …64 × 64 pixels) and for the sub-images sub-sampled by a factor of 4 …32 × 32 samples per sub-image). The obtained results, plotted as scatter charts between the central point displacements and the corresponding registration errors, are given in Fig. 6. The registration errors were expressed by the distances between the simulated displacements and displacements found after registration. On each scatter chart, two main clusters can be identified. The clusters along the horizontal axes are formed by the correct registrations, while the clusters off the horizontal axes are formed by the false registrations. It can be seen that using the original images, i.e. the ones which were not subsampled (Fig. 6, top charts), the highest amount of correct registrations was obtained by the inclusion of the prior joint probability. By this approach 82% of registrations were accurate (up to 2 pixels). By the classical histogram binning and random re-sampling approaches, 50 and 53%, respectively, of registrations were correct. By inspecting the scatter charts it can also be seen that, as long as the elastic deformations are less than 13 pixels for the histogram binning and random re-sampling approach and less than 20 pixels for the approach using the prior joint probability, there are almost no false registrations. This again indicates that the estimation of the joint probability using the inclusion of the prior joint probability performs best of the three approaches. The results, obtained by using the sub-sampled



images, even stronger illustrate the superior performance of the prior joint probability approach (Fig. 6, bottom charts). With this method 63% of registrations were accurate (up to 2 pixels), while with other two methods 26 and 43% of registrations were correct. False registrations, which started to appear at deformations for 2, 10, and 15 pixels, show that the capturing ranges, using sub-sampled sub-images, are smaller than the capturing ranges using the original images. The histogram binning approach shows the smallest capturing range due to a number of local maxima in the registration function. However, with the prior joint probability approach, the capturing range is still high, i.e. 15 pixels, corresponding to approximately 1/4 of the sub-image size. 3.2. Testing the overall performance The overall performance of the proposed hierarchical elastic registration method was tested on an experimental database of muscle fibre images. In total 40 image stacks, each containing three images …760 × 512 pixels, 8 bit) of serial cross-sectional slices, stained for ATPase activity at pH 9.4, 4.6, and 4.3, formed the experimental database [12]. Each image stained for ATPase pH 9.4 was considered the reference image and named image A to which the two corresponding subsequent images, named B (ATPase pH 4.6) and C (ATPase pH 4.3), were to be registered. Prior to registration, the images were corrected for shading. 3.2.1. Implementation details By the hierarchical registration scheme (Fig. 2) the input
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Fig. 7. Percentages of successful registrations of slices B to A (B–A), slices C to A (C–A), and slices B to A and C to A (C–B–A), after each level in the hierarchy.



images were first globally registered by the affine transformation. On levels 2, 3, and 4, the registered images from the corresponding preceding levels were sub-divided into 4 …380 × 256 pixels), 16 …190 × 128 pixels), and 64 …95 × 64 pixels) sub-images, respectively, registered by the affine transformation, and smoothed by the elastic thin-plate spline technique TpsTn (Eq. (9)). The number of samples per subimage, used to estimate the joint probability distribution, was 95 × 64 in all levels of the hierarchy, i.e. the subsampling rates were 64, 16, 4, and 1 in the 1 st, 2 nd, 3 rd, and 4 th level, respectively. The estimation of the joint probability distribution was performed by random re-sampling and by including the additional prior joint probability. A histogram with 16 bins was used. Random re-sampling was carried out before the registration. The prior joint intensity histogram was obtained from the whole image except the sub-image. During the registration of each sub-image pair, its floating probability was added to the pre-calculated prior. The weighting parameter l (Eq. (6)), which defines the trade-off between the floating and the prior probability,
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was set to 1, 1/4, 1/16, and 1/64, i.e. it corresponded to the ratio between the size of the sub-image at a given level and the size of the entire image. Thus, the smaller the sub-image, the more global and less local information was used to compute the normalised mutual information. Local registration consistency was tested prior to the elastic interpolation at the 3 rd and 4 th levels in the hierarchy by using the following parameters: K ˆ 16; 1 ˆ 3%; D ˆ 25%; and L ˆ 2 (1 and D are given in % of the smallest sub-image dimensions at each level). In Eq. (7), the K th root of each multiplication term Y(a i,b i) ⫺ Y(a i, kb i) was taken before the multiplication because of numerical reasons. If any multiplication term Y(a i,b i) ⫺ Y(a i, kb i) was negative, the local optimisation was restarted from the corresponding point in the parametric space, because in this case the optimum was not global but local. 3.2.2. Performance testing The registration results were examined after each level in the hierarchy (Fig. 2). In each of the 40 stacks, the images B and C were registered to the corresponding image A. This resulted in a total of 80 global registrations at each level, while each global registration at levels 2, 3, and 4 consisted of additional 4, 16, and 64 registrations of sub-images, respectively. Because there was no gold standard available, the registration results were determined by subtracting the registered images and visually examining the difference image. If a good (approximately 80%) overlap of all corresponding fibres was found, the registration was considered successful. If in a given stack the corresponding fibres overlapped after both registrations (B to A and C to A), the stack was considered to be successfully registered. 3.2.3. Results A bar chart in Fig. 7, which illustrates the percentages of successful registrations after each level in the hierarchy,



Fig. 8. Elastic registration of muscle fibre images.
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tissue, as a consequence of shading correction and registration.



4. Discussion



Fig. 9. Joint intensity histograms of the images from Fig. 8 obtained after image acquisition, shading correction, and registrations at individual levels in the hierarchy.



shows a gradual improvement of the registration results due to progressive subdivision, local registration, and elastic interpolation. After the 1 st level, i.e. after the global affine registration, 53% of the stacks were successfully registered. Registering slices C to A resulted in 63%, while registering slices B to A resulted in 55% locally successful registrations. After the 2 nd level, the amount of successful registrations was 60% registering slices B to A and 70% registering slices C to A, but the percentage of successfully registered stacks was the same as after the 1 st level. After the 3 rd level, 90 and 88% of slices B to A and C to A, respectively, were successfully registered, resulting in 78% of successfully registered stacks. After the final, 4 th level, the amount of successful registrations further increased and reached 95% when registering slices B to A and 100% when registering slices C to A, yielding 95% of successfully registered stacks. Fig. 8 shows an example of the elastic registration of two serial slices. The transformation grid illustrates the high elastic deformation between the two images. The performance of the registration may be judged from the edge difference images, showing the amount of fibre overlapping before and after the elastic registration. In Fig. 9, we illustrate the corresponding joint intensity histograms of the images from Fig. 8, obtained after image acquisition, after shading correction, and after registrations at individual levels in the hierarchy. The joint histograms clearly show a gradual formation of three clusters, two corresponding to the two different fibre types and one to the bright connective



Global curved registration of images may be obtained by a hierarchical procedure in which the images are progressively subdivided, locally registered, and elastically interpolated. To increase the speed at coarser levels in the hierarchy and to enable the registration of finer details, large sub-sampling rates and small sub-images, respectively, are required. However, the application of large subsampling rates and small sub-images in mutual information based registration leads to the reduction of the statistical power of the joint intensity histogram, causing serious artefacts in the similarity functional. The artefacts may be reduced, i.e. the smoothness of the similarity functional may be increased, by random re-sampling one of the images. Even smoother registration functions and larger capturing ranges may be obtained by the proposed combination of the floating and prior joint probabilities. The first question with respect to the proposed approach is: how similar must the distributions of the prior and floating probability be to have a desirable effect on the mutual information based registration? According to our experience and the obtained results, the higher is the similarity the more accurate is the registration. This leads to the second question: how to obtain a prior joint probability similar enough to the floating probability? The prior joint probability may be obtained before registration, once and for all, from a set of training images if their intensity distributions are similar to the distributions of the images undergoing registration. If such a set of training images is not available or if it cannot provide a usable prior joint probability, the prior may be derived during the hierarchical registration from the coarsely pre-registered images. We followed the latter strategy and showed that such a coarse estimation of the prior joint probability and its subsequent combination with the floating probability smoothes the similarity functional and also yields wider capturing ranges. The weighting parameter l , which defines the trade-off between the floating and the prior probability, should correspond to the ratio between the size of the sub-image at a given level and the size of the entire image. Thus, the smaller the sub-image, the relatively more global and less local information will be used to compute the mutual information. In the proposed registration scheme (Fig. 2), the prior joint probability is gradually improved after each level in the hierarchy, providing both wide capturing ranges at the coarser levels and good registration accuracy at the finest level. The overall performance of the registration method, which may be hampered by the artefacts in image content, was improved by employing consistency constraints on the deformation field, on the similarities between the locally registered sub-images, and on the distinctiveness of the
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local similarity measure optima. In addition, shading correction of the acquired images was proposed prior to registration with the aim to reduce the adverse shading effects on the estimation of the prior joint probability, on the similarity consistency test, and on subsequent quantitative image analysis. The proposed method was tested on an image database of 40 stacks, each containing three images of differently stained serial human muscle cross-sections. Elastic registration of muscle fibre images is a prerequisite for automatic muscle fibre classification [12]. There are two important features of this particular registration problem. First, due to the histochemical staining, the serial cross-sectional muscle fibre images express no linear correlation between their intensities. Second, because of the morphological distortion, that is inherently related to sample preparation, the geometric deformations of the images under study are likely to be non-linear and may even be discontinuous. Therefore, standard similarity measures, such as the correlation coefficient, may not provide a reliable registration, since they require a linear dependence between the intensities of the two images to be registered. On the other hand, a parametric geometric transformation, able to eliminate the geometric distortions, is not practically feasible because of the high number of parameters that are required to reach a sufficient elasticity. We have recently addressed this problem by using the mutual information as a similarity measure, comparing different registration transformations, and studying a hierarchical approach to elastic registration [12]. It has been shown that the mutual information is an appropriate measure for this registration task and that an elastic transformation is generally needed to achieve a practically feasible registration. Moreover, the hierarchical registration scheme in which the images were progressively subdivided, locally registered, and elastically interpolated has been found to be a promising approach to elastic registration. However, the problem we were faced with was the unreliable registration of small sub-images, calling for an efficient local estimation of the joint probability. By including the prior joint probability that enabled the usage of four instead of three hierarchical levels, additional registration consistency testing, and shading correction, the hierarchical registration method yielded 95% of successfully registered stacks, a great improvement over the 80% reported in our previous study [12]. The presented automatic registration method may therefore be a valuable tool for enhancing the speed and reproducibility of muscle fibre classification and segmentation, which are to be carried out by combining the information from the registered differently stained serial cross-sections. The method described in this paper may have applications beyond the registration of serial transverse sections of muscle fibres. The inclusion of prior information is an important break through, which may enable routine use of the mutual information cost function in a variety of 2D and 3D image registration algorithms in the future.
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