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Abstract. In this contribution, we describe a hardware platform for evolving a fuzzy system by using Fuzzy CoCo-a cooperative coevolutionary methodology for fuzzy system design-in order to speed up both evolution and execution. Reconfigurable hardware arises between hardware and software solutions providing a trade-off between flexibility and performance. We present an architecture that exploits the dynamic partial reconfiguration capabilities of recent FPGAs so as to provide adaptation at two different levels: major structural changes and fuzzy parameter tuning.
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Introduction



Nature has long inspired scientists from many disciplines, but it is only very recently that technology is allowing the physical implementation of bio-inspired systems. Nowadays a non negligible part of the computer science is devoted to build and develop new bio-inspired systems and most of them yield quite good performance, but often even their creators do not know why and how such systems work since they perform opaque heuristics. Fuzzy systems are an exception among these approaches since they might provide both good results and interpretability of them. Nevertheless, the construction of fuzzy systems is a hard task involving a lot of correlated parameters, which are often submitted to several constraints to satisfy linguistic criteria. Evolutionary algorithms fit well to such a task [4]. Fuzzy CoCo is an evolutionary technique, based on cooperative coevolution, conceived to produce accurate and interpretable fuzzy systems [3]. Three approaches to implement fuzzy systems exist: microprocessor-based (or software), dedicated ASIC, and FPGA-based solutions. Maximum flexibility can be reached with a software specification of the full system; however, fuzzy systems are highly parallel and microprocessor-based solutions perform poorly as compared to their hardware counterparts. Dedicated ASIC is the best solution for achieving performance, but such an approach reduces dramatically the adaptability of the system [1]. Finally, FPGA-based systems provide both higher



performance for parallel computation than software solutions and enhanced flexibility, compared to ASIC, thanks to their dynamic partial reconfiguration (DPR) feature [7]. They constitute thus the best candidate for evolving hardware. Moreover, their run-time reconfiguration features can be used to reduce execution time by hardwiring computationally intensive parts of the algorithm [2]. In this paper we propose a hardware platform for evolving fuzzy systems by using Fuzzy CoCo in order to speed up both evolution and execution while offering equivalent performance. The rest of this section presents an introduction to Fuzzy CoCo and a brief description of dynamic partial reconfiguration on FPGAs. Then, Section 2 describes our hardware platform. In Section 3 we describe the genome used to encode our system. Section 4 presents the experimental setup and results of the simulated platform. Finally, Section 5 contains a discussion about the possibilities and limitations of the platform, gives some directions for further work, and concludes. 1.1



Fuzzy CoCo



Fuzzy CoCo is a Cooperative Coevolutionary approach to fuzzy modeling, wherein two coevolving species are defined: database (membership functions, MFs hereafter) and rule base. In Fuzzy CoCo, the fuzzy modeling problem is solved by two coevolving cooperative species. Individuals of the first species encode values which define completely all the MFs for all the variables of the system. Individuals of the second species define a set of rules of the form: if (v1 is A1 ) and . . . (vn is An ) then (output is C),



where the term Av indicates which linguistic label of the fuzzy variable v is used by the rule. The two evolutionary algorithms used to control the evolution are instances of a simple genetic algorithm. The genetic algorithms apply fitnessproportionate selection to choose the mating pool, and apply an elitist strategy with an elitism rate Er to allow a given proportion of the best individuals to survive into the next generation. Standard crossover and mutation operators are applied with probabilities Pc and Pm , respectively. An individual undergoing fitness evaluation establishes cooperation with one or more representatives of the other species, i.e., it is combined with individuals from the other species to construct fuzzy systems. The fitness value assigned to the individual depends on the performance of the fuzzy systems it participated in. Representatives, or cooperators, are selected both fitness-proportionally and randomly from the last generation since they have already been assigned a fitness value. In Fuzzy CoCo, Ncf cooperators are selected according to their fitness and Ncr cooperators are selected randomly from the population. For a more detailed exposition of Fuzzy CoCo see [3]. 1.2



Dynamic partial reconfiguration on FPGAs



FPGAs [5] are programmable logic devices that permit, by software reconfiguration, the implementation of digital systems. They provide an array of logic cells that can be configured to perform a given logic function by means of a



configuration bitstream. Some FPGAs allow performing partial reconfiguration, where a reduced bitstream reconfigures only a given subset of internal components. Dynamic Partial Reconfiguration (DPR) is done while the device is active: certain areas of the device can be reconfigured while other areas remain operational and unaffected by the reprogramming [7]. For the Xilinxs FPGA families Virtex, Virtex-E, Virtex-II, Virtex-II Pro (applicable also for Spartan-II and Spartan-IIE) there are two documented flows to perform DPR: Module Based and Difference Based. With the Difference Based flow the designer must manually edit low-level changes such as: look-up-table equations, internal RAM contents, I/O standards, multiplexers, flip-flop initialization and reset values. A partial bitstream is generated, containing only the differences between the before and the after designs [8]. For complex designs, the Difference Based flow results inaccurate due to the lowlevel edition in the bitstream generation. The Module Based flow allows the designer to split the whole system into modules. For each module, the designer generates a configuration bitstream starting from an HDL description and going through the entire implementation independently of other modules. A complete initial bitstream must be generated, and then, partial bitstreams are generated for each reconfigurable module. Hardwired Bus Macros must be included. These macros guarantee that each time partial reconfiguration is performed the routing channels between modules remain unchanged, avoiding contentions inside the FPGA and keeping correct inter-module connections.
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Our evolvable FPGA platform



The proposed platform consists of three parts: a hardware substrate, a computation engine and an adaptation mechanism, as described in [6]. The hardware substrate supports the computation engine. It must provide good performance for real-time applications and enough flexibility to allow fuzzy system evolution through the adaptation mechanism. The substrate must permit to test different possible modular layers in a dynamic way. As mentioned before, programmable logic devices such as FPGAs appear as the best solution providing high performance thanks to their hardware specificity, and a high degree of flexibility given their dynamic partial reconfigurability. The computation engine constitutes the problem solver of the platform. We have chosen fuzzy systems given their ability to provide not only accurate predictions, but interpretability of the results. Other computational techniques are not excluded, such as filters, oscillators, or neural networks. Further details are presented in Section 2.2. The adaptation mechanism provides the possibility to modify the function described by the computational part. Two types of adaptation are allowed: major structural modification and parameter tuning. We keep modular our architecture in order to allow structural adaptation as described in detail in [6]. Herein, we concentrate in parameter tuning.



BUS MACRO



MAX_very_low



in1



MAXIMUM



MAX_low



in2



MAXIMUM



MAX_high in3



MAXIMUM



MAX_very_high in4



Default rule



Fig. 1. Schematic of the evolvable fuzzy platform.



2.1



The adaptation mechanism



In our architecture, parameter tuning implies modifying lookup tables (LUTs) functions. We use Difference-based reconfiguration flow since only small modifications are performed. This fact involves two advantages: (1) minimization of the reconfiguration bitstream size and hence the reconfiguration time, and (2) allowing the posibility of automatically generating the bitstream. To achieve that, we created three hard macros using LUTs for each evolvable part of our platform: the input MFs parameters, the inference rules, the aggregation configuration and the output MFs parameters. By using hard macros location constraints, we can locate each LUT and hence modify it by using Difference-Based reconfiguration as described in [7].



2.2



The fuzzy computation engine



Our fuzzy architecture consists of three layers: (1) Fuzzification that transforms crisp input values into membership values. (2) The rule-based inference, which computes the firing of each fuzzy rule, providing an activation level for one of the four output MFs. As several rules can propose the same action—i.e., the same output MF—the output fuzzy values are aggregated by using an aggregation operator, e.g., maximum. Finally, (3) Defuzzification produces a crisp output from the resulting aggregated fuzzy set. We merge inference and defuzzification into a single physical module since the latter is static. Figure 1 shows a top level view of the platform.



2.3



Fuzzy model setup



Our implementation has 4 input variables with 3 triangular MFs each. The inference layer contains 20 rules that take up to 4 input fuzzy values from different input variables. Anyway, the system is easily scalable for increasing the number of inputs or rules. For the sake of interpretability, we add a default rule, whose effect is important when the other rules are not very active. In our implementation, the default rule has a fixed activation level encoded by the genome. One of the most commonly used defuzzification methods is the Center of Areas (COA), which is very costly since it includes division. We propose an iterative method and the use of rectangular ouput MFs for this stage. Below we provide more details on these issues. Fuzzification Taking into account semantic criteria, consecutive MFs of a given input variable are orthogonal [3]. The whole variable is, thus, defined by means of three parameters, say p1 , p2 and p3 , defining the function edges as shown in figure 2.(a). Each parameter represents a key point and is taken from the LUTs. To compute the fuzzy membership value, we propose an iterative approach. The graphic and the pseudocode shown in figure 2, describe an example of fuzzification, for the second MF of a variable, of an input value between p2 and p3 .



pointer = P2; result = 15; while pointer < data loop pointer = pointer + discr; result = result - 1; end loop; return result; Fig. 2. Fuzzification algorithm from Section 2.3



Rules For maximum flexibility, we require rules able to include fuzzy and and or operators (i.e., respectively minimum and maximum). As explained in section 2.1, we have created a hard macro that uses only LUTs to compute any combination of and and or operators on 4 fuzzy values chosen among 16 input values. The figure 3 shows an implementation of the minimum between two 4-bit values a and b. Aggregation As mentioned before, the activation level of each MF output corresponds to the aggregation of all the rules proposing such MF as output. As shown in figure 1, the maximum number of rules for each output MF is five. However, we allow the merging of two consecutive output MFs, which has the double effect of increasing the limit of rules per MF and decreasing the number of available output MFs.



Fig. 3. Implementation of a 4-bits minimum operator. Each rectangle represents a LUT taking 4 bits as input. The macro is made up of three layers (D, S and V) and four stages (one per bit). The layer D indicates to the next stage whether a decision can be made or not. Once a decision is made, further D units transmit this fact. The layer S indicates which value, a or b, is chosen by the multiplexer V.



Defuzzification In our architecture, we consider 4 rectangular output MFs, as those shown in figure 4. This form, intermediate between singletons and triangular MFs, allows the use of an iterative algorithm to approximately computing the center of areas. Although this method increases latency, it reduces logic and can be efficiently pipelined. The defuzzification process is made up of two steps: (1) the first step computes the total area, (2) the second one, illustrated by the pseudocode in figure 4, iterates until reaching the half of the total area.



area = 0; pointer = 0; while area < totalArea/2 loop pointer = pointer + 1; area = area + aggr(pointer); end loop; return pointer; Fig. 4. Rectangular defuzzification MFs and defuzzification pseudocode. Note that, in the pseudocode, aggr() is a function that returns the activation level of the current output linguistic value. Moreover, totalArea was previously computed by the first step of the algorithm that differ only in its end criterion.



3



Genome encoding



Figure 5 illustrates our genome encoding. The i-th input variable is defined by three 8-bit parameters: Pi1 , Pi2 and Pi3 (Section 2.3). For simplicity purposes, we have pre-assigned five rules to each output linguistic value. The genome must



describe the connections between the input MFs and the rules. Encoding the kth rule requires five parameters: four 2-bit antecedent values, Akj , to choose the applicable MF and one bit, tk , for the type of operator. The default rule is encoded by two parameters: one 4-bit value, dr, for its activation level and one 2bit value, dra for its consequent. The aggregation needs four 2-bit parameters, Ml with l = 1, 2, 3, 4, that indicate the value to be chosen for each output linguistic value among the original and the merged results (Section 2.3). The output MFs are completely encoded by three 8-bit values P o1 , P o2 and P o3 that represent their boundaries (See figure 4). The genome of the first individual, encoding 4 input variables, is 96 bits long. The genome of the second individual, encoding 20 active rules, the default rule, 4 aggregated MFs and an output variable, is 218 bits long.



Fig. 5. A schematic view of the genome describing the controller.



4 4.1



Platform simulation and results Setup



The experimental setup consists of two parts : (1) a Matlab simulation of the migration of a fuzzy system individual (FSI) from software to hardware implementation, (2) a Matlab simulation of the evolved hardware implementation. Migration of an FSI from software to hardware implementation: by using Fuzzy CoCo evolution, we ran 50 evolutions using the software fuzzy system in order to generate 50 FSIs using at most 10 rules. Then, we compared performances of both the hardware and the software fuzzy system for all these individuals. Performances of evolved hardware implementation: in this case, the performances are compared on the basis of two different individuals, each of them being specially evolved for a given implementation. We ran 48 evolutions with different parameters combinations. We chose the Iris problem as benchmark since it was already used for evaluating Fuzzy CoCo [3]. Fisher’s Iris data is a well-known classification problem consisting of feature measurements for the speciation of iris flowers. In order to test our system performances, we reused the Matlab Fuzzy CoCo simulations, but another fuzzy system was implemented. This system takes into account all the constraints imposed by the hardware implementation, as described in Section 2.3, except the default rule activation level that is fixed to 2 (i.e. 13%) in the simulation. Therefore, one could consider the real system more flexible than the simulated one. We consider the overall percentage of correctly classified cases over the entire database as performance metric.



4.2



Results



Migration of an FSI from software to hardware implementation The overall performance loss in this case is about 8.4%, but it should be observed that the standard deviation of these results is high (6.85%). Some individuals perform the same in both implementations while others make the hardware system loose 20% of accuracy, as shown in table 1. Table 1. Comparison between software and hardware implementation performances for the same individual. The best and worst cases are given according to the hardware performance in comparison with the software using the same individual.



Mean Best Worst Std dev



Software Hardware Loss 97.6 89.5 8.31 96.7 96.7 0.0 97.3 75.3 22.6 0.9 6.3



Performances of evolved hardware implementation The experiment shows that the hardware can reach almost the same accuracy as the software implementation. Table 2 shows the experimental results. Table 2. Comparison between evolved software and hardware implementation performances after 100 generations. The best and worst cases are the overall best and worst performances of both implementations. Software Hardware Loss Mean 97.6 97.4 0.14 Best 99.3 98.7 0.66 Worst 95.4 94 1.4 Std dev 1 0.9



The mean values are almost the same although the software implementation performs slightly better with its best and worst individuals. One may notice that the evolution allows a great reduction of the hardware standard deviation. Figure 6 provides a synthetical view of both implementations performances.
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Conclusions and further work



In this paper, we have presented a fuzzy hardware platform intended to be evolved by using Fuzzy CoCo. We described the three parts of the platform : the hardware substrate, the computation engine and the adaptation mechanism and how they can be merged. We presented experimental setup and results that show that our platform can reach almost the same performance as a software implementation of Fuzzy CoCo.
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Fig. 6. Summary of results of 48 evolutionary runs on both evolved implementations (hardware on the left, software on the right). The histogram depicts the number of systems exhibiting a given mean accuracy value on the complete database.



Our promising results have incited us to engage in further investigation of this approach. We are currently pursuing three lines of research : (1) refining the implementation in order to allow on-chip evolution; (2) implementing more challenging applications, especially by increasing our platform size; (3) experimenting hybrid systems (e.g. fuzzy neural networks). An on-chip evolution would require a processor inside the device being reconfigured, but it would make our platform completely autonomous. Such a capability combined with a larger platform would allow more challenging applications, especially in the robotics field.
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