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A DUALITY APPROACH FOR THE BOUNDARY VARIATION OF NEUMANN PROBLEMS∗ DORIN BUCUR† AND NICOLAS VARCHON‡ Abstract. In two dimensions, we study the stability of the solution of an elliptic equation with Neumann boundary conditions for nonsmooth perturbations of the geometric domain. Using harmonic conjugates, we relate this problem to the shape stability of the solution of an elliptic equation with Dirichlet boundary conditions. As a particular case, we prove the stability of the ˇ ak’s solution under a topological constraint (uniform number of holes), which is analogous to Sver´ result for Dirichlet boundary conditions. Key words. boundary variation, Neumann problem, shape optimization, stability AMS subject classiﬁcations. 35J20, 35B20 PII. S0036141002389579



1. Introduction. An interesting question arising in shape optimization concerns the stability of the solution of a partial diﬀerential equation (PDE) for nonsmooth variations of the geometric domain. Various papers in the literature deal with PDEs with Dirichlet boundary conditions, while very few results can be found for PDEs with Neumann boundary conditions. Several reasons may explain this situation, but maybe the most important is that for a nonsmooth open set Ω a function of the Sobolev space H 1 (Ω) might not have an extension outside Ω. The purpose of this paper is to give a quite general method, based on duality, for the study of the shape stability of the weak solution of a linear elliptic problem with homogeneous Neumann boundary conditions. Given two bounded open sets Ω ⊆ D ⊆ R2 , a ∈ L∞ (D), a ≥ 0, and h ∈ L2 (D), we consider the following problem:  −  uΩ,h + a(x)uΩ,h = h in Ω, (1) ∂uΩ,h ∂n = 0 on ∂Ω. In order to handle easily the compatibility conditions on regions where a vanishes, we 2 2 suppose  that h(x) = a(x)f (x) + g(x), where f ∈ L (D) and g ∈ L (D), supp g ⊆ Ω, and C gdx = 0 for every connected component C of Ω. We study the stability of the solution uΩ,h for perturbations of the geometric domain Ω inside D, i.e., the “continuity” of the mapping Ω → uΩ,h . We point out that we consider only weak solutions of (1) (see the precise deﬁnition in section 2); those solutions are classical only if Ω, a, and h are regular enough. The family of domains is endowed with the Hausdorﬀ complementary topology (see [7, 24, 25]), which has good compactness properties and allows nonsmooth perturbations of the boundaries. We are particularly interested in dealing with nonsmooth domains, like domains with cracks or with boundaries of strictly positive measure. For this reason, the functional spaces where the weak solutions are deﬁned play a ∗ Received by the editors January 31, 2002; accepted for publication (in revised form) May 1, 2002; published electronically December 3, 2002. http://www.siam.org/journals/sima/34-2/38957.html † D´ epartement de Math´ematiques, Universit´e de Metz, Ile du Saulcy, 57045 Metz, France (bucur@ poncelet.univ-metz.fr). ‡ Department of Mathematics, Technical University of Denmark, Building 303, DK-2800 Lyngby, Denmark ([email protected]).
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crucial role; one has to pay attention to the fact that extension operators may fail to exist as soon as Ω is not smooth (for example, if Ω has a crack, there is no extension operator from H 1 (Ω) to H 1 (R2 )). In order to compare two solutions on two diﬀerent domains, the following convention is applied: extending by zero on D\Ω, we see uΩ,h and ∇uΩ,h as functions deﬁned on D. The exact sense of those extensions is given in section 2 once the functional spaces where the solutions belong are introduced. Several results can be found in the literature concerning (1) for a ≡ 1, which has a variational solution in the Sobolev space H 1 (Ω). We refer to [10] for a pioneering continuity result obtained under geometric constraints on the variable domains (uniform Lipschitz boundary), which particularly imply the existence of uniformly bounded extension operators from H 1 (Ω) to H 1 (R2 ); the existence of extension operators across the boundary is the key result for the shape continuity. In [23] the shape continuity is established for the same equation in a class of domains satisfying weaker geometric constraints which still insure the existence of a dense set of functions having extensions. A diﬀerent point of view, still for a ≡ 1, based on the Mosco convergence of H 1 spaces, was followed by Chambolle and Doveri in [9]. (In the last section we recall the deﬁnition of the Mosco convergence and the main lines of this issue.) Here, the extension property is replaced by an approximability one: the family of functions of H 1 (Ω) which can be written as strong limits of elements of H 1 (Ωn ) is dense in H 1 (Ω). They proved (in two dimensions) that if Ωn converges in the Hausdorﬀ complementary topology to Ω and the lengths of the boundaries H1 (∂Ωn ) and the number of the connected components of ∂Ωn are uniformly bounded, then uΩn ,h converges to uΩ,h . In [6] a more general result is proved for the same equation (i.e., a ≡ 1): if Ωn converges in the Hausdorﬀ complementary topology to Ω such that the number of the connected components of R2 \ Ωn is uniformly bounded, then shape continuity holds if and only if the Lebesgue measure is stable, i.e., |Ωn | → |Ω|. The purpose of this paper is to investigate the case a ≡ 1 and, in particular, the case when a vanishes on some regions of the plane. For example if a ≡ 0, we observe that the stability of the Lebesgue measure is not anymore a necessary condition for the shape stability of the solutions. We give a set of conditions which is equivalent to the shape stability of (1). The major condition, which in concrete examples is the one diﬃcult to check, is reduced by a duality argument to the study of the shape stability of an elliptic equation with Dirichlet boundary conditions. In particular, we prove the following. Theorem 1.1. Let {Ωn }n∈N such that Ωn ⊆ D and the number of the connected components of Ωcn is uniformly bounded. If Ωcn converges into the Hausdorﬀ metric to Ωc , then, for every admissible right-hand side h in (1), we have that uΩn ,h converges to uΩ,h if and only if |Ωn ∩ {a > 0}|→|Ω ∩ {a > 0}|. The sense of the convergence is deﬁned in section 2. In the extremal case a ≡ 0, ˇ ak [25] for Dirichlet this result is analogous to the compactness-continuity result of Sver´ boundary conditions. In section 2 we introduce the main notation. Section 3 is devoted to the case a ≡ 0 and to the duality argument. The general case a ≥ 0 is discussed in section 4. We ﬁnish the paper with an example and some remarks. 2. Notation and preliminaries. In this section we set the main notation and recall some facts about the (weak) variational solutions of (1). For this purpose, we introduce the functional spaces in which the solutions are searched.
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Let D be a bounded open set in R2 (called design region). Let a ∈ L∞ (D), a ≥ 0, be a ﬁxed function. For every open set Ω ⊆ D we introduce the following functional space:    2 2 2 2 (2) (Ω) = u ∈ L (Ω) : ∇u ∈ L (Ω, R ), u adx < +∞ , L1,2 a loc Ω



where the gradient of u is taken in the sense of distributions. Introducing the equivalence relation   uRa v if |∇(u − v)|2 dx + (u − v)2 adx = 0, Ω



the quotient space



Ω



L1,2 a (Ω)/Ra



:=



L1,2 a (Ω) 



= (u, v)L1,2 a (Ω)



Ω



is a Hilbert space for the scalar product  ∇u∇vdx + uvadx. Ω



Let C be a connected component of Ω and let u, v ∈ L1,2 a (Ω) such that uRa v. Note that if |C ∩ {a > 0}| = 0, then u − v is constant a.e. on C. If |C ∩ {a > 0}| > 0, this constant is zero, i.e., u = v a.e. on C. 1 If a ≡ 1, then L1,2 a (Ω) is nothing else but the usual Sobolev space H (Ω) (see [2]). 1,2 If a ≡ 0, then La (Ω) is the usual Dirichlet space (see [20]). In our paper, if a ≡ 0, the 1,2 1,2 spaces L1,2 (Ω), L1,2 (Ω), respectively. Note a (Ω), La (Ω) will simply be denoted L 1,2 that if a1 ≤ a2 , then the natural injection La2 (Ω) → L1,2 a1 (Ω) is a contraction. Following [19, Corollary 2.2], if Ω is smooth enough (e.g., with Lipschitz continuous boundary and with a ﬁnite number of connected components), then L1,2 (Ω) = H 1 (Ω). If Ω is not smooth, then H 1 (Ω) might be strictly contained in L1,2 (Ω). Observe also that if Ω is not smooth enough, several “well-known” properties of H 1 spaces fail to be true, as, for example, the Poincar´e–Wirtinger inequality. Moreover, there does not exist an extension operator from H 1 (Ω) to H 1 (D), even though the density of C ∞ (Ω) ∩ H 1 (Ω) in H 1 (Ω) remains true (see [18]). In fact, C ∞ (Ω) is no longer dense in H 1 (Ω). Let h ∈ L2 (D) be such that h(x) = a(x)f (x) + g(x), where f ∈ L2 (D) and g ∈ L2 (D), supp g ⊆ Ω, and C gdx = 0 for every connected component C of Ω. Then (1) has a weak variational solution uΩ,h ∈ L1,2 a (Ω) obtained by the minimization of the energy functional    1 1 1,2 2 2 |∇u| dx + u adx − hudx. La (Ω)  u → F (u) = 2 Ω 2 Ω Ω This is an immediate consequence of the Lax–Milgram theorem (see [2, Corollary V.8]). The only point to be veriﬁed is the strong continuity of the mapping  L1,2 (Ω)  u →  af u + gudx. a Ω



Indeed,



           af u + gudx ≤ |af u|dx +  gudx   Ω



≤



 Ω



 12  



au2 dx



Ω



Ω



 12



af 2 dx



+C



 U



U



 12  



|∇u|2 dx



U



 12



g 2 dx



≤ C  |u|L1,2 , a (Ω)
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where C is the constant given by the Poincar´e–Wirtinger inequality applied in H 1 (U )/R ; the smooth set U is chosen such that supp g ⊆ U ⊆ Ω. If Ω, a, and h are smooth enough, every representative in L1,2 a (Ω) of the weak variational solution is also classical. In view of the equivalence relation Ra , on each connected component C of Ω, two classical solutions of (1) are identical if |{a > 0} ∩ C| > 0 and diﬀer by a constant if |{a > 0} ∩ C| = 0. It is not our purpose to ﬁnd the minimal assumptions such that the weak solution is classical (see e.g., [2]); if Ω is of class C 3 and a, h are of class C 1 (Ω), then every representative of the weak solution is classical. If Ω is not smooth, the sense of the Neumann condition on ∂Ω is only weak ; it is implicitly contained in the variational formulation of the problem. One of the main ideas of this paper is to introduce a new equation which is easier to study from the point of view of the shape stability, but which carries most of the information concerning the shape stability of (1). Let B = B(0,  r) be such that 1 B(0, r + δ) ⊆ Ω ⊆ D for some δ > 0 and γ ∈ H 2 (∂B) such that ∂B γdσ = 0. Note 1 that under this last assumption, γ is also an element of the dual of H 2 (∂B)/R . We consider the following equation:  −  vΩ,γ = 0 in Ω \ B,    ∂vΩ,γ (3) ∂n = 0 on ∂Ω,    ∂vΩ,γ on ∂B. ∂n = γ Equation (3) has a unique variational solution in L1,2 (Ω \ B) obtained by the minimization of the energy functional   1 1,2 2 L (Ω \ B)  v → F (v) = (4) |∇v| dx − γvdσ. 2 Ω\B ∂B This is a consequence of the Lax–Milgram theorem and, again, the only point to be veriﬁed is the continuity of the mapping  v → γvdσ. ∂B



This is a direct consequence of the trace theorem and the Poincar´e–Wirtinger inequality applied in H 1 (B(0, r + δ) \ B). The main interest in relating the shape stability of the solution of (1) to the shape stability of the solution of (3) relies on the fact that all solutions of (3) (even in open sets with nonsmooth boundaries) have harmonic conjugates which satisfy a Dirichlet boundary condition, which is easier to handle on varying domains. Several results for the boundary variation of Dirichlet problems, such as those of [4, 7, 15, 25], can be applied. Observe that a new diﬃculty (of diﬀerent type) appears, since the traces of the conjugate functions on the boundary are constant on connected components, but the constants may vary. Nevertheless, in concrete examples, this seems easier to handle, as opposed to directly investigating the stability of the original problem. The sense in which we investigate the continuity of the mappings Ω → uΩ,h



and



Ω → vΩ,γ



is the following. For simplicity, we denote by L2a (D) the usual space of square integrable functions with respect to the measure of density a(x) with respect to the
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 Lebesgue measure, endowed with the scalar product (u, v) = D uv adx. Since the space to which uΩ,h belongs varies with Ω, the following convention is used. We embed the space L1,2 a (Ω) into the following space, which is not dependent on Ω: 2 2 2 L1,2 a (Ω) → La (D) × L (D, R )



(5) by 



u → (˜ u, ∇u),



(6) 



where u ˜(x) = u(x) if x ∈ Ω and u ˜(x) = 0 if x ∈ D \ Ω. In the same way ∇u(x) = 



∇u(x) if x ∈ Ω and ∇u(x) = 0 if x ∈ D \ Ω. Note that ∇u is not the distributional gradient of u ˜.



do not depend ˜ and ∇u Since L1,2 a (Ω) is a quotient space, one has to check that u on the choice of the representative of u. This is true since all representatives of u have the same gradient and coincide on Ω ∩ {a > 0}. If a ≡ 0, of course the space L1,2 (Ω) is embedded in L2 (D, R2 ), since L2a (Ω) ≡ {0}. We denote O(D) = {Ω ⊆ D : Ω open}



and



Ol (D) = {Ω ⊆ D : Ω open Ωc ≤ l}.



Here l ∈ N is ﬁxed, and Ωc denotes the number of the connected components of the complement of Ω. The Hausdorﬀ distance in the family of open subsets of D (called the Hausdorﬀ complementary distance) is given by the following metric: dH c (Ω1 , Ω2 ) = dH (D \ Ω1 , D \ Ω2 ), where



 dH (K1 , K2 ) = max



 sup inf |x − y|, sup inf |x − y|



x∈K1 y∈K2



y∈K2 x∈K1



is the usual Hausdorﬀ distance between two closed sets. It is well known that O(D) Hc



is compact in the Hausdorﬀ complementary topology. Moreover, if Ωn −→ Ω, then (7)



∀K ⊂⊂ Ω, ∃n = nK ∈ N



such that ∀n ≥ nK we have K ⊆ Ωn .



This property has a geometric character and does not require any regularity on Ω (see [24, Lemma 3, p. 32]). A direct consequence is the following: (8)



∀φ ∈ C0∞ (Ω) ∃n = nφ ∈ N



such that ∀n ≥ nφ we have φ ∈ C0∞ (Ωn ).



The characteristic function of a set E is denoted 1E and its Lebesgue measure is denoted |E|. The capacity of a set E is denoted cap(E); we refer to [20] for details concerning capacity and quasi-continuous functions in Sobolev spaces. 3. The shape stability in the case a ≡ 0. In this section we discuss the particular case a ≡ 0. We give, in a ﬁrst step, a proposition relating the shape stability of (1) to the shape stability of (3). In a second step we present the duality method. Using the harmonic conjugates associated to the solutions of (3), we prove the shape stability of (3) for the H c -topology in the family of domains for which the complements have a uniformly bounded number of connected components.
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3.1. Relation between shape stability of (1) with a ≡ 0 and (3). Hc



Proposition 3.1. Let Ωn , Ω ∈ O(D) such that Ωn −→ Ω. The following assertions are equivalent: L2 (D,R2 )   1. For a ≡ 0 and for every admissible h := g, we have ∇u −→ ∇u Ωn ,g Ω,g .  1 2. For every ball B such that B ⊆ Ω and for every γ ∈ H 2 (∂B) with ∂B γdσ =  0 we have ∇v Ωn ,γ



L2 (D,R2 )



−→



 ∇v Ω,γ ,



2



2



(D,R ) n L −→



3. For every u ∈ L1,2 (Ω) there exists un ∈ L1,2 (Ωn ) such that ∇u ∇u. We list condition 3 in Proposition 3.1 because it is useful in the proof of the equivalence between conditions 1 and 2. Proof. 1 ⇒ 3. Let us denote   2 (D,R2 )  . n L −→ Y = ψ ∈ L1,2 (Ω) : ∃ψn ∈ L1,2 (Ωn ) such that ∇ψ ∇ψ



It is suﬃcient to prove that Y is dense in L1,2 (Ω); then 3 follows straightforwardly by a usual diagonal procedure. Let Ψ ∈ L1,2 (Ω) such that Ψ ⊥L1,2 (Ω) Y,



 i.e., Ω ∇Ψ∇vdx = 0 for all v ∈ Y . Let us ﬁx a representative of ψ ∈ L1,2 (Ω). Following property (8) of the Hausdorﬀ convergence, the equivalence class generated by C0∞ (Ω) in L1,2 (Ω) is contained in Y . Hence, for all v ∈ C0∞ (Ω) we have  ∇Ψ∇vdx = 0, and therefore −∆Ψ = 0 in D (Ω). Now let B be a ball such that Ω  ¯ and ¯ gdx = 0 we have, following B ⊂ Ω. For every g ∈ L2 (D), with supp g ⊂ B B condition 1, B gΨdx = 0, so Ψ is constant in B; hence ∇Ψ = 0 in the connected component of Ω which contains B. Applying this argument to every connected component of Ω, we deduce that ∇Ψ = 0 in Ω, i.e., Ψ ≡ 0 in L1,2 (Ω). 3 ⇒ 1. Let g ∈ L2 (Ω) and K = supp g. Let U be a smooth open set such that K ⊂ U ⊂⊂ Ω. Taking uΩn ,g as a test function in (1) and applying the Poincar´e inequality in H 1 (U ), we obtain that the sequence  ∇u Ωn ,g L2 (D,R2 ) is bounded. Up to a subsequence denoted by the same index we have 2



L (D)  ∇u Ωn ,g % (u1 , u2 ).



From property (7) of the H c -convergence, we get that ∀q ∈ C0∞ (Ω, R2 ),



div q = 0,



(u1 , u2 )|Ω , q



H −1 (Ω,R2 )×H01 (Ω,R2 )



= 0.



Applying successively De Rham’s theorem [19, Theorem 2.3] on an increasing sequence of smooth sets covering Ω, there exists u ∈ L2loc (Ω) such that (u1 , u2 )|Ω = ∇u in the distributional sense in Ω. Moreover, from the compact injection H 1 (U ) → L2 (U ) we L2 (U )



have uΩn ,g −→ u. Following condition 3, for every v ∈ L1,2 (Ω) we have     



dx = lim n ∇v n dx = lim ∇u∇vdx = (u1 , u2 ), ∇v gvn dx = gvdx. ∇u Ω



(9)



D



n→∞



D



n→∞



Ωn



Ω
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Hence u|Ω = uΩ,g and, moreover,     2 2   (10) |∇u guΩ,g dx ←−n→∞ guΩn ,g dx = |∇u Ω,g | dx = Ωn ,g | dx. D



U



U



D



 By the uniqueness of the solution of (1), the whole sequence ∇u Ωn ,g converges to 2 2  in L (D, R ). ∇u Ω,g 2 ⇒ 3. Let C be a connected component of Ω and denote 2



2



(D,R )  ⊆ L1,2 (C\B). n L −→ Y = {ψ ∈ L1,2 (C\B) : ∃ψn ∈ L1,2 (Ωn \B) such that ∇ψ ∇ψ}  Let Ψ ∈ L1,2 (C \ B), Ψ ⊥ Y , i.e., C\B ∇Ψ∇vdx = 0 for all v ∈ Y ; let us ﬁx a



representative of Ψ in L1,2 (C \ B). Using property (8) of the H c -convergence we deduce, as above, that −∆Ψ = 0 in D (C \ B). Since every solution vΩ,γ belongs to Y , writing the orthogonality property we get   0= ∇Ψ∇vΩ,γ dx = γΨdσ. C\B



∂B



 1 1 This relation holds for every γ ∈ H 2 (∂B) such that ∂B γdσ = 0. Since H 2 (∂B) is ¯ ∈ L1,2 (C) such that dense in L2 (∂B) we get that Ψ is constant on ∂B. Now let Ψ c H ¯ = Ψ in C \ B ¯ and Ψ ¯ = c a.e. on B. Since Ωn −→ Ω, for every function ϕ ∈ C ∞ (C) Ψ 0 the restriction ϕ|Ω\B¯ belongs to Y, and hence we have  ¯ ∇Ψ∇ϕdx = 0. Ω



Therefore the extension of Ψ by the same constant on B gives a harmonic function constant on a set of strictly positive measure; hence ∇Ψ = 0 on Ω \ B. We conclude ¯ that Y is dense in L1,2 (C \ B). 2 (D,R2 ) n L −→ To prove that for all u ∈ L1,2 (C), there exists un ∈ L1,2 (Ωn ) such that ∇u



we use an argument based on the partition of unity of D. Let ϕ ∈ C ∞ (C) such that ∇u ¯ and ∇v n ˜ϕ+(1−ϕ)˜ vn , where vn ∈ L1,2 (Ω\B) ϕ = 1 on B. Let un = u



0 L2 (D,R2 )



−→



L2 (D,R2 )



 ∇u ¯. |C\B



n −→ ∇u.



So un ∈ L1,2 (Ωn ) and ∇u Now let (Ci )i∈N be the family of all connected components of Ω. Since the set {u ∈ L1,2 (Ω) such that ∇u = 0 on Ci except for a ﬁnite number of i} is dense in L1,2 (Ω) assertion 3 follows. 3 ⇒ 2. The proof follows the same arguments as 3 ⇒ 1 with the remark that every function of L1,2 (Ω \ B) has an extension on L1,2 (Ω). 3.2. Suﬃcient topological constraints for the shape stability of (3). In what follows, we use the harmonic conjugates of the solutions of (3) in order to transform the shape continuity problem for (3) into a shape continuity problem of an elliptic equation with Dirichlet boundary conditions. The main reason for doing this is that the study of the domain variation for Dirichlet problems has a complete answer in the case that the Dirichlet boundary condition is zero (or a restriction of some ﬁxed H 1 -function). Either necessary and suﬃcient conditions for shape stability are given
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in this case (see [7, 5, 14]) or relaxation results can be established (see [8, 15]). In the latter case, one can describe exactly the “lack” of continuity. Unfortunately, in our case, the Dirichlet boundary condition is not zero, and the values of the functions on diﬀerent connected components of the boundaries are constants which vary with the domains. That is why we restrict ourselves to the case that for every n ∈ N the set R2 \ Ωn has a uniformly bounded number of connected components. In this particular case, we can establish a continuity result for the Dirichlet problem even if the constants are diﬀerent on each connected component. Nevertheless, some of the results of this section are true without any restriction. Hc Theorem 3.2. If {Ωn }n∈N ∈ Ol (D) is such that Ωn−→ Ω, then for every ball 1 B such that B ⊆ Ω and for every γ ∈ H 2 (∂B) such that ∂B γdσ = 0, we have  ∇v Ωn ,γ



L2 (D,R2 )



−→



 ∇v Ω,γ .



Proof. The proof is divided into three steps. We use the duality argument to transform the Neumann problem into a Dirichlet problem, then use continuity results ˇ ak-type for the domain variation of a Dirichlet problem (such as, for example, a Sver´ result adapted to diﬀerent constants), and then return to the Neumann problem. Step 1. Passage from the Neumann problem to the Dirichlet problem. For the existence of the conjugate function into a smooth domain with a ﬁnite number of (smooth) holes, we refer to [19, Theorem 3.1]. Since we do not impose any regularity of the boundary (besides the constraint on the number of connected components), we prove in what follows that if on the nonsmooth part of the boundary the normal derivative is zero in the weak sense given by the variational formulation, one can still use a duality argument and modify the result of [19] in order to ﬁnd a conjugate function with a constant trace on the connected components of the complementary. The sense of the trace on a nonsmooth set is understood as the usual restriction of a quasi-continuous representative of an H01 (D)-function, this restriction being deﬁned quasi-everywhere (q.e.). (See [20] for details concerning capacity.) Let Ω ∈ Ol (D) such that B ⊆ Ω and denote by K1 , . . . , Kl the connected components of its complement. Consider (3) on Ω \ B:  −∆vΩ,γ = 0 in Ω \ B,    ∂vΩ,γ (11) ∂n = 0 on ∂Ω,    ∂vΩ,γ on ∂B. ∂n = γ If Ω is not connected in every connected component which does not contain B, the solution is set to be 0. Lemma 3.3. There exist a function φ ∈ H01 (D) and constants c1 , . . . , cl ∈ R such that ∇vΩ,g = curlφ in Ω \ B and  in Ω \ B,  −∆φ = 0 (12) φ = ci q.e. on Ki , i = 1, . . . , l,  φ=G on ∂B, 3



where G ∈ H 2 (∂B) is such that G = γ in the sense of distribution on ∂B. The equality φ = ci q.e. on Ki means that the usual restriction (deﬁned q.e.) of a quasi-continuous representative of φ in H01 (D) is equal to ci on Ki .
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Proof. We suppose that for every i = 1, . . . , l, diam(Ki ) > 0; if not, we simply ignore Ki since it has zero capacity. If ∂Ω were Lipschitz, then the result of this lemma would be a straightforward consequence of [19, Theorem 3.1]. Since no assumption on the regularity of the ∂Ω is made, we consider a sequence of smooth open sets {Un }n∈N  such that Unc ≤ l, B(0, r + δ) ⊆ Un ⊆ Un+1 ⊆ Ω, and Ω = n∈N Un . Let us denote by vn the solution of the following problem:  −∆vn = 0 in Un \ B,   ∂vn (13) ∂n = 0 on ∂Un ,   ∂vn on ∂B. ∂n = γ Following [19], there exists a function φn ∈ H01 (D) (obtained by extension with zero on the inﬁnite connected component of R2 \ Un ) such that ∇vn = curlφn in Un \ B and    −∆φn = 0 in Un \ B, (14) φn = cni on Kin , i = 1, . . . , l,   φn = G + cn on ∂B. Taking vn as a test function in (13) and using the trace theorem and the Poincar´e inequality in H 1 (B(0, r + δ) \ B), there exists a constant C independent of n such that   12 |∇vn |2 dx ≤ C|γ|L2 (∂B) . Un \B



In the connected components of Un not containing B we have ∇vn = ∇φn = 0. Hence ∇φn is bounded in L2 (D, R2 ). Since φn is deﬁned up to a constant in each connected component of Un \ B, we choose the constants such that φn extended by these constants on each connected component of D \ (Ω \ B) belongs to H01 (D) (see [20]). These extended functions are denoted by the same symbols. The Poincar´e inequality in H01 (D) gives that the sequence {φn }n∈N is bounded in H01 (D). There exists a function φ ∈ H01 (D) such that for a subsequence (still denoted with the same index) we can write ∇φn



L2 (D,R2 )



%



∇φ.



As a consequence of the H c -convergence, property (8), we obtain that −∆φ = 0 in Ω \ B, and by the Banach–Saks theorem we get that φ = ci q.e. on Ki , φ = G + c on ∂B. These equalities hold, since {cni }n∈N is bounded and cap(Kni ) does not converge to zero (in fact we have lim inf n→∞ cap(Kni ) ≥ cap(K) > 0). Let us prove that ∇vΩ,γ = curlφ in Ω \ B. It is suﬃcient to prove that n ∇v



L2 (D,R2 )



%



 ∇v Ω,γ .



This comes back to proving that the Neumann problem is shape stable to increasing sequences of domains. For a subsequence (still denoted by the same index) we can write n ∇v



L2 (D,R2 )



%



(v1 , v2 ).
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Since Un is increasing, we get ∂2 v1 = ∂1 v2 in Ω \ B, and by the De Rham theorem there exists v¯ ∈ L2loc (Ω \ B) such that ∇¯ v = (v1 , v2 ); hence v¯ ∈ L1,2 (Ω \ B). Moreover, we have that v¯ is a weak variational solution of (13) on Ω \ B since     1 1 |∇¯ v |2 dx − γ¯ v dσ ≤ lim inf |∇vn |2 dx − γvn dσ n→∞ 2 U \B 2 Ω\B ∂B ∂B n   1 ≤ lim inf |∇ξ|2 dx − γξdσ n→∞ 2 U \B ∂B n   1 = |∇ξ|2 dx − γξdσ, 2 Ω\B ∂B where ξ ∈ L1,2 (Ω \ B) is an arbitrary element. Consequently, we get that v¯ = vΩ,γ . Step 2. Continuity with respect to the domain variation for the associated Dirichlet problems. We give without proofs two technical lemmas. The ﬁrst one is an immediate consequence of [4, 7], while the second one can be proved using circular rearrangements 1 (see [13]) and noticing that in one dimension the step functions are not in H 2 (R). Lemma 3.4. Let {φn }n∈N ⊆ H01 (D), let {Kn }n∈N be a sequence of compact connected sets in D, and let {cn }n∈N be a sequence of constants such that φn (x) = cn q.e. on Kn . If H



Kn −→ K



and



φn



H01 (D)



% φ,



there exists a constant c ∈ R such that cn −→ c and φ(x) = c q.e. on K. Lemma 3.5. Let φ ∈ H01 (D) and let K1 , K2 be two compact connected sets in D with positive diameter. If there exist two constants c1 , c2 ∈ R such that φ(x) = c1 q.e. on K1 and φ(x) = c2 q.e. on K2 , then K1 ∩ K2 = ∅. Let us assume that {Ωn }n∈N is a sequence satisfying the hypotheses of Theorem 3.2. As in the previous step, we denote by φn , φ the corresponding functions found by Lemma 3.3 applied to vΩn ,γ on Ωn and vΩ,γ on Ω, respectively. We denote the connected components of D \ Ωn by K1n , . . . , Kln , some of them perhaps being empty. Lemma 3.6. There exist a subsequence {φnk }k∈N such that φnk



H01 (D)



% φ



and a function v ∈ L1,2 (Ω \ B) such that curlφ = ∇v in Ω \ B. Proof. Since the extension by constants of φn does not increase the norm of the   n }n∈N gradient, and since we have Ωn \B |∇φn |2 dx = Ωn \B |∇un |2 dx, we get that {∇φ 2 2 is bounded in L (D, R ). Hence for a subsequence we have φnk



H01 (D)



% φ.



From the Hausdorﬀ convergence we get −∆φ = 0 in Ω \ B. Without losing the generality, we can suppose that for a subsequence (still denoted H by the same index) and for all i = 1, . . . , l we have Kink −→ Ki . Using Lemma 3.4 we also get cnk ,i → ci and φ = ci q.e. on Ki . If there exist two compact sets with positive diameter Ki1 and Ki2 and nonempty intersection, then from Lemma 3.5 we get that ci1 = ci2 .
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Since D\Ω = ∪li=1 Ki we get that φ is constant q.e. on every connected component of D \ Ω. Using property (7) of the H c -convergence, there exists v ∈ L1,2 (Ω) such that  ∇v Ωn ,γ



L2 (D,R2 )



%



(v1 , v2 )



and ∇v = (v1 , v2 ) in Ω. The relation ∇vΩn ,γ = curlφn in Ωn gives (again from property (7)) that ∇v = curlφ in Ω \ B. Step 3. Passage from the Dirichlet problem to Neumann problem under the rotational hypothesis. The result obtained in the previous step asserts that the weak limit φ is such that −∆φ = 0 in Ω \ B and φ is q.e. constant on each connected component of D \ Ω. In what follows we prove that φ has a conjugate; i.e., φ is exactly the function obtained by applying Lemma 3.3 to vΩ,γ on Ω \ B. Lemma 3.7. Let O be a smooth open connected set and K a compact connected set such that K ⊆ O. Let us denote by θ the capacitary potential of K in O, i.e., the function θ ∈ H01 (O) such that  in O \ K,  −∆θ = 0 θ=0 on ∂O, (15)  θ = 1 q.e. on ∂K. There does not exist a function ξ ∈ L1,2 (O \ K) such that curlθ = ∇ξ, unless diam(K) = 0. Proof. Suppose diam(K) > 0. Since O is smooth and θ attains its minimum ∂θ in all the points of ∂O, we get by the Hopf maximum principle that ∂n



= 0 in any point of ∂O. There exists a neighborhood of ∂O of the form {θ ≤ c} with c > 0 in which |∇θ| =



0. Indeed, supposing that there exists xn such that θ(xn ) = cn → 0 and ∇θ(xn ) = 0, we have by compactness that for a subsequence (still denoted with the same index) xn → x; therefore, θ(x) = 0, and hence x ∈ ∂O. On the other side, the gradient is also continuous up to the boundary, which yields ∇θ(x) = 0, contrary to the previous assertion. Let us denote U = {x ∈ O : θ(x) < c}. The open set U has a smooth boundary, ∂O ∪ {θ = c}. Computing     ∂θ ∂θ 2 |∇θ| dx = θ dσ − θ∆θdx = θ dσ. ∂n ∂n U ∂O∪{θ=c} U {θ=c} Using the hypothesis curlθ = ∇ξ, we can write   ∂θ ∂ξ θ dσ = c dσ = 0. {θ=c} ∂n {θ=c} ∂t Here ∂ξ ∂t denotes the tangential derivative of ξ to the smooth curve {θ = c}. Therefore, we would get that θ vanishes on U , contrary to the maximum principle. Lemma 3.8. Let Ω ∈ Ol (D) such that B ⊆ Ω. Suppose that there exist a function φ ∈ H01 (D) and a function u ∈ L1,2 (Ω \ B) such that ∇u = curlφ in Ω \ B and   −∆φ = 0 in Ω \ B, (16) φ = ci on Ki , i = 1, . . . , l,  φ = G + c on ∂B. Then u is the weak solution of (11) on Ω \ B.
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Proof. Since u ∈ L1,2 (Ω \ B) it suﬃces to prove that for any ξ ∈ L1,2 (Ω \ B) we have   ∇u∇ξdx = γξdσ. Ω\B



∂B



Considering smooth neighborhoods Oi of Ki , by an argument of partition of unity, it suﬃces to prove that for any function ξ ∈ H 1 (Oi \ Ki ) vanishing q.e. on ∂Oi we have  ∇u∇ξdx = 0. Oi \Ki



It suﬃces actually to prove that u is a solution of the following problem on Oi \ Ki :



(17)



 −∆u = 0 in Oi \ Ki ,   ∂u ∂n = 0 on ∂Ki ,   ∂u ∂φ on ∂Oi . ∂n = ∂t



To the solution u∗ of this equation we associate the function φ∗ given by Lemma 3.3. We have that −∆φ∗ = 0 in Oi \ Ki , φ∗ = φ on ∂Oi , φ∗ = c∗ on Ki . Denoting θ = φ − φ∗ , we get that ∇θ = curl(u − u∗ ), −∆θ = 0 in Oi \ Ki , θ = 0 on ∂Oi , θ = c − c∗ on Ki . Following Lemma 3.7, since diam(Ki ) > 0, we get c = c∗ , and hence u = u∗ . Remark that Step 1 is in general true, without any assumption on the number of connected components. Indeed, when taking the approximating sequence {un }n∈N of smooth functions, on each set Un , [19, Theorem 3.1] can be applied. Step 2 fails to be true in general. 4. The general case a ≥ 0. The following result establishes the relation between the shape stability of problems (1) and (3). This result is general and does not require any geometrical or topological constraints on Ωn . Theorem 4.1. Given a sequence of open sets {Ωn }n∈N converging in the Hausdorﬀ complementary topology to Ω, assertions (A) and (B) are equivalent: (A) For every admissible h, we have 2



2



2



La (D)×L (D,R )   −→ (˜ uΩ,h , ∇u (˜ uΩn ,h , ∇u Ωn ,h ) Ω,h ).



(B) The following three conditions hold: 1 (B.1) For every ball B such that B ⊆ Ω and for every γ ∈ H 2 (∂B) with  γdσ = 0, we have ∂B  ∇v Ωn ,γ



L2 (D,R2 )



−→



 ∇v Ω,γ .



(B.2) For every u ∈ L1,2 a (Ω) such that ∇u = 0, there exist un ∈ L1,2 a (Ωn )



2



2



2



(D,R ) n ) La (D)×L such that (˜ un , ∇u −→ (˜ u, 0).



(B.3) |Ω ∩ {a > 0}| = limn→∞ |Ωn ∩ {a > 0}|. When investigating the shape stability of (1), condition (B.1) is, in general, the diﬃcult one. As seen in section 3, the duality argument can be applied successfully
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in some particular situations. Condition (B.2) is easy to handle as soon as Ω is connected, and condition (B.3) is trivial to check in concrete examples. Proof. (A) ⇒ (B) For proving (B.1) it is enough to prove assertion 3 of Proposition 3.1. Take u ∈ L1,2 (Ω) and deﬁne for every M > 0 uM := min{max{u∗ , −M }, M }, where u∗ is a representative of u in L1,2 (Ω). Then uM converges in L1,2 (Ω) to u when M → +∞ and, moreover, uM belongs to L1,2 a (Ω). Let us denote Y = {uΩ,h : h admissible} ⊆ L1,2 a (Ω) 1,2 and prove that this set is dense in L1,2 a (Ω). Suppose for contradiction that u ∈ La (Ω) is orthogonal on Y , i.e.,  ∇u∇uΩ,h + auuΩ,h dx = 0. Ω



Consequently



 Ω



u(af + g)dx = 0.



Taking f = 0, we get that u is constant  on every connected component of Ω, and taking g = 0 we get that au = 0; hence Ω |∇u|2 + au2 dx = 0, i.e., u ≡ 0 in L1,2 a (Ω). So, for every M > 0 and for every ε > 0 there exists hM,ε such that   |∇uΩ,hM,ε − ∇uM |2 dx + (uΩ,hM,ε − uM )2 a(x)dx ≤ ε. Ω



Ω



Since from hypothesis (A)   2   |∇uΩ,hM,ε − ∇uΩn ,hM,ε | dx + (˜ uΩ,hM,ε − u ˜Ωn ,hM,ε )2 a(x)dx → 0, D



D



by a usual diagonal procedure we ﬁnd a sequence of the form {(˜ uΩn ,hM,εn , ∇u Ωn ,hM,εn )} 2 2 2  which converges in La (D) × L (D, R ) to (˜ uM , ∇uM ). We ﬁnish the proof by taking 1,2 M → ∞ and observing that for every open set U the injection L1,2 (U ) is a (U ) → L a contraction. To prove (B.2) let us consider u ∈ L1,2 a (Ω) such that ∇u = 0. Take g = 0 and f = u. Then u = uΩ,h , and hypothesis (A) gives the conclusion. In order to prove (B.3) take g = 0 and f = 1. Then uΩn ,h = 1Ωn , and hypothesis (A) gives   (18) adx → adx. Ωn



Ω



c



From the H -convergence we have 1Ω ≤ lim inf n→∞ 1Ωn a.e. in D, and hence (19)



lim inf 1Ωn ∩{a>0} ≥ 1Ω∩{a>0} . n→∞



L1 (D)



From (18) and (19) we get 1Ωn ∩{a>0} −→ 1Ω∩{a>0} ; therefore (B.3) holds.
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(B) ⇒ (A) Assume in a ﬁrst step that the set (20)



1,2 ˜  ˜ Y = {φ ∈ L1,2 a (Ω) : ∃φn ∈ La (Ωn ) such that (φn , ∇φn ) → (φ, ∇φ) 2 2 2 La (D) × L (D, R ) − strongly}



is dense in L1,2 a (Ω). Then (A) follows straightforwardly. Indeed, by the boundedness 2 2 2  of {(˜ uΩn ,h , ∇u Ωn ,h )} in La (D) × L (D, R ) there exists a subsequence (still denoted by the same index) such that (21)



 (˜ uΩn ,h , ∇u Ωn ,h ) % (u, u1 , u2 )



in L2a (D) × L2 (D, R2 ) − weakly.



From property (8) of the Hausdorﬀ convergence and the De Rham theorem, we get that ∇u = (v1 , v2 ) on Ω. Let us ﬁx φ ∈ Y . Writing the fact that uΩn ,h is a solution on Ωn with φn as a test function (where φn is given by (20)) and passing to the limit for n → ∞, by the usual pairing (weak, strong)-convergence we get   



˜ ˜ (u1 , u2 ), ∇φ dx + uφadx = hφdx. D



D



D 



Since ∇φ(x) = 0 on D \ Ω and φ˜ = 0 on D \ Ω, we have    (22) ∇u∇φdx + uφdx = hφdx. Ω



Ω



Ω



Because (22) holds for every φ ∈ Y and Y is dense in L1,2 a (Ω), we get that u|Ω = uΩ,h and (u1 , u2 )|Ω = ∇uΩ,h . Taking uΩn ,h as a test function on Ωn and passing to the limit for n → ∞, we have     2 2 (23) |∇uΩn ,h | + auΩn ,h dx = huΩn ,h dx = h˜ uΩn ,h dx → hudx. Ωn







Ωn



D







D







 We wrote in the previous equality hudx = Ω hudx. Indeed, D gudx = Ω gudx D   because supp g ⊆ Ω, and D f uadx = Ω f uadx because au = 0 on Ωc ∩ {a > 0}. The last inequality is a direct consequence of hypothesis (B.3). Since u = uΩ,h on Ω, using relation (23) we get  uΩ,h , ∇u |(u, u1 , u2 )|L2a (D)×L2 (D,R2 ) ≥ |(˜ Ω,h )|L2a (D)×L2 (D,R2 )  = lim |(˜ uΩn ,h , ∇u Ωn ,h )|L2a (D)×L2 (D,R2 ) ≥ |(u, u1 , u2 )|L2a (D)×L2 (D,R2 ) . n→∞



 uΩ,h , ∇u Consequently, we get that (u, u1 , u2 ) = (˜ Ω,h ) and that convergence (21) is strong. The continuity uΩn ,h → uΩ,h was proved for a subsequence, but since the limit is unique, it holds for the whole sequence. To ﬁnish, let us prove that Y is dense in L1,2 a (Ω). By linearity and a truncation argument, we can ﬁx φ ∈ L1,2 (Ω) such that φ ∈ L∞ (Ω) and φ = 0 on Ω \ C, where a C is one connected component of Ω. From now on, we ﬁx one representative of φ in 1,2 L1,2 (Ωn ) such that a (Ω). Following (B.1) there exists un ∈ L n ∇u



L2 (D,R2 )



−→ 



∇φ.
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1,2 Let us ﬁx a ball B such that B ⊆ C, and choosing therepresentative  of un in L (Ωn ) by adding a suitable constant, we can assume that B un dx = B φdx. Let M be a positive constant such that φ∞ < M and deﬁne



uM n = max{min{un , M }, −M }. 1,2 We notice that uM n ∈ La (Ωn ) and



 M ∇u n



L2 (D,R2 )



−→ 



∇φ.



∞ Moreover, since {˜ uM n }n is uniformly bounded in L (D), we can write (for a subsequence)



u ˜M nk



L2 (D)



% v,



where ∇v = ∇φ on Ω and v = φ on C. Using the Poincar´e inequality on smooth open subsets compactly contained in C, we have that the convergence is strong in L2loc (C). Following (B.2), there exists vnk ∈ L1,2 a (Ωnk ) such that  (˜ vnk , ∇v nk )



L2a (D)×L2 (D,R2 )



−→



˜ 0). (˜ v|Ω − φ,



It is obvious that vnk can be chosen such that vnk ∞ ≤ 2M . Let us deﬁne φnk := 1,2 uM nk − vnk ∈ La (Ωnk ). We have



Let us prove that



 ∇φ nk



 D



L2 (D,R2 )



−→ 



∇φ.



˜ 2 dx → 0. First, we have a(φ˜nk − φ)  ˜ 2 dx → 0 a(φ˜nk − φ) Ω



since on every compact set ω ⊆ Ω we have that φ˜nk − φ˜ weakly converges to 0 in L2 (ω), the gradient converges to zero strongly, and the sequence is uniformly bounded in L∞ (D). Second,   ˜ 2 dx ≤ 4M 2 a(φ˜nk − φ) a1Ωnk dx, D\Ω



D\Ω



the last term converging to zero from (B.3). Notice that we found a subsequence {φnk } and not a sequence converging to φ. Suppose for contradiction that there does not exist a sequence {φn } strongly converging to φ. For a subsequence, we would have that the distance in L2a (D) × L2 (D, R2 ) from φ to L1,2 a (Ωnk ) would be bounded below by a positive number. This is absurd since, using the same arguments, there exists a subsequence of this subsequence for which the property cannot hold. An immediate consequence of Theorems 4.1 and 3.2 is Theorem 1.1 announced in the introduction. Proof of Theorem 1.1. Necessity. Following Theorem 4.1, condition (B.3) holds. Suﬃciency. Let us prove that (B.1), (B.2), and (B.3) hold. Condition (B.1) is a consequence of Theorem 3.2, and condition (B.3) is assumed by hypothesis. One has
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only to verify condition (B.2) of Theorem 4.1. If Ω is connected, this is trivial, since every function with zero gradient in Ω is constant, say c1Ω . Therefore, the sequence c1Ωn solves (B.2) using the hypothesis on the convergence of the measures in the region where a is positive. If Ω is not connected, then condition (B.2) is a consequence of the more involved geometric argument relating the Hausdorﬀ convergence to the capacity. We recall this result from [6]. Lemma 4.2. If {Ωn }n∈N is a sequence of simply connected open sets in D such Hc



that Ωn −→ Ωa ∪Ωb , where Ωa ∩Ωb = ∅, then there exist a subsequence (still denoted by the same index) and two sequences of simply connected open sets {Ωan }n∈N , {Ωbn }n∈N Hc



such that Ωan ∩ Ωbn = ∅, Ωan ∪ Ωbn ⊆ Ωn , cap(Ωn \ (Ωan ∪ Ωbn )) → 0, and Ωan −→ Ωa , Hc



Ωbn −→ Ωb . Using this lemma, condition (B.2) can be proved using a partition of the unity and localizing around the boundary of ∂Ω, as in [9]. 5. Further remarks. In what follows we give a simple example showing the inﬂuence of the positivity of the function a on the shape stability of (1). Example 5.1. Let   k Ωn = (−1, 1) × (0, 1) \ (−1, 0] × : k = 1, . . . , n − 1 . n Hc



Note that Ωn → Ω := (0, 1) × (0, 1). Take a1 = 1[0,1]2 . Then, following Theorem 1.1, shape stability holds for every admissible h. For example, if h = 1[0,1]2 , then uΩn ,h = 1Ωn . Clearly, uΩn ,h converges  in L2a1 (D) × L2 (D, R2 ) to uΩ,h . This can be directly veriﬁed, since ∇1 Ωn ≡ 0 and 1Ωn |{a1 >0} → 1Ω |{a1 >0} strongly in L2 ({a1 > 0}). If a2 = 1[−1,1]×[0,1] , then, for the same h,  e2 1 x −x if (x, y) ∈ Ωn ∩ (−1, 0] × (0, 1), 2(1+e2 ) e + 2(1+e2 ) e uΩn ,h (x, y) = 2 1 e x −x − 2(1+e2 ) e − 2(1+e2 ) e + 1 if (x, y) ∈ Ωn ∩ [0, 1) × (0, 1), while uΩ,h = 1Ω . Clearly, uΩn ,h does not converge to uΩ,h . Remark 5.2 (shape stability and Mosco convergence). In general, when investigating the shape continuity of the solution of some variational PDE, one has to refer to the Mosco convergence of the associated functional spaces. A general result relating the Mosco convergence of functional spaces and the convergence of minima of some functionals is contained in [1, Theorem 3.6.6]. We brieﬂy recall the deﬁnitions of the Kuratowski limits and Mosco convergence. Let X be a Hilbert space and let {Gn }n∈N be a sequence of subsets of X. The weak upper and the strong lower limits in the sense of Kuratowski are deﬁned as follows:   w−X w − lim sup Gn = u ∈ X : ∃{nk }k , ∃unk ∈ Gnk such that unk % u , n→∞



  s−X s − lim inf Gn = u ∈ X : ∃un ∈ Gn such that un −→ u . n→∞



If {Gn }n∈N are closed subspaces in X, it is said that Gn converges in the sense of Mosco to G if
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(M1 ) G ⊆ s − lim inf n→∞ Gn , (M2 ) w − lim supn→∞ Gn ⊆ G. Note that in general s − lim inf n→∞ Gn ⊆ w − lim supn→∞ Gn . Therefore, if Gn converges in the sense of Mosco to G, then s − lim inf Gn = G = w − lim sup Gn . n→∞



n→∞



For our purpose, the space X is, following the embedding given by relations (5)–(6), L2a (D) × L2 (D, R2 ). 1,2 It can be easily proved that if L1,2 a (Ωn ) converges in the sense of Mosco to La (Ω), then for every admissible h, uΩn ,h converges to uΩ,h . Moreover, if a(x) > 0 a.e. in Hc



D, it can be proved that if Ωn → Ω, then the Mosco convergence is equivalent to the shape stability of the solution for every admissible h; this was proved in [6] for a ≡ 1. We notice that if a vanishes on some regions, this equivalence fails. We may have shape stability without Mosco convergence. Indeed, in the example above it is enough to take, with a1 = 1[0,1]2 , the sequence of functions un (x, y) = x. The second Mosco condition is not satisﬁed, since the weak limit in L2a1 (D) × L2 (D, R2 ) of this sequence has a nonvanishing gradient on D \ Ω. Although the second Mosco condition is not satisﬁed in general, we note that it is satisﬁed for every sequence of solutions. The ﬁrst Mosco condition, i.e., every function u ∈ L1,2 a (Ω) is a strong limit (in the sense of extensions) of a sequence of functions of L1,2 a (Ωn ), is implicitly present in Proposition 3.1, condition 3 and in the proof of Theorem 4.1. In concrete situations, this condition is the one that is diﬃcult to handle. If Ω would have a smooth boundary, then the restrictions to Ωn of any extension of u would straightforwardly give (M1 ). However, in general we deal with nonsmooth sets and u might not possess an extension in L1,2 (D). If Ω has a crack, the “traces” of the function may be diﬀerent on each side of the crack. Remark 5.3. Theorem 1.1 remains valid if the operator −∆ in (1) is replaced by a general operator A in the divergence form Au = −



2  ∂  ∂  aij (x) u , ∂xi ∂xj i,j=1



with (aij ) ∈ L∞ (D, R4 ), uniformly elliptic. Of course, the duality argument is no longer valid for this operator; for proving Theorem 1.1 one can use assertion 3 of Proposition 3.1. For other approaches of the shape stability of (1), through homogenization or relaxation techniques, we refer the reader to [3, 16, 17, 21, 22] and [11], respectively. The notion of weak connected domains of [21], even if it does not appear explicitly here, is strongly related through Lemma 4.2 to the convergence in the sense of Kuratowski of the families of locally constant functions. The general relaxed form of (1) is not known. Largely studied in the literature is also the continuity with respect to the domain variation of the solution of an elliptic problem with homogeneous Dirichlet boundary conditions (in (1) the Neumann condition is replaced by u = 0 on ∂Ω). The complete relaxation result for this problem was obtained in [15]. In a certain way, the study of the shape continuity for Dirichlet problems is easier, mainly because the H01 -Sobolev spaces enjoy a very natural extension property, but also because many results of potential theory relating the oscillations of harmonic functions on the boundary to the Wiener criterion can be applied.
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