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Abstract—Runtime testing is emerging as the solution for the validation and acceptance testing of service-oriented systems, where many services are external to the organization, and duplicating the system’s components and their context is too complex, if possible at all. In order to perform runtime tests, an additional expense in the test preparation phase is required, both in software development and in hardware. Preparation cost prioritization methods have been based on runtime testability (i.e, coverage) and do not consider whether a good runtime testability is sufficient for a good runtime diagnosis quality in case faults are detected, and whether this diagnosis will be obtained efficiently (i.e., with a low number of test cases). In this paper we show (1) the direct relationship between testability and diagnosis quality, that (2) these two properties do not guarantee an efficient diagnosis, and (3) a measurement that ensures better prediction of efficiency.



I. I NTRODUCTION Critical and high-availability systems, such as air traffic control systems, systems of the emergency units, and banking applications, are becoming more and more complex and dynamic. The number and complexity of the components that form the systems is growing. Moreover, in the case of Systems of Systems, or Service Oriented Architectures components may not be available until deployment time, e.g., third party external services. Components can be even unknown at deployment time. The testing process of these kind of systems was traditionally performed either in a separate, identical copy of the system, or by taking the system offline. This cannot be done anymore for modern systems such as the ones already mentioned [5], [9], [15]. In a service-oriented system where many services are external to the organization, duplicating the system’s components and their context is too complex, if possible at all. Taking the system offline is also not possible given the high availability requirements of such systems. Runtime testing is emerging as the solution for the validation and acceptance testing of the above systems. Runtime testing is a testing method that has to be carried out in the final execution environment of a system. It has been proposed for componentbased systems [6], [13], [30], web services [5], and for Java applications [26]. In practice many parts of the system cannot be tested, because the tests would affect the system in critical ways



t1 t2 t3 t4 t5 t6 t7 t8 t9 Cp



c1 1 0 0 0 1 0 0 0 1 0



c2 0 1 0 1 0 0 1 1 0 0



c3 1 0 1 0 0 0 0 1 1 0



c4 0 1 0 0 0 0 1 0 0 0



c5 0 0 1 0 1 0 0 1 0 0



c6 1 0 0 0 0 1 1 0 1 0



c7 1 0 1 0 0 1 0 1 0 10



c8 0 0 0 1 0 0 1 1 1 10



Ct 10 10 10 10 10 10 10 10 10



oi 1 0 0 0 1 0 0 0 1



TABLE I E XAMPLE COVERAGE MATRIX , EXECUTION , AND PREPARATION COSTS



that are difficult to control or impossible to recover from. For instance, firing a missile while testing part of a combat system. In order to test those parts, an additional expense in the test preparation phase is required, both in software development, (e.g., test wrappers, testable components, simulators) and in hardware (e.g., an extra processor, more memory, higher capacity data links). Therefore, not only the execution costs of testing, but also the preparation costs, need to be optimized, i.e., prioritized. We can represent test cases and their coverage in a matrix with N rows and M columns. Columns correspond to components, and rows to tests. This is shown in Figure I. If test case ti covers component cj , this is represented with element aij = 1 in the test matrix. Otherwise, aij = 0. The execution costs are represented by the Ct column, whereas the preparation costs associated to components are represented by the Cp row. There exists extensive literature on prioritizing the execution costs of a test suite. Test execution prioritization techniques operate on the vertical dimension of the matrix, selecting test cases based on their execution cost and their utility. This utility can be a measurement of either fault detection [10], [22], [25], [28], [29], [32] or fault localization [17] potential. On the other hand, preparation cost optimization methods operate on the horizontal dimension, and select components to prepare based on runtime testability measurements [16], [18]. However, preparation cost prioritization methods fall short in two respects. First, one must consider that testing is very often paired to a diagnosis phase. Since runtime testability is



optimized for coverage, a question left unanswered is whether a good runtime testability is sufficient for a good runtime diagnosis quality. Second, different preparations will enable the execution of different test cases, which means that, in practice, test preparation prioritization should take into account the test execution cost of the tests it is ‘enabling’. As important as the final coverage or diagnosis quality of the test cases, is the rate at which such coverage or diagnosis quality evolves. In this paper we address these issues, showing (1) the direct relationship between testability and diagnosability, (2) that these two measurements do not guarantee an efficient diagnosis, and (3) a third measurement that ensures better prediction of efficiency. The paper is organized as follows. Section II presents the concepts of runtime testing. Section III introduces the necessary concepts of fault diagnosis. Section IV introduces the concept of diagnosis efficiency and measurement. Section V presents the systems used in our evaluation and our empirical results. Section VI positions this work with respect to related work. Finally, Section VII wraps up the paper and presents direction for further research. II. RUNTIME T ESTING One of the major challenges of runtime testing is the interference that it will cause on the system’s state or resource availability. In the worst case, runtime tests will affect the system’s environment in critical ways that are difficult to control or impossible to recover from, e.g., firing a missile while testing part of a combat system. Runtime testing is significantly influenced by two main characteristics of the system: test sensitivity, and test isolation [14], [30]. Test sensitivity characterizes which fraction of the features of the system will cause interference between the running system and the test operations, e.g., a component having internal state, a component’s internal/external interactions, resource limitations, etc. Conversely, test isolation techniques are applied by engineers to specific components to counter the test sensitivity, e.g., state duplication or component cloning, usage of simulators, resource monitoring, etc. A. Runtime Testability Runtime testability is the degree to which a system can be runtime tested [14]. A numerical measurement for the runtime testability of a system can be defined in terms of what amount of fault sites in the system can be runtime tested, relative to the maximum test coverage attainable by the system testers under runtime testing conditions. Previous work in this area has tried to estimate runtime testability by using a graph model of the system [14], [18]. In this paper we will use a more direct approach based on a the existing test suite for the system. To calculate the runtime testability of a given system we will use the coverage matrix of the system under tests, such as the one in Table I. The total preparation cost needed to execute a test (not counting its execution costs) is the sum of all the preparation



costs of the operations covered by the test Cp (ti ) =



M X



aij · c(cj )



j=1



Where M is the nuymber of components in the system. This cost, however, does not concern test ti exclusively. Since multiple tests may cover the same component, these costs are shared between all the multiple tests that cover the component. The runtime testability metric can be calculated based on the coverage matrix of the system as the coverage level reachable by the tests of cost Cp = 0, as M 1 X [ · RT M = M j=0



[



aij ]



{i:Cp (ti )=0}



where M is the total number of components in the system, and [·] is Iverson’s operator, which casts logical True to 1, and False to 0. In the example test matrix of Table I, only t2 and t5 are runtime testable without any preparation cost. On the other hand, t1 , t3 , and t6 have Cp (ti ) = 10 since they cover c7 . t4 , t7 and t9 cover c8 and hence have also Cp (ti ) = 10. Finally, since t8 covers both c7 and c8 , Cp (t8 ) = 20. The value of runtime testability measured by RTM is used to prioritize the expenses in preparation costs. This corresponds to a Binary Integer Programming problem, also known as the Knapsack problem. Since this is known to be NP-Hard different heuristics have been proposed [18]. III. FAULT D IAGNOSIS The objective of fault diagnosis is to pinpoint the precise location of the fault (or faults) in the program by observing the program’s behavior given a number of tests. There is a large number of different diagnosis techniques (see Section VI). Our work is based on Spectrum-based fault localization (SFL), a well-known technique within Software Engineering. The main input of SFL is a coverage matrix, the same as the one in Table I. SFL also requires the binary outcomes, oi (0: pass, 1: fail) of the test cases. Automatic fault localization algorithms obtain a ranking of components by the likelihood of that component being at fault, for example by using statistical similarity coefficients [1], [23], or by using a Bayesian approach [2]. The ranking is returned to the user as the basis to find the faults. Typically the user finds the fault by inspecting each candidate in descending order according to the fault likelihoods. A. Bayesian Diagnosis In this paper we will use Bayesian diagnosis as the means to to obtain the diagnosis. The likelihood of a faulty component corresponds to the posterior probability of a component being faulty, given the outcome of the executed test, Pr(cj |oi ), for a particular component cj . We assume there can be only one faulty component. Initially, for each component cj , the probability of each explanation is Pr(cj ) = 1/M , where M is the number of



Pr(oi |cj ) · Pr(cj ) Pr(cj |oi ) = Pr(oi )



dk ∈D



and need not be computed directly. B. Diagnostic Effort We define Cd as the number of components the developer has to examine until finding the real fault c∗ [2]. It corresponds to the position of c∗ in the ranking. Because multiple components can be assigned the same probability, the value of Cd is averaged between the ranks of explanations that share the same probability, amongst which the real fault c∗ is located. |{j : Pr(cj ) > Pr(c∗ )}| + |{j : Pr(cj ) ≥ Pr(c∗ )}| − 1 2 (4) The above model for Cd is similar to existing diagnostic performance metrics [23], [27]. Cd =



ACCOUNT



Each test that is executed provides new diagnostic information. As important as the final diagnostic effort, Cd , is the rate at which diagnostic effort decreases per unit of test cost. This is known as efficiency, S, and is calculated as N X



(Cd (n) − Cd (N ))



1 0.5



S 0



Fig. 1.
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Difference in S of two preparations with identical RTM



(2)



This formula is only valid if we assume test cases will produce no false negatives (i.e., tests that cover the fault but do not fail). For the purpose of our correlation study, this formula will hold. Pr(oi ) represents the probability of the observed outcome, independently of which diagnostic explanation is the correct one. The value of Pr(oi ) is a normalizing factor that is given by X Pr(oi ) = Pr(oi |dk ) · Pr(dk ) (3)



S=



1.5



0



Pr(oi = 1|cj ) = 1 − Pr(oi = 0|cj ) = aij



INTO



Fix c7 Fix c8



2



(1)



In this equation, Pr(oi |cj ) represents the probability of the observed outcome, if that diagnostic explanation dk is the correct one, given by



IV. E FFICIENCY: TAKING T ESTING C OST



2.5



Cd



components in the system. For each test case, the probability of each faulty component cj is updated depending on the outcome oi of the test, following Bayes’ rule:



(5)



n=1



where Cd (n) represents the diagnostic effort after n test cases have been applied, and Cd (N ) is the diagnostic effort once all the test cases have been applied. So far, the prioritization of test preparation costs has been driven exclusively by the trade-off between preparation cost and runtime testability/diagnosability. However, when considering fault localization, one should take into account not only the final residual effort of the diagnosis Cd , but also the testing cost involved. In other words, one should prioritize preparation operations that not only ’enable’ tests that provide a good RTM and final Cd , but also that have a low S value.



The following example matrix demonstrates how just RTM is not sufficient for this purpose. 



       A=       



c1 1 0 0 0 0 0 0 0 1



c2 0 1 0 0 0 0 1 1 0



c3 0 0 1 0 0 0 0 1 1



c4 0 0 0 1 0 0 1 0 0



c5 0 0 0 0 1 0 0 1 0



c6 0 0 0 0 0 1 1 0 1



c7 1 1 1 1 1 1 0 0 0



c8 0 0 0 0 0 0 1 1 1



               



Components c7 and c8 are not testable. If we prepare either of them, RT M = 7. However, if we take into account diagnostic efficiency, S, that each of the preparations yield, there is a clear difference. Figure 1 shows a simulation of how preparing c7 will produce a much slower decay of Cd than if we had prepared c8 , even though the RTM values are identical for both options. This example highlights the necessity of a third measurement that can predict the efficiency of the tests enabled by the preparations. A. Runtime Diagnostic Efficiency In the same way RTM allows us to prioritize the preparation costs of runtime tests according to their coverage, we study now a way to prioritize tests according to the efficiency, S, or the diagnostic they produce. To this ends, we propose the runtime diagnostic efficiency metric, RSM (for Runtime S Metric). We will use a simulation based on the evolution of the diagnostic effort when combined with a greedy optimization algorithm based on information gain [17]. The algorithm uses the tests that have Cp (ii ) = 0 to calculate the value of RSM, as was done with RTM. Since simulating a diagnosis process can be very costly and requires many runs, we will use an approximation based on diagnosability. Every test matrix A decomposes a system into a partition of components G = g1 , g2 , . . . , gL , Each subset gi contains all components with identical columns in A. Each of those subsets is called an ambiguity group. The diagnosability of a test matrix is the ability of distinguishing between components uniquely, by decomposing the system into the smallest possible ambiguity groups. For



example the matrix  0 1 0 A= 0 0 0



1 0 0 0



0 1 1 0



0 0 0 1



1) Example System I: WifiLounge: We diagnose the runtime testability and diagnosability of a wireless hotspot at an airport lounge [7]. The component architecture of the system is depicted in Figure 2. Clients authenticate themselves as either business class passengers, loyalty program members, or prepaid service clients.
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L 1 X |gi | |gi | − 1 · M i=1 M 2



(6)



Algorithm 1 RSM Estimation A←∅ T ← {ti : Cp (ti ) = 0} RSM ← M−1 2 for l ← 1, |T | do i = arg min (G(A||ti )) ti ∈T



A ← A||ti RSM ← RSM + G(A) return RSM Algorithm 1 computes the evolution of G(A) in a greedy way. At each step, it selects the test that minimizes the ambiguity of the matrix and appends the test to the matrix (operator ||) . Initially the diagnosis is totally ambiguous (Cd = M−1 2 ). At every iteration, a test ti is selected, such that, when concatenated to the matrix, it minimizes its ambiguity. Obtaining the partition G has O(M ) time complexity when done incrementally. This has to be repeated N times per choice, for N choices. The complexity of Algorithm 1 is O(M N 2 ), similar to IG but with a much lower constant, and it must be done once instead of being repeated a large number of times. V. E XPERIMENTS Our evaluation study aims to answer the main research question concerning the utility of each of our metrics when considering the planning of preparation costs for runtime testing.
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and represents the expected (i.e., average) value of the diagnostic effort once the test in A have been applied. 1 4 3 The first example matrix in Table I has a G(A) = 10 ( 10 · 2 + 3 2 3 2 · + · ) = 0.12. On the other hand the second example 10 2 10 2 matrix, which can distinguish more components uniquely, has 2 2 1 4 ( 10 · 32 + 0 + 10 · 21 + 0 + 10 · 12 ) = 0.08. a G(A′ ) = 10 1) Algorithm: This greedy simulation algorithm provides a good estimation of the evolution of Cd when using the information gain algorithm [17] to prioritize test cases, at a lower cost without having to resort to simulations of diagnoses.
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since the later generates a finer partition of ambiguity groups {{1, 3, 6, 9}, {2}, {5, 8}, {4}, {7, 10}} whereas the first one only {{1, 3, 6, 9}, {2, 5, 8}, {4, 7, 10}}. The probability of group gi occurring is Pr(gi ) = |gMi | , and the residual diagnostic effort in such group corresponds to Cd = |gi2|−1 . The formula for the diagnosability is then



Arbitrator CustomToken



FlyTicketDatabase AfDbConnection FlyTicketClassiﬁer CsaDbConnection



Timer



0 1



ValidityChecker



has a lower diagnostic  0 1 A′ =  0 0 1 0
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Fig. 2.



Wifi Lounge Component Architecture



When a computer connects to the network, the DhcpListener component generates an event indicating the assigned IP address. All communications are blocked by the firewall until the authentication is validated. Passengers of business class are authenticated in the ticket databases of a number of airlines. Passengers from a frequent flier program are authenticated against the program’s database, and the ticket databases to check that they are actually entitled to free access. Passengers using the prepaid method must create an account in the system, linked to a credit card that is used for the payments. Once the authentication has succeeded, the port block in the firewall is disabled so that the client can use the connection. The session ends when the user disconnects, or the authentication token becomes invalid. If the user is using a prepaid account, its remaining prepaid time will be updated. 2) Siemens & SIR Programs: Even though these programs and their test suites were not designed with runtime testing in mind, to strengthen the validity of our study, we use the test coverage matrices of a set of seven test programs known as the Siemens set [20], and five programs from the Software Infrastructure Repository (SIR) [8]. Table II provides more information about the programs (for more detailed information refer to [20] and [8]). The coverage matrix A of each program is obtained by instrumenting each of the programs with Zoltar [21] to obtain the statements covered by each test case. Type and variable declarations and other static code, which are not instrumented by Zoltar, are excluded from diagnostic rankings and effort calculations.



Program print_tokens print_tokens2 replace schedule schedule2 tcas tot_info sed space grep gzip flex



LOC 563 509 563 412 307 173 406 7125 9126 13287 7933 14194



Tests 4130 4115 5542 2650 2710 1608 1052 370 150 809 210 107



Description Lexical Analyzer Lexical Analyzer Pattern Matcher Priority Scheduler Priority Scheduler Aircraft Control Information Measure Stream Editor ADL Compiler String Matching Data Compression Lexer Generator



The main conclusion that can be drawn from this relationship is that an investment in runtime testability will cause a direct improvement on Cd . Since the relationship is very linear, we can be almost certain that our investment in testability has an equivalent return on the diagnosability of the system. The exception to this rule are systems with a large number of large ambiguity groups. C. Relationship with Efficiency A second question we would like to answer is the relationship with diagnostic efficiency. We have already presented an example in Section IV that illustrates the fact that a good runtime testability and diagnosability are no guarantee to an efficient diagnosis. This is clearly proven in the first of the two plots of Figure 4 that show that there is no correlation whatsoever between RTM, and diagnostic efficiency, S. On the other hand, the RSM measurement, obtained by Algorithm 1 provides a much better correlation, and indicator of the efficiency that can be achieved. Moreover, RSM being based on G(A) takes both into account the improvement rate of Cd , and the final Cd , making it a much more complete measurement.



TABLE II S ET OF PROGRAMS AND VERSIONS USED IN THE EXPERIMENTS
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B. Relationship between RTM and Cd



D. Threats to Validity The main threat to the validity of our experiments is the representativeness of the used systems. Adding a broader variety of systems where runtime testing is performed will enhance the validity of our results both because of the large sample of architectures but also because it would include more variety in the sources of test sensitivity. A second threat stems from the fact that we used simulated faults in our validation. This could be improved by using mutation faults, since there is greater consensus that mutation faults are similar in nature to faults found during unit testing.



Before going into considerations with test execution costs, the first question we want to answer is: what is the relationship between RTM and diagnostic effort, Cd , if any? To this end we randomly chose sets of 1 to 15 untestable components in each of the systems, and recorded the value of RTM, and Cd for a set of simulated faults. These faults were obtained by simulating random faults in one of the program components producing a failure for every test case that covers the faulty component. Figure 3 shows the correlation between RTM and Cd . It can be clearly seen that there is a correlation between them, with a linear shape, or very slightly negative-exponential towards high values of RTM. The reason for this direct relationship is that a testable (i.e., coverable) system, although not enough to guarantee a good Cd , is a prerequisite. By diagnosability, as explained in Section III, a good Cd is obtained by covering components in a way that makes them be in different ambiguity groups. The test matrices used in our study correspond to fairly diagnosable systems. Therefore, if a component is testable, it will be very likely also diagnosable, causing this direct relationship between RTM and Cd .



VI. R ELATED W ORK Testability and testing effort were originally related to the probability of a fault causing an error, this error propagating to the output [19], [31], and the error being actually detected by the test oracle [3]. However, testability is affected by many other factors and its measurement has been studied extensively from a qualitative [4], [12] and quantitative [24], [11] way. Runtime testability and RTM were first introduced in [14] and refined in [18]. A method for the improvement of runtime testability of component based systems was described in [16]. In contrast with the previous work, in this paper we focus in the diagnostic perspective of runtime testing to optimize the runtime testing preparation costs. Cost prioritization during testing has been extensively studied, from the point of view of test execution costs. Test prioritization techniques usually operate by selecting test cases that provided the highest fault detection potential[10], [22], [25], [28], [29], [32]. Lately, test prioritization which selects tests by their potential to locate faults has been proposed [17] potential. None of these works take into account preparation cost.
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